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!,BSTRACT 

We describe a problem solver based on a group of processor nodes which cooperate to 
solve problems. In a departure from earlier systems, we view task distribution as 
an interactive process, a dIscussion ~crrled on between a node with. task to be 
executed and a group of nodes that may be able to execute the task. This leads to 
the use of a control formalism based on a contract metaphor, In which task distribution 
corresponds to contract negotfatlnn. 

We also consider the kinds of kn~lledge that are used In such a problem solver, the 
way that the knowledge is Indexed wIthin an Individual node, and distributed among 
the group of nodes. We suggest two prhroary methods of In,iexlng t,o,e knowledge 
(referred to lIS "task-centeredll and "knowledge-source centered"), and show how both 
methods can be useful. 

We illustrate the kind of Information that must be Pissed between nodes In the 
distributed processor In order to carry out task and data distribution. We suggest 
that a con.on Internode language Is requl red, and that task-specific "expertlse" 
required by a processor node can be obtaIned by Internode transfer of procedures 
and data. 

We consider the operation of a dIstributed sensor net as an Instantiation of the 
issues we raise. 

Finally, the approach presented here Is CONPered with those t.ken by the designers of 
earlier syst'! .. , such as PLANNER, HEARSAY-II, and PUP'. 

this Is a pr.prlnt of a paper to appear at the Second Natlanal Conference of tile 
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We consider the operation of a distributed sensor net as an i:lstantiation of 
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designers of earlier systems, such as PLANNER. HEARSAY-I I, and puP6. 

This is a preprint of a paper to appear at the Second National Conference on 
the Canadian Societ'( for C:>r.lputational Studies of Intel1 igtlnce, Toronto, 
Ca~ada, July 1978. 

~~---. - --- --• a . _._-_._ ....... . 
1>u,x. Iin,\ S' 
• II"A ~L. .. 
111111_--·-

:f\ 



,>jISTRIBLll'ED PROBLEM SOLVING: THE CONTRACT NET APPROACH 

Reid G. Smith an::! Randall Davis 1 

HeuristiC Programming Project 
Department of Computer Science 

Stanfo,.d University 
Stanford, California, Q430fi. 

May 1978 
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Interactive proc •••• , dlsCUs,,1on carried on between a node with a tosk to be executed and 
a group of node: th,t III.Y be abl. to axecuta the task. Thl. leads to the use of a control 
formall .... ba •• d on , eontrac;t metaphor. In which taak distribution correspond. to contract 
negotiation. 

We also conslet- the kinds of knowledge that .re used In such a problem solver, the 
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1 Introduc~i.:.., 

" ~The ongoing revolution in LSI technoiol,Jy is drastically reducing the cost of computer 
components, making mu:tiple processor architectures economically viable. These 
architectures have the potential to provide several computational advantages over 
uniprocessor architectures, Including speed, relia2!.lity, and efficient matching of available 
processing power to problem complexity.(B. • ... '~1hiS hos led tn a search for problem 
solving methods which can exploit the new technology.· .. ~his polper wtt? present" one 
fapproach to problem solving in such architectures. 
).t.. t "t'" 

-w."~ropos~a model of a distributed problem solver which .-:onsists of a collection of 
processors connected with communications atld control mechanisms that enable them to 
operate concurrently, and enable them to cmflrate in solving complex problems/WeU'SiYthe 
tl:'rm "distributeu" rather than IIparallel'~to emphasize that t"e individual processors arl! 
loosely-coupled; that Is, the time a processor node spends In communication Is small with 
respect to the time it spends in computation. /'t. 

\ 
loosely-coupled systems are desirable for a number of reasons. First, such systems 

a.e highly modular, and hence offer considerable conceptual clarity and simplicity In their 
organization. Second, and equally important from our perspective, systems designed to be 
loosely-coupied require less communication by an Individual node. This Is an Im"ortant 
practical consideration because 8 major problem that arises in the design of multiple 
proce$sor architectures is interconnection of the nodes [Anderson, 1875]. Complete 
interconnection (so that a .lOCIe can communicate directly over a private channel to every 
other node) is extremely expensive because it entails a number of channels proportional to 
the square of the number of nodes. One way to reduce this expense Is to alnploy a single 
broadcast communications channel which ;s shared by all nodes. Unfortunately, such a 
channel clln be a major source of contention and delay when the nunlber of processor nodes 
Is large. The com",unicatlons medium connecting the node, is thus a valuable (and limited) 
resource that must be conserved If a large nuMber of processor node. b to function 
together effactlvely. It Is thus de.irable to reduce the amount 0' message traffiC, and 
designing the system ISO it Is loosely-coupled Is one way to accomplish this goal. loose­
coupling can In turn be effected by car.ful partitioning of the top-level proble", to Insure 
that inr.llvidual processor nodes work on tasks that are relatively Ir-depttndent of each other, 
and that require processing time. which are large with respect to the time required for 

internode com .. unicatlon.z 

1.1 A Human Model 

The operation of a problem solver working in a distributed pro~esaor architecture lUy 
be likened to the operation of a group of human expert. exp.riellced at working tovether to 

complete a large ta.k.3 In auch a situation we !Wight •• a each expert spending moat of hia 

2 Partitlonhg of thlt :<Ind I, ')f cour.e, a we!!-known proble .. , colvllN.l att.reay. oft.n 
referred to 'JI. "CI,vide .ncI conque, . 

a The group of expert. MOdel has a .. o be'!r. .... d •• a 'tartinO ~t by [L.na.. 1175] 
and [Hewitt. 1177e]. but has resulted in approeches with clff.rent c .... u.ct.riatlce ~ that 
conakJered In thI8 p....,. W. cc.pare the diff.,.nt approachea In Sec,....., 5. 
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time working alone on various subta.ks that have been partitioned from the main task, 
pausing occasionally to Interact with other members of the group In specific, Neil-defined 
ways. When he encount.rs a subtask too large to handl. alone, h. furth.r partitions It into 
manage.ble (sub)subtasks and makes them knowfl to the group. Similarly. If he encounters II 

subtaak for which he has no .xpertlse, he attempts to p.ss It on to a!'tOther more appropriate 
exptJrt. In this c .... the expert may know ';lOth., .xpert (or several other .xJ:.erts) In the 
group who have the necessary expertls., and may notify him (them) dlrec·,iy. If the expert 
does not know anyone In particular wlta ml:! be able to assist him, or If the new sub task 
requires no speclai ~xpertlsl;#, then hit can .lflIply describe the subtask to the entire group. 
If some other .xpert chooses to c!trry out the subtask, then that expert will request further 
details from the original expert. and the two may engage In further direct communlc.tlon for 
the duration of the 3ubtask. The two experts will have formed their own subgroup, and 
similar subgrocps of varlabl.., size will form snd ::reak up dynamically during the course of th" 
wCtrk on the Droblem. Subgroups of this type t ffer two advantages. First, commlJnication 
among tho subgroup m~mbers does not needlessiy distrlcl the entire group of experts. Such 
dlstr.ctlon may be !t major source of difficulty In large groups (see. for example [Brooks, 
1975]). In addltkY.., the subgroup members may be able to communicate with each other In • 
langu.ge that II! more efficient for their purpose. than the language In use by the group as a 
whole. 

It II'; worthy of note that among the taaks which can be posed by an expert In the group 
are thljse that Involve a transfer of ·expertlse" from one exp.rt to anotheri that Is, one 
expp.rt may request Instruction In the execution of a particular ·.:;;k. 

In our human model, no one exp ... ·t Is In control of the othe,s, (although one expert may 
be ultimately responsible for communicating the solution of the top-level "rablem to the 
·customer" outside the group). As a result. one of tile major problems facing such a group IS 

Ir.tegratlon of Infor .... tlon held by the individual melabars. The group memller. must find ways 
to share and build on one another'. infor.ation, and find way. to e)t~lftIne .nd resolve 
difference. In order to ,each a coneenaus. 

2 Problem SolvIng Protocol. 

w~ now consider the d.slgn of a probleM solver that can exploit the char.cterlstlcs of 
• dls,,'ibuted procuaor .rchitecture. In doing thia, we .ake • rough correspondence 
between hutnan .xperts .nd individual processor nodes, but our ..... Ia the design of .n 
effective proble", solve" not • aIIIIulution of hulnan perfonaance. The question Ia then, ·Wh.t 
techntques wi" ... pply the requisite c~catlona and control Machanis .. ?- We win se. 
that one of the necaanry .... chanis .. Is • ",.,.,. .11',." ",010001 designed to enabla the 
Indlvldu.1 nodes to ca.MUnIc:.te for the purpaae of coopara'lve PJObI- eoIvIng. It Ia b.sed 
on the MOre tr.dltlonal notion of coM..uticallona "otocoI. 

The use of r. ... ~;..unic.tlons protoco4a In networks of ruowe.· .... rIng cc.puters, such 
e. the ARPAnet, ,. by now quite f ..... r [Kahn, 1172]. Thes. protocols have as their 
prl .... ry function r"liabla and efficient ca..unlcatJon between ~ers. The layers of 
protooal In the ..... AM'. far ...... , awve to connect IMP's to IMP's (the aubMt 



4 HPP-'i8-1 

communlcaticns devices), hosts to hosts (the processor nodes of the network). and 
processes ell.ecuting in the various hosts to other such processes [Crocker. 1972]' 

Communications protocols are, however, only w start - a prerequisite for distributed 
problem solving. We need to build upon the work of network and communications protocol 
designers to focus on what to slIY in the context of distributed problem solving. as opposed 
to horlJ to say it. In ARPAnet terms, we must move above the process-to-process protocol to 
add yet another layer - one concern..ld with the management of tasks. 

2.1 Design Goals 

Before presenting the specific protocol to be used thloughout the remainder of this 
paper, we review the general design goals for a problem solving protocol. 

First, we are concerned with the communication of messages between the nodes of a 
distributed problem solver. We must therefore insure that our protocol ;s sufficiently general 
that it allows the communiration of a broad class of informati",r •. ~nd allows Interactions 
capable of supporting comple~ problem solving behavior. 

Second, the protocol must be well-suited to systems that lire loosely-c',)upled. As noled 
earlier, It is important to ... inlmize communication since communications che.nnel capacity Is 
expensive. While careful task partitioning has the greatest potential Impact l)n the amount 
of Internode communication required, the problem ;.olving protocol also plays a role. 
Therefore, the protocol should be effIcient In terms of i~s use of communications resources 

(I.e., terse).4 

The protocol should also foster distribution of control and data in order to Insure that 
advantage can be taken of potential gains In speed and reliability that may be achieved 
through the use of multiple proces.ors. Centralized control could ereate an artificial 
bottleneck (slowing the .ystem down). and could ",ake It difficult for the system to recover 
from faUure of crltl,a' component •. 

Finally, the protocol should aid In ",alntaining the focfl. of the problem solver, to combat 
the combinlitorial explosion which be.et. almost all AI programs. For a uniproce.sor. focus 
Involves .elect~ at each Instant In time of the moat appropriate t •• k to be executed 
[Haye.-Roth, 1111]. For a distributed processor. focus can be reformulated a:. finding the 
most appropriate taska to be executed ,lnd ",atchlng tha", with processor node. appropriate 
for their executioll. 

In a uniproces.or. focus of attention is generally hand'~d by a .Ingle. global, heurl.tic 
evaluation function used to rank order all tasks In the syste", (see, for exalAple [Lenat, 
1178]). In a distributed processor, hOWever, each individual proce.sor node ha. Ita own 
local evaluation function. raak .electlon and declslona ar. thus ba •• d on local 
"onalderetiona, end this ~aUty glv •• rise to the probleM of Inducing gIobel coherence In the 

• Current .vid.nce [Galbraith '174] suggests that effectlv. huNln organlzationa 
ope,ate In an analogou8 "Mer, ........ --ing unnec .... ry COIIMUnfcatJona a-a the .... , •• 
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actions of the Individual proce •• or node •. Since this can be a major source of difficulty, the 
proble .. solving protocol ahould al.o offer aOIfte assl.tanc. In tNercomlng It. 

2.2 The Contract Net 

These consideratiorl' lead to the notion of task distribution as .n Inter.ctlve process, 
one which ent ... s a discu.< 'o:n betw.en • nodt With a task to be executed and nodes th.t 
... y possibly be able to .)I.<;ut. the t •• k. The ,ontract n.t appr06ch to dl.tr!buted proble .. 
• olvlng [S .. lth, 1877] uses an .nnouncement - bid - .ward aequence of contract 
negot/.tlon to effect thl. matching. W. pre •• nt a .impllfled description of the .pproach in 
this section. 

A contract net is a collection of interconnected proce$Sor nodes whose Interactions 
.re governed by a problem solving protocol based on the contract metaphor. ;:ach processor 
node in the net operates asynchronously and with relative autonomy. Instances of the 
execution of individual tasks are dealt with as contract •. A node that gen')r.tes • task 
advertises existence of that task to the other nodes in the net a. at •• " announc.m.nt, 
then .cts as the m.n.fI.r 0' that task for Its duration. In the absence 0' any in'or .. atlon 
about the specific capebilities of the other nod.s In the net, the manager I. forced to issue a 
g.n.r.' broadc •• t to aU node •. If, how.ver, the manager possesse. some knowledge about 
which of the other node. In the net are likely candidates, then it c.n Issue a 
IImlt.d broadc •• '. finally. if the m.n.ger knows exactly which of the other node. is 
.pproprl.te, then It c.n Issue a poInt-'o-point announce",ent.' As work on the problem 
progresses, m.ny such ta.k announcement. may be made by v.rlous m.nag.r •. 

The other Mde. Ir. the net h.ve beftn II.tenlng to the t •• k announcements, .nd have 
been ev.luating their own level of Inter •• t in .ach ta.k with rflspect to thflo. .. peci.lized 
hardware and .oftwar. resource •. When a ta.k is found to b., of :ufflcl.nt Inter •• t, a node 
may submit a bid. each bid indicates the cepabllitie3 of the bidder that .re rolevant to 
execution of the announc.d ta.k. A .. anag.r ... ay receive •• v.ral .uch bl<ls In r •• ponse to a 
single task announc ... nt; bas.e:" on the Irfor ... atlon In the bids, It .... ct one (or •• v.ral) 
node(s) for execution of the ta.k. Th ..... ctlon is COIINIIUnk:at.d to the succe •• ful bldd.r(s) 
through an .w.,d ...... g •. ''' •• e sel.ct.d node .... UII. r • ..-onaibillty for .x.cutlon of the 
t.sk, .nd each I. called a conlrec'_ for that task. 

A contract Is thus an d,',lffII1It betwe.n a Mde that g.ner.t ••• ta.k (th ... anager) 
and a nod. th.t .x.cute. the t.sk (the contractor). Not. that •• tabllshlng • contract i •• 
proce •• of mutual .electlon. Av.llabl. processor nod.a ev.luat. ta.k announc.m.nta mad. 
by .ev.ral manager. until they find on. of Int.re,t; the .. nag.r. then .valuat. the bid. 
rec.lv.d frGIII pot.ntla' contractors and s.lect one th.y deterlltlne to be MOlt approprlat •. 
Both partl •• to the .gr .... nt have ev.luated the Infor .. lion aupplled by the other and a 
Mutual d.clalon has be.,n .. de. 

5 Re.trlctlng the •• t of addt •• ,IIt.. (which w. ca. fOOflMfl add, •• alttg) of an 
.nnounc .... nt .. typically • heurlatlc proc ... , aInce the IntcnMllion upon which It .. heed 
... y not be .xact (e.g., It .. y be In'erred 'ratl prior r ........ to ~ta). 
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The contract negotiation process is expedited by thre~ torms of information contained 
in a task announcement. An eligibility a".cltlcat/on lists tilL: criteria that a node must meet 
to be eligible to submit a bid. This specification reduces messClge traffic by pruning nodes 
whose bids would be clearly unacceptable. A taslc abstraction is a brief description of the 
task to be executed, and allows II potential contractor to evaluate its level of interest in 
executing this task reiative to othars that are evailable. All bstraction is used rather than 
a complete description in order to reduce message traffic. findlly, a bid specification details 
the expected form of a bid for that task. It enables a potential contractor to transmit a bid 
which contains only .. brief specification of its capabilities that are relevant to the task 
(called a node .b.tract/on), rather than a complete description. This both simplifies the task 

of the nlanager in evaluating bids, and further reduces message traffic.6 

Th.:. normal contract negotiation process may be simplified in two instances. First, a 
dlrectec -.;cmtr.ct does away with the announcement and bid, and is awarded directly to a 
selected node. Second, .. request - response sequence is used without further 
embellishment for tasks which amount to simple requests for information. These two 
simplifications serve to enhance the efficiency of the protocol. 

It is important t:l note that Individual nodes lOre not designated a priori as managers or 
contractors. Any node can take on either role, and during the course of problem sol·"ing a 
particular node normally takes on both roles (perhaps even simultaneously for different 
contracts). 

In addition t., effecting task distribution, a contract between two nodes serves to set 
the context for their communication. Setting up such a context facilitates their 
communication. A contract is also of assistance in forming subgroups of nodes. As in the 
hlAman model discussed above, such subgroups can communicate among themselves without 
distracting the entire group. Furthermore, an established context permits the use of a 
specialize11anguage for their communication. This helps to reduce message traffic. 

The award message contains a , .. Ie daRrlptlon, which includes the complete 
specification of the taak to be executed. After the taak haa been completed, the contractor 
sends a report to Ita ",anager. This lIIas •• ge includea a re..,1t deRrlptlon, which contains 
the results that have been achieved during e.ecution of the taak. 

The manager may te,mlnat. contracts as necessary, ano subcontract. may be let in 
turn as required by the size of a contract or by a requirement fM special expertise or data 
that the contractor doea not have. 

Contracting distribute. control throughout the network, helping to create .. flexible 
syatem; that la, 8 nuMber of dUferent (potentially dj'namic) approaches to problem eoIvlno 
can be Itnplemented. Dt$tributed control and two-way linka between marntg.,s end 
contractors alao enhance syatelll reUabillty, In that they enable recovery froth individual 
cOfftponent failure. The faUure of a contractor, for example, la not tata', alnc~, ita .. anao.r 
can re-announce the appropriate contract and recover froll the fanure. Thie strategy allowa 
the eystem to ,ecover flOltl any node failure except that of tha node that hoIda the orlOlna1 

IS W. dlacuea the encodinO uf thIa Infor.atlon !n Section •• 3. 
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top-Ieval problem? 

While the contract net protocol ia a gan.ral problem aolving protocol. it haa been 
designed ao It can be prun.d to me.t the .peclflc requirement. of the application at hand, 
and hence reduce message traffic end meaaage processing overhead. In its simplest form. it 
reduces to a standard communications protoc"l. .ending messages between specified 
sources and destinationS. At. slightly more general level. broadcasting of tasks and results 
Iii pOSSible. thus effecting a more Implicit form of addressing. At progressively more general 
le .... els. complex bidding and award mechanisms are added. The contract net can thus be a 
useful approach to dl.tributed problem .alvlng at many dlffer.nt le ..... I. 0' complexity. 

We can now con.lder how well the CO:1tr6tct net protocol meet. the design goals 
specified earlier for a problem solving protocol. 

The protocol I. well suited \0 1oos~ly-couple" llystems in two respects. First. it 
provides a very general form of guidance In det.rmlnlng approprlat. partitioning of problems: 
the notion of tasks executed under contracts is apprc.prlate for a grain size larger than that 
typically used In problem solving systems. (Section 6.1 contains further discussion of this 
issue.) Second. the protocol is efficient with respect to Its use of communications channels. 
The information In task announcements. for Instance, helps minimize the amount of c!1annel 
capacity consumed by communication. overhead. Such efficiency help. to pre~erve 
whate .... er Iooae-coupllng character Is already pre.ent in the .ystem as a rosult of problem 
partitioning. 

The us:>! of autonomous contract nodes Interacting through a process of contract 
negotiation fost.r. distribution of control and data throughout the sy.t.m, thus me.tlng the 
third d •• lgn goal. 

Maintenance of focus Is perhaps the most difficult of the d.slgn goals to m •• t, and we 
do not yet have 6 good under.tanding of the undftrlylng Issues InvoIv.d. OUr approach Is to 
attack the problem .xplicitly through "approprlat." definition of the functions u •• d to 
.valuat. taak announcem.nt. and bids. In addition •• ach node .alntalna a Uat of the "beat" 
recent task announc.",.nts It has ••• n - a kind of window on the t.sk. at hand for the n.t 
as a whole. This window en.ble. the .valuatlon function. to -Integrat.- the local .ituation 
ov.r tl",. to .aalst In •• inten.nce of focus. 

It I. of Int.reat to not. th.t the focus problem doe. not n.c •••• rlly have to btt 
.ttack.d exptlcltly. SoIH probleM lend the.s.Iv •• to a r.laxatlon .tyle of probl.m solving. 
Low I.v.' vision opefatlone, for .x ... I., .r. sult.bI. c.ndldat •• for thl. approach [Zucker, 
1877]. Th. nature :)f the relax.tion prac ... Itself t .... to produc. g/Db.1 coher.nc. from 
the action. of individual prac..... .ven though focus :$ not .ddr •••• d .xpllcltly a. • 
probl.m. In this approach, a lack of appropriate global coherenc •• howe up a. oaclUatlon in 
the r.laxat;oo proc •••• 

7 At the top '.v.', contracting can distribute control -.-.t" CCMtPlet./y, hence 
removing the bottlen.ck. that c.ntrallzed controllera MY cr.at.. There .tUl re .. In., 
howevor, the r.llabllity probleM Inherent In having only a aJnoIe node rf9eponeib1e tor the t!llt­
level probleM. Since this cannot be MncIIed directly by the ..... ger-oontr.ctor Unka, 
.t ... d.rd sort. of r.dund.nc;y are required. 



3 EX.!Imple - Distributed Sensinq 

In t.,is section. we demonstrate the use of tI,e contract net approach In the solution of 
a problem ir. area surveillance. such as might be encountered in ship or air traffic control. 
The example will help to demonstrale the ideas w~lich form the central foci of the remllinder 
of this papGr: (a) task distribution as an intoraclive process. and (b) Indexing and 
distributiun of knowledge. 

We consider the operation of a network of nodes. e6ch of which may have either 
sensing or processing capabilities. and which are spread tluoughout a relatively large 
geographic area. Such a network is called a Distributed Sensing System (DS5). The primary 
aim of the system is rapid. reliable. accurate. and 'ow-cost analysis of the traffic in a 
deSignated area. This analysis involves detection. classification. and tracking of vehicles; 
that is. the solution to the problem is a dynamic map of traffic In the 8r€a which shows 
vehicle locations. classifications, courses and speeds. Construction and mahitenance of 
such a map requires integration and interpretation of a large quantity of sensory information 
received by the collection of sensor elements. 

Ther. are a numbu of tradeoffs involved In the design of • DSS architecture. and we 
present only one possible approach. The primary Ir.tent of the example is to ect a:l a \jehlcle 

for demonstration of the contract net approach to distributed problem solving.a 

The example we present here is a hand simUlation, but Is based on a working SAIL 
simulation of the contract net that has been applied to a related distributing sensing problem. 

3.1 Hardware 

The 055 is organized as I cCIfltract net that Is monitored by • distinguished processor 
node called the monito,. node. All communication in the net is .ssumed to take place Over a 
broadcast channel. The nodes lora assumed to be in fixed positions known to thems.lve. but 
not known. priori to the monitor nocJe, 'jnd they may h.ve two different kinds of c.p.blllty: 
.en.ing and processing. The aensing ca~ability Includes low level Signal analysis .nd feature 
.xtr.ction. W •• ssume that. v.riety of .ensor type. exist in the DSS, th.t the •• nsor. are 
wid.ly spac.d, .od that there Is some overlap In senear area cover.ge. 

Nod.s with proc.ssing cap.bility supply the computational power n.c •••• ry to .ff.ct 
the high lev.1 an.Iy." .nd control In the n.t. They are not nec •••• rUy near the •• naor. 
whoa. data they proc •••• Th •• e nod •• Ir(ll .ble to acqulr~: (If nec .... ry) the proc.dur •• 
••• ential to .ff.ct .ny of the infor •• tlon proc ... 1na functions, by tr.naf.r 'rom oth.r nod ••• 

• Further di.cu.aton of the b.ckground I.aues Inh.rent in DSS deSign .. pr ••• nted In 
[Smith. 1178a]; a mor. d.t .... d dl5Cuaaion of this ex...,.. Is pr ••• nt.d In [ ..... th. 1878']. 
which include •• x ..... tlon of HY.,.I of the daaign oPtions .nd tr.deoff. th.t c.n only be 
•• ntloned briefly her. due to .pace .... t.tlona. 



The DSS must Int.grate a large quantity of signal data, reducing It and transforming It 
i'"'to a symbHc for'" meaningful .nd u.eful to a hu"'an observer. We view this proce •• a. 
occurring In .ev.ral .tagel, whlct: tog.th.r for'" a data hi.ra,chy (figur. 3.1). The hierarchy 
off.,. an overvl.w of DSS funct~ and luage.ta a taak partitioning aultabl. for I contract 
net approach. 

over.ll ,ra, up 

ara. ..p 

vahicla 

5ign.l group 

5i",.1 

flgur. a." D.ta HI.r.rchy. 

For purpoo'..!.l of t~;~ .XI.Ie, the only fonl of Ilgnal proc ... ing we consid.r II narrow 
baud spect,al Inalyala. and the -f1tta1 hal the rollowing featur •• : f,efJ\lency, tim. of 
detection, strength, characte"atlCa (e.g. Increaalng algnal atrength). na",. and poeltlon of 
the det.ctlng node. and the na ... type, and orientation of the det.ctlng •• ...". 

Signa" are for .. d Into -JIN/ "'_". at the .econd level of the data hi.rarchy. A 
.Ignal group la • coII.ction of ,.t......... for this .xe .... , the ...... 1 group. have the 
following featur •• : the 'uncIa .. ntel f,.quucy of the group. the t .. 0' group 'orINtlon, and 
the f.atur •• of the ...... In the group (as above). 

The next level of the hierarchy • the wItIcIe. It haa one or MOr. alanal group. 
a'8OClatad With It. and Is de.crlbed in 'a,.. of poettion •• peeel, course. and type. Position 
can be •• 'abliehecl by tr ........ tJon. uetne .. tchlng ..... detected by saver ..... ..or. With 
diff.rent poeltlona and orIentationa. Speed and courae _t be .......... d ov.r tIM. by 
tracking. 

The next level of .... date .... araIIy Ie the .,.. -.p. Thie IMP Incorporat •• 
Infometlon about the kftOWft veNcIe traffic 1ft an area. It .. 1ft 1nt..,.tIon of the v.hicle 
lev .. data. Thera" 1»8 ...,.,aI IUGh ..... fer tile oaa. corraapCII .... to .,... In the .... " 
of cover ... of .... nat. 

The tiMl laval Ie ........... or ... ., .,.. ..... In tNe .x ...... the ..,. .. 

integrated by the ....... node.' 

'It D6a .., ....,. aeveral ..... 111 ..... not .. fII __ ................. 
integration of 0¥eNI .. da .. at a ........... . 
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The hierarchy of tasks follows directly from the data hierarchy. The monitor node 
manages several firea contractors (figurp 3.2). These r:ontractors are responsible for 
formation of traffic m.ps In area8 defined by the monitor node. E.ch .re. contractor In turn 
manages several group contractors that provide It with 5ignal groups for Its area (Figure 
3.3). Each group contractor Integrates raw signal data from .'gnal contractors that have 
sensing capabilities. 

The area contractors also manage several lIeh/c/e contractors that are responsible for 
Inteqration of Information associated with Individual vehicles. Each of these co"tractors 
manages a cla.alfleatloft contractor that determine. vehicle typft, It locallzat/oft contractor 
that determines vehicle position. and • t,aclclttg contr.ctor that tracks the vehicle as it 

passes through the ar ••. 10 

overall .r •• 
I 

I 
• r.a .re. .r .. 

fI8"r. a.2. Tr.fflc 'tap Partitioning • 

• ra. 
I 

vehlcl. 

.... ,!.." .. I 
tracktn, 

I 
group 

I 
stgn.' 

flgur. a.a. At.a Teak Partitioning. 

a.a DaS Inltlallz ...... ANI Operation - TIt. eon", .. t Net AHrNoh 

r .... section ,.".... In .,.lttatlve t ..... how til. OM proIIl •• can " attack.d ....... 
the contract net approach, and ... trat.. .."... ~ tM Idea centra' to Ita aperatlaft. 
AppendIx A gIv ...... oifto .x ....... of the _ ..... traffic that Ie described her. In ..... 
...... Itenaa. 

10 In • re .. eoIutJon to the DSS ."..... It Ie pol .......... t not all of tha. tuk. WDUId 
be ............. to jlletJfy the ov ...... d of OOAtraotlng; .... t Ie. __ of ttta. IMght be done 
In .......... It ...... ., Int __ t tID .... 1Mt _ of .... tuIca In ....... .....,. •• 
cnt4 ... ., .... ( .... , ....... tall). ........... .., "., tala ( ..... thelDeala talc). 
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3.4 Inltl.llzatlon 

The monitor node la responsible for 1I'ltlalizatloa of th~ DSS and for formation of the 
overall map. It mllst first partition the overall span of coverage of the .y.tem Into area., and 
.elect other nodes to be are. contractors. For purposlIs ot illustration we assume that the 
monitor node knows the names of node. that are ootentla' area contracto: s, but muat 
establish their positions In order to partition the overall span of coverage. Hence, It begins 
by announcing contracts for formation of area maps CJf the traiflc. BecalJse the monitor node 
know. the name$ of potential area contractors, It ean avoid a general brlJadcast and use a 
focused addressing scheme. The announcement contains the threa component. descrlbad In 
Section 2.2, a task ab.traetlon, eligibility specification, ant! bid specification. Tho bid 
.pecificatlon is of primary Interest for this task. It informs a prospeclive .rea contractor to 
respond with Its position. The monitor node u.es tha position. raturnad In bids on tha taak to 
form .pprOPrlate areas and $elect a subset of the bidders to be are. contractors. Each 

contractor I. Informed of Ita are. of re.pon.lbility In the contr.ct awa,d messag •• 11 

The area contractors now attempt to solicit other nodes to provide slgllal group data. 
In the .baence of .ny information about which nodes might be .ultable, each araa contr.ctor 
announces the ta.k u.ing • general broadcast. The eUglblllty speclflc.tlon In the •• 
announcement. indicat.s the ar •• for which the Individual area contractor Is responsible; 
th.t la, a node Is only eligible to bid on thl. task If It Is In the ..... area aa the announcing 
.r.a contractor. Potential group contractor. respond with their respective positions, .nd 
"as.d on this Infor .. atlon, the .r •• contractors award group contract. to nod •• In their .r ••• 
of r •• ponslbility. 

At thl. point. the group contr.ctors attelllPt to find node. that will provide raw slgn.1 
dat.. This Is done with .lgn.1 ta.k announc.ment.. The ta.k abstraction In th ••• 
announcement. Indlc.t •• both the ., •• of re.ponslbllity of an individual group contractor .nd 
It. position. This position Infor •• tlon wtI ... I.t potential signal contr.ctors In determining the 
group c""tr.ctor. to whloh they .houId r .. pond. The eligibility .peclflc.tlon In the 
.nnouncement. ensurea th.t a bidder Is located In the ••••• rea a. the announcer, and th.t 
It h •••• nslng c.P.bIIIt .... 

The potential .Ignal contractors listen to the t •• k announce ... nt. from the varlou. 
group contr.ctor •• They r.spond to the ne.rnt group contr.ctor with • bid that suppll •• 
their poaltlon .ncI a deecrtption of their • .....".. The group COI"'!ractors us. this Inform(ltlon 
to •••• ,t a •• t or bIddet'a that oovera the vicinity with a suitable V~rlety of •• nsors. !!!lCi 
then .ward ..... 1 contr.cts on this ~..... The ••• rda '"city the .ensors that e.ch IIgnaI 
oontrltCtor Is to UI8 to provide, .. data to it8l11ft1gL .... group contractor. 

The ..... ' contract ... good .x ...... of the contr.ct negotilltlon ptOC ••• llluetr.ting 
that the .. tchlng of contr.ctors to .. _gers Ie an Interactive ptOC.... It Involve •• nautual 

t 1 The full .nno~ent - bid - award MqUlftGI is neoenary (r.ther than a dir.oted 
contract) bea .... the IIOftItDr node ..... to I" ...... poaltione of II of the pot.ntlal ar •• 
contrltCtorI In order to partition .... over •• ..,... of _ .... of the DSS Into .......... 
..... Note that till ..... that .... DU ........ 1IoeIIy eel,.. to • ohanee In the nuMber 
or poeIUan of potential area oanll_lIn. 
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decision based on local processing by both the group contractors and the potential signal 
contractors. The potent!al signal contractors base their decision on a distance metric and 
respond to the closest manager. The group contractors use the distribution of sensor types 
and numbers observed in the bids to select a set of signal contractors which ensures that 
every area Is covered by every kind of sensor. Thus each party to the contract evaluates 
the proposa:s made by the other. using a different evaluation function. and arriving at a task 
distribution agreement via mutual selection. 

3.6 Operation 

We now consider the activities of the system as It commences operation. 

When a signal is detected. or a change occurs in the features of a known signal. the 
detecting signal contractor reports this fact to Its manager (a group contractor). This node in 
turn attempts to Integrate the information into an existing signal group or to form a new 
Signal group. 

A group contractor repor:~ the exlatence of a new signal group to it!: manager (an area 
contractor) which muat then decide what to do with it. Whenever a new group is detected. 
the managing araa contractor attempts to find a node to execute a vehicle contract. The 
taSK of a vehicle contractor Is to classify. localize. and track the vehicle aSSOCiated with the 
Signal group. Since a newly detected signal group may be attributable to a known vehicle. 
the area contractor first requests from the existing collection of vehicle conlractors a 
measure of the confidence that the new group Is attributable to one of the known vehicles. 
Based on the responses. the area contractor either starts up a new vehicle contr.ctor. or 
.wards a contract to (augment. the existing contract of) the appropriate existing vehicle 
contr.ctor. with the t.sk of m.klnQ cert.1n th.t the new group corre.ponds to • known 
vehicle. This may entail, for .xa..,I •• the gatherinG of new data via adjust .. nt of .ensor •• 
or contr.ct. to new .ensor node •• 

The vehicle contractor then Nk •• two tuk .nnounc ..... ta: vehicle c ..... flc.tkMl .nd 
vehicle Iocallz.tlon. Tha .nnounce.ent of the cIa •• lfleatlon t .. k Includ ••• n abatraction of 
the .v.lI.bIe description of the vehicle (I.e •• the cWlentty known InfOllHtlon). In thia 
ax • ....,le. the .b.tr.ctlon contains a lilt of the funda .. nt.1 fr...-nc". of tha algnal groupa 
curr.ntly •• aoclated with tIM vehicle. Th18 infOllHtIon !NY help a potential c ... alfle.lion 
contr.ctor aetect an appt'Gpf'iat. t.1k (. cantractor .. y. for • x ..... already be f .... r 
with vehlclu that have ...... groupe with tha announced funduent.1 frequenclea). The 
.w.rd lncIudea the ~te curr .. ' deacflptlon. A clUaification contr.ctor .. y be able to 
cl.aaIfy directly. gIVen the IIgnaI group InfcnIatian. or on tha other hand It .. y ra ..... 
dat •• In which caM It eM ca •• "cate directly witt. .... apptaprIat. aenaor nodu. 

A locallZ.tIOn t.1It .~ ..... IncIudea data on the positions of the detecting node •• 
The bid .. sa.pIy .... HlnMtIve ,...... to .... ennounc .... t and the coptr.ct Ie aw.rded 
to the firr..t t..tdder. Wh6ctIdoee the Ie"-""""'tJon to obt.an the poaJtIon of the vehicle. 

One.. the vehicle hu ...... 1oc.i6nd. It ... t 1M traCked. We ...... that uw. .. 
IwIndied by tM vehIoIe oontrHtor wNeh .... Into follow-up IooeliHtJon contract. frail tIIM 
to tIIH and .... ttMt multi to up4Iite ... veNoIe deHtlption. 
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There are a variety of other lasues that must be considered In the design and operation 
of a real distributed sensing system; they are discussed in mor& detail elsewhere [Smith. 
1978b]. In the fcllowlng sections, we focus on Issues of knowledge organization and use In 
the contract net, and refer back to this exa ... ,pl. to Instontlate the Issues raised. 

4 Organization Of Knowledge 

In this section wo conalder the contract negctlatlon process from a different 
perspective, examining the kinds of knowledge tnat ar. used, the way that the knowledge Is 
Indexed within an Individual node, and distributed amang the node •. 

We begin with. few definitions. Ind.xlng Indlcat.s the Mhandles" placed on knowledge 
modules so th.t they can be accessed. In the next .ectlon we will see th.t knowledge in a 
contrltct net Is Indexed according to Its utility for .electing suit.ble knowledge sources 
(KS's) (j.e., processor node.) for 8 partlcul.r t •• k, or for •• I.ctlng .ult.ble tasks for a 
particular KS. Distribution Indicatea wh.re the knowledge resldesi that Is, In which 
processor nod ••. W. can dl.tlnguish two a.p.ct. of oistrlbutlon of knowl.dg. In a contract 
net: .t.tlc distribution - de.llng with the qu •• tlon of how knowl.dge is pr.-Ioaded into the 
net (I.e .• the. priori distribution). and dyllMtla distribution - how knowledge 'I acquired by a 
lIode as work on the proble", progr ••••• , 

In the following lectlons we will conc.ntrate primarily on the islue of knowledge 
indexing. togeth.r with the ",ech.ni.ms th.t are n.e •••• ry to uae the knowledge in problem 
solving. W. will .Iao s.. that the.. aam. ...ch.rNsms p.nnlt Inter.ctlve transfer of 
exp.rtl.. betwean nodes In MUch the .... w.y as any other form of information Is 
tran.ferred . 

•• 1 Indexing Of Knowledge 

To con.lder knowledge Indexing, the dlacua.1On foe ... el on (a) the two primary 
question. that must be an.w.r.d by a node dl.lflna the contract negotiation proc •••• and (b) 
the typ •• of knowledg. th.t er. u •• d by the .. nagar and potential contractors to .ff.ct 
thia n.gotlatlon. 

A .. nagar h •• two que.tIona to answer during the contract negotiation pr~e ... FIr.t. 

(1) To ..,,... do , _dress ., taM ....,. •• ,." 

Then, onc. It h •• r.celv.d a ...-. of bkIs In ,..,... to an anncMtC ..... t. the 
.. nager ..,.t anawer ,he que.tlOn. 

(2) How OM I HINt ,lIe ...., 0MtI1d ... ,,.. ...,.. ,Ite ".,..,. COItt,aofWI ,., ,., 

t ... ' 

A node that raceive. en .............................. two queetJona during the 
negotiation procc ... Firat. 
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(3) Am , r.I.vant to thl. t •• 1< .nd I. It appropt'I.t. for me to cons/dar "..lclng • bid? 

In addition, a node must also determine, 

(4) f. thl. ta.1e 'h. on. 'h.t I want to execute Mxt? 

In order to facilitate the contract negotiation process, we find it convenient to specify 
the indexing of knowledge as being either t.sle-centered or I<ROw/edge-aoun;.-cente,ed 
(KS-center.d). 

Task-centered knowledge Is indexed from the ~c;", of view of a particular task, and 
provides information about KS's with respect to that task. At least two forma can be 
Imagined: 

(a) IF I have a ta." of the form [ .. ,J to be executed. THEN KS'. of the for", [ ••• 1 er. 
potentially u.eful. 

or, 

(bl i;" ! "~ve a ta." of the for". [ ... ) to be executed. THEN KS'. of th. '01'''' [ ... } .,. 
more u.eful 'hen K8'. of the form ( ... 1, 

KS-centered knowledge, on the other h.nd, Is , Idexed frOft' the point of view of • 
particular KS, and provides Inform.tlon about ta.k. with re':pect to th.t KS. Again, .t I •• st 
two forma c.n be imagined: 

(c) IF my "now/edge bu. contain. InfortNtlon of ,he t",m { ... J. THEN , .. ,,_ ot ,,,. '01'''' 
{ ... J .,C· .PP'op'l •• t", ma, 

or, 

(d) IF ",ylcnowledge ba .. cOltrain. 'nt",,,,.,on 0' ,he f",,,, { •.• J. THEN 'ules 0' ,he '01'''' 
( ... J "e ".or. appt'opr' •• '''''' ,Itan , .... of ,he t",,,, [ ... J. 

Both klnda of knowledge .re ... ed during the contract negotiation proce... Teak­
centered knowledge .. used rtrat to d.t.'" the sub •• t of node. to which to adelr .... 
t •• k .nnounc .... nt (I.e., (a) provide. the anawer to queatlon (1». TtO type of knowledge 
r.duce. .. ...... tr.fflc and ..... Qe proc .... overhead b.c ..... It {:naaae.. focueed addr ... lng. a. In the Daa, fot .x..... wher. the MOnitor node ..... tuk-cent.r.d 
knowledge to .ffeat faa_ad addrenlng In announcing the area taak •. 

Ta.k-centered knowledge .. alao UHd to det.,.... the beat cour •• of actlan once 
btd8 ar. reeetved (I ••• , (b) pnWIcIea the _ to .... tion (2». and henc. Is an .ffectlve 
_aha ..... for .1OOdII'IJ atr.tegle •• That Ie, aInoe bid evaluation functIone ar. UHd to ..a.ot 
the .... t KS to Invoka. they .re an ~te IooatAaa for .trategy Infcna.tIon that guIdea 
the opur.tlon of the proble. solver. 

KS-centered knowl0dge ...... d by a node that recelvu an ~....m, flrat to 
det ...... that It .. r.levant to the announced taak (Le., (c) pnMda the .... w., to queetion 
(3)). M~tIng kno.ladge with KS' .............. -.t of tile ooncurrenoy In a 
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distributed processor because many KS's can simultaneously determine their relevance to II 
task; that is, each KS carries information allowing It to determine the range of tasks to which 
it is reievant. KS-centered knowledge of type (c) Is used by nodes In the 055 flxanaple to 
determine that they are eligible to bid on signal tasks. 

KS-centered knowledge Is also used by a node to select the task It wishes to execute 
next (I.e .• (d) provides ~!le answer to question (4». This type of KS-centered knowledge Is 
another effective naechanlsm for encoding strategies. In the DSS, for exenaple, the 
initialization strategy for signal contractor!! Is encoded in this way. 

4.2 Distribution Of Knowledge 

We noted at the beginning of this section that distribution of knowledge has two 
aspects - stetlc and dynanalc. Static distribution Is largel-, task-speCific, and the criteria fo~ 
a good static distribution of knowledge are similar to those f." good problem partitioning. The 
distribution chosen should minimize message traffic, and sh(luld not create any buttlenecks In 
the aystena. Dynamic dlatrlbution of knowledge Is the means by whieh nodes ean acquire and 
transfer Information and expertl:>e as the problem progresses_ The ability to effect r.:ynamlc 
knowledge distribution places several constraints on the deSign 0, the distrlbuterl problem 
solver. 

Dynamic distribution of knowledge enable. milre e.tectlve use of available 
computational resources: a processor nOde that .. standing Idle because It lacks information 
required to perform a previously announced task can acquire the procf.:.oures necessary to 
eXf)cute that task. This also facllltat •• the task of adding a n.w "vele to an existing net, 
.Ince the node can dyn3 .. lcaly acquire the procedur •• and d.te nec.s.ary to allow it to 
particlp.tp In the operation of the net. 

This means that node. do not have to be functionally defined a priorI; th.t Is, any node 
can acquire the procedures necessary to execute any task th.t Its physical attrlbutea (e.g., 
na.mory, periph.ral., etc.) will support. The .It.rnatlve would be either forcinG the node to 
r.na.ln Idle until It h.ara • t •• k announc.d for which It alre.dy ha. the n.c •••• ry 
procedur ••• or pre-loading •• ch node In the net with a. the procedure. thet wII ever b. 
u •• ct. Neither of the.e alternative. I. very attractive. 

Procedure. can be t,.nsferred between node. In three waye. FI,.t. a node c.n 
tr ...... t e requ ... t directly to another node for tranafer of • procedure. The , •• pena. to the 
r.quest Ie the procechwe code. Second, a node cen tr ..... t • t.sk announc ... nt In which 
the ta.k Ie tral".'er of a procedure. A btd on the task lncIIcate. that another node ha6 the 
code end Ie wlClna to t, ...... t It. Finally •• nod. au note in It. bid on. teak that It require .. 
the code for a .,.rtlctlt.r pro-:edure in order to eXKute the task. This Ie ... eful when the 
.. neging node .Ir.ady h .. the relevlnt code but wanta to work on ... other .epect of the 
tellk. 
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4.3 Internode Communlcat.lon 

Thus far we have concentrated on tne role of the contract net problem s,"lvlng protocol 
for Interaction between nodes. In this section, we consider the ::ommon Internode I.ngu.go 
which serves as the foundation on which the protocol is based. The languafJe provkies the 
primitive elements with which such items as task abstractions, eligibility specifications, and 
bid specifications are encoded. It thus provides the medium in which nodes "discuss" task~ 
and KS's, as well as pose '!'Ie questions about eligibility to bid on tasks, rank ordering of 
tasks, and control of task distribution that arise during the contract negotiation prlll.:ess. 

A relatively simple language, capable of sUPPGIting the DSS communication, has been 
designed. Sample messages are shown In Appendix .', It Is believed that the lanCjuage will 
sl,;pport .. range of other applications, but, of course would have to be Increased In 
complexity for behavior significantly lI',ore complex than that shown in the DBS example. 

The language is organized as a collection of associative triples, and has il set of 
domain-independent, ·core" vocabulary Itelns that can be extended with task-specific Items. 

The current grammar of the language is relatively simp'e, with the result that the 
messages shown in >\ppendlx A are somewhat verbose. These messages have the advantage 
of being easy to write and understand for a human, but have the disadvantage of being less 
efficient than they might be in their use of communications resources. 

The common internode language permits explicit statements of requirement to bu mado 
In messages. It Is .Iso uaefulln that It ••• Iat. a new node in Isolatln~ the Infor",ation it must 
acquire to Participate In the operation of the ne~. This Isolation Is an aid to active distribution 
of knowledge (dlscus.ed In the preceding .e.:t\ol1). finally, the language simplifies the uae of 
local processing by a node, for .xampl., to .valuate anllOYnc •• ents .nd bid. from it. own 
point of view. A node Is able to pr\lC •• s the information In tnese mellaages because the 
common Internode langu.ge affords a uniforM Int.rpretatlon of the vocabulary It.... by .11 
nodes In the net. 

Specl.llzed cOIMIunicatlon Ia also poaaIbIe. Two nodes thet ar. linked via • contr.ct, 
for example, c.n adopt a ."e CQI1IPact tOl1l of COIUIUnlc.tion for their ...... g ••• sinc. no 
oth.r nod.. need Interpret the ..... ge.. This compact forlll of comtRUnk:.tlon c.n b. 
vlew.d ••• sp.cl.llz.d 1 ..... 0- that the node .... e to co"", .. nic.t. with other node. that 
sh.r. their .xpertla •• In the DSS, for .x ...... once the ar ••• nd v.hicIe contractors have 
•• t.bUshed ~.tlon through the contract negotiation prOG.... they -'tht alt.r the 
I.nguege In which they OCMNIUftICete If! order to reduc. the I.ngth of .......... nd at.pIify 
"'....... proc •• slng. T.... Is poes"'" bee..... • cont."t has be.n •• tabl6ahed through e 
contr.ctu.1 r.latlonshlp. 

G Other .~.t ... 
The oontreot nat .... upon • yarlaty of Ide .. ffCMI the Alllt •• tur •. In thIe seotlan we 

r .. ete 1M approeob to thOM UMd In other 1YSt-. 
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5.1 PLANNER And Actor. 

The contract net ta.k announcement ... n.logou. to the PLANNER [Hewitt. 1872] goal 
apeclflc.tlon. .nd functions sllnllarly In providing a .. ech.ni •• for .dvertl.lng • t •• k to • 
group of KS's, Inste.d of invoking. specific KS by n ... e. 

By w.y of contr.st, the contr.ct net .lIows complex 1oc.1 processing by II node In 
determining It. relevanee to • p.rtlcul.r t •• k, r.ther th.n the p.ttern-matchlng that la 
allowed in PLANNER. In .ddltlon. the actor lIIOdel of computation that succeeded PLANNER la 
based on the concept of • group of exp.rts th.t com.unlc.t. by p ••• lng ~nt-to-polnt 
mes.age. [Hewitt, 1877.]. [Hewitt, 1877b), while there .re a v.rletyof addr.aslng mod.a 
used In contr.ct n.t ...... g •• (g.ner.1 broadc •• t, limited broadc.st, .nd poInt-to-polnt). 
Theae d ... erent !nOdes aarve to reduce ...... a. tr.fflc .nd "' •••• g. proc •• alng overh •• d. 
Finally, the contr.ct net ••• u ..... ~.-coupIIng of tuke. whe,e •• the actor mode. doe. 
not. This .ssumptlon IIIIplie •• difference In the gr.1n .Ize of t •• k. into which • probl.m I. 
decomposed (I.rge for contr.ctor •• nd .... 11 for .e:ou) •• nd reslJlt. from the dlff'Jrent 
motlv.tlon. of the de.lgners of the two for ....... : where .ctor. h.ve be.n used •• • 
m~.n. of .tudylng funda.ent.1 lasu.s Invohllng the ".tUl. of comput.tlon. control, .nd 
Nagr ... correctne ••• the contract net Ia deslaned L.I fa .. ech.nlana for problem soli/lng, .nd 
hence views it s prIMItive oper.tions In ter .. of coaparatlv.ly larg •• donI.ln-.peclflc t •• ka. 

5.2 H!ARSAV-U 

The concept of • group of cooper.tlng KS's has baen u~ed to .dv.nt.g. In the 
HEARSAV-H .pe.ch IIftderftt.ndIng .yet_ [1 ....... 1178]. The contr.ct n.t dr.ws upon thle 
MOd.1 With r •• pect to the lIOduIarlty Ind independence of KS' •• UnIIk. tIMa .odel. how.".r, 
the contr.ct oat .MbIe. focused Iddr. __ and doNn" us •• bleckboerd. pr •• rlly due to 
the problema .uch ...... ' dltl .tructure OM ClUH In • distributed anvirofwent ( •. g., 
r .... btNty .nd bottleneok probleM). 

In .ddltlon. KS', In the HEARMV ...... were I .. n prIIIerIIy .. Infonutlon g.th.rlng 
and dtepenatng proco .... [Red4I)t. '878). eo thet hlererchloel control w .. not conalder.d 
nec .... ry. The contr.ot net, on the ...... hind, Ie ...... autted to ......... ohIaaI oontrol I. a 
r ..... t of the Mnaver-contrllOtor structure. 

Finally. HlMMY-I cId not pre..",. stete ....... tIan about. hypotheeIa. In particular. 
there w .. neither • w'Y to tpeGIfy the proa ....... thet Md already been Ipplled to • 
hypothe .... nor the Idnd 01 PI'OC*IIInI thet ...... ret M .pp ..... 1M ....... eohe .... 
dlfftoult [Leaser, ,."]. The 0Cifttr1Clt protld ••• data et.rucmn .......... to •• lIOOIate tIM 
type of In ............ II .... .. y of IMII ......... " •• 1 ••• 

e.. "" 
The .... of ..... ., ............ '.a' ..... b..awe ..... "al •• wu elM 

UMd .ffectlvely In ...... • .... • •• ,.... _ .... .....,... ....... on inforM 
epeoIftoatIans [LeNt. , • .,.]. .... ......... ........ .. - ..... In "'" wee 
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accomplished by p.ttern-matching, the contract net 6xpands on this through the use of • 
contract negotiation prooess, baaed on a common internode language. 

PUPS tUld no notion of acquired axpertise, since each module in the system had • 
standard set of p.rts th.t did not vary over time. Contr.ct nodes, on the other hand, have • 
standard core structure but have in addition a common Internode langu.ge which enable. 
them to acquire experti.e vi. transfer of procedure. and data. 

6.4 Ta.k Distribution I Tr.n.f.r Of Control - A Progr ••• lon 

It will be useful at this polnt to compare the .ppro.ch to tesk distribution provided by 
the contract net framework with that provided by previous problem .00\1lng formalisms. This 
will help make clear the ways in which the contract net view Is unique and the advantages 
that uniqueness offers. We consider .s points of comp.rlson the techniques used In 
subroutine calling, PLANNER. CONNIVER [McDarmott, 11l74], HEARSAY-II, a hYP'.Jthetlc.1 
task .genda system, and the PUPS sy~t.lII. Wa.how that the contract net presents a view 
that is a natur.1 successor to previoUs IYltaml but Is unique In sever.1 respect •. 

5.4.1 T.rmlnology 

W. h.ve used the term "task dl.tributlon" throughout the paper as a gen.rallzed vlaw 
of what I. more tr.dltion.lly referred to II "M.fa, of control. That Is, In a distributed 
.y.te ... , whan one procassor decOlllpcM •• I pmblelll It is working on and h.nd. on. 0' the 
r •• ultlng sub task. to another proo ..... , both proc.ssors continue working on th.lr 
re.pectlv. t"sks; hence we r.fer to It •• ta.k distribution. In. unlproc •• sor, however, 
problem d.cOlllposltion Involv •• tr .... f. of control: one proc ....... Cll .nother proce •• to 
work on ••• I.cted .ubta.k Ind yieldl (perhap. t.mporary) control. 

Sinc. III of the .y.t..... w. wiah to us. for compariSon w.r. d •• lgned for 
unlproce.sor., w. will adopt thil p.rlP8OtIVe .nd ... te the coaaparlaon on the ba.l. of 
tr.n.f.r of control. This wIG provld. I ' .... r ba.1s for COMparison without Io8lng .Ight of 
any of the IMportant Issue.. It will also .. Ne to detIonatrat. th.t the Is.u •• w. d •• 1 with In 
t~ •• ctlon ar. funda ... nt.1 laoue. of 1108 invoc.tlon .nd probleM aoIvtng, Indep.ndent of 
dlstribut.d proc.,aIng. 

To Mak. cia., the plac. of the oontreot net In the lequenc. of Invoaetlon -.cit ..... 
that have been cr.ated. we COMIder ........... of tr .... f. of control froM the parapeotlv. 
of both the caller .nd the r •• poII"ftt. We fooue In pertlcular on the .... ctlon .. p"~ aI'd 
COMider whet opportunltiee • 0 ..... .-0'" .... tot • .a.cting .n approprlat. r .... oncIent, 
and .... t opportuntt ... a potential rei, .......... tot .. IeoUng the tuk on which to work. In 
.. oft 0 ... we uk two bello .... 11_ ....... ,.,.,.ottw of both the oaIIIr and the 
reepondent: 

..... ,. lie ....... ., .......... ' ...... , 
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On what #e/nd of Information I. tll.t choice ba!Je:l? 

The answers to these questions will demonstrate our claim that the contr.ct net view 
of control tr'Jnsfer differs with respect to: 

(.) information trar.sfer: The .nnouncement-bid-.ward sequence means that there is more 
information. and more complex information transferred in both directions (between caller 
and respondent) before Invocation occur •. 

(b) local selection: The computation devoted to the selection proc.s •• b.sed on the 
information transfer noted above. is more eJetensive and more COIIIrle)( than thllt used In 
tradltiona! approaches, and Is "Iocll" In the aen •• that •• Iection '. a •• ociated with and 
specific to an Individual KS (ratt.ef than embodied In. say, a global evaluation function). 

(e) mutual selection: The local sele(·tlon proce •• Is .ymmetrlc. in the .en.e that tile caller 
evaluate. potential resoondents from its. p.r.p.ctive (via the bid evaluation function). 
and the r •• pondent •• wluale ihe avallabl. ta.k. from th.ir persp.ctlv. (via the task 
ev.lu.tion functiorl.). 

5.4.3 Th. Comparison 

Subroutine Invocation repr •• ents a deg.n.rat. c •••• alne. all the selection is done 
ahead of tirne by the programm.r and Ie "hardwlr.d" Inte the cod •. As a r •• ult thore la no 
non-det.rlninl .... at runt ..... and hence no opportunity for choic •• 

A dagr.. 0: IlOn-det.r... (.nd hence OPportunity for cllolce) for the call.r ,. 
evident In tradition. I production rul • • y.t •••• sinc. a nuIIIber of rul •• may b. r.trlev.d at 
once. A rang. 01 lel.ctlon crlterl. have been uaed (a •• [Dam, '877]), but th ••• have 
typically been "pl.ment.d wtth a lingle. syntactic criterion harctwtr.u Into lhe Int.rpr.ter. 

PLANNEFI', pattern-dir.cled Invocatlott provides a facility at tIM prourallMning language 
level for nondeterminAstlc KS mtrleval and offer •• In the "recommend"tlon list", a ape~lflc 
mechanlam fo: encoding .... etlan Infor .. tIon. The THUSE construct provide. • way of 
.peclfylng which KoS', (theore .. ) to try IrI which order. while the theore. baa. fNter (THTBF) 
conatruct off.r. a wey of IItYCldng • pr.dlcat. function of one .rgullen. (the ne •• of the 
n.xt theor .. whc»e pattern hal .. tched the goal) which can ·voto" the uaa of that 
theore •• 

Note that there Ie a dear .. of aelectlon poea"'" here ..... ctIon that .. y 1nvoIv. • 
coneIderable a.aunt of OO8IPUtl,tlan (by the theor .. be •• 'Iter', and Mlection that Ie k>cal 
In the a ... e that fUtf)" .. y be apecifla to ............... ap.IOltlcation. But the .... ctlon 
Ie • ., .... '.d In ...... , .. way.. FIr~t.::'1 the ....... d Invocation ....... the Infor ... tIon 
available to the O$iIer Ie at beet the "... of the next pot.ntIaI r .. pDOMlent; In .ffect • one­
bit a .. wer of the fom ·yea , .. toh that ,attam·, The oeIIef do8I not reo .. any addltiorlat 
'lnf ... tion , .... the POtential ruponcf . .nt <IUCII ... for lnetanct., •• actly how It .. tched the 
pattern), nor Ie there any ... y way to prcMtIe tot """ation " .... fer In that direction. 
8eoand. the choice Ie, .. not .... a ....... veto ...... on jut that ... K.8. That Ie, ekMa. 
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final judgement is passed on each potential KS In turn, It Is not p/)ssihle fOf Instance to make 
comparisons between pt)ten".1 KS's, nor to paas Judgment on the whole group and ehoose 
the one that looks (by some measure) the beat. (Both of these shortcomings can be 
overcome If we are willing to create II auperatructure on top of the existing Invocation 
mechanism, but this would be functionally Identical to the announcement-bid-award 
mechanism described above. The point Is simply that the standard PLANNER Invocation 
mechanism h8S no such facility and the ll,.lIt-ln depth-first with baCktracking makes It 
expensive to implement.) 

CONNIVER represents a useful advance in this respect, since the result of a pattern­
directed call Ie a "possibilities list" ~ontalnlng tJll the KS's that matched the patt&rn. Whlla 
there Is no explicit ll1echanlsm para'iel to PLANNER's recommendation list, the po~.$ibilitle. list 
is accessible as a data structure and can be modified to reflect any judgments the caller 
might make concerning the relative utility of the K5's retrieved. Also, paired with each KS on 
the possibilities list Is an asSOCiation-list of pattern vanobles and bindings, making It possible 
to determine how the calling pattern was matched by each KS. This mechanl.m offer. the 
caller some Infor",ation about each respondent that can be useful In making the judgments 
noted above. As an Indirect n,echanlam, howev.r, It i. leaa effective for Infor'.lIatlon tran.fer 
than, for instance, an explicit bid mechani.m. 

The HEARSAY-II ayatem illustrutea a number of aimilar facilitiea in an event-driven 
system. In particular, the focus of attention mechanism has available a pointer to al! the 
KS's that are ready to be Invoked (so It can ",ake comparative decision.), a. well •• 
Information (In the "response frame") estllllating the potential contribution of each of the 
KS·s. The systlolm can eff.et some degre. of •• Iection regarding thf.J KS's ready for 
invocation and ha. available to it a body of knowl.dge about .ach KS on which to baae It. 
selection. The Ivspcmae fralll8 thus provide. Infor.ation tranafer from re.pondent to caller, 
which. while fixed In fOfillat. Is Il10l'8 extensive than previous .... chanl.m.. There Ia al.o a 
fair amount of coatPUt.tion devoted to the .alectlon proce •• , but note t.h.t the .electlon Ie 
not local, .ince there Ia a single, global .trategy ... ad for evary •• Iection. 

There are several things to note about the ay.t ... reviewed thus far. first, we .ee 
an Increa.e In the aMOUnt and variety of iflforlMltlon that Is tranaf.",.d (betore InvocetkHt) 
from caNer to , •• poncIent (e.g •• fl'Olll explicit nHIIng In .ubroutlnea to pattern. In PLANIIeR) 
and from respondent to caller (e.g., 'l'0III no'NP0ne8 In subroutine. to the re.pon.e .r ... . 
of HEAR8AY-H). Note, however, thet In no c ... do we have available a general Inf ...... tIon 
tra".IPI •• 1on (lIechanialll. In 011 c.... the .. chaniau have been designed to carry one 
particular sort of Inforaatlon and are not uaIy .adlfled. Second •• e .... progre""'" troll 
the retrieval of ....... KS at a til-. to explicit coAectlon of the entire set of potentially 
u •• 'uI KS'., proyLdIng , ... appomnty for.are COMPlex vartetia of .-ctIon. finely, not. 
that a. the .... ction flO 'ar II ,... one ,.......otlVe; the Hlectlan of 'eepGlMIente by u.. 
caller. In none or ...... , eyet_ ..... ' .... OIMienta IMive any Cbo6ce In the "Her. 

To lluetrate tIIIe ... t point. COftItder • (1Iypotheuc.J) talle aQMda .yat_ In whIoh 
there Ia a central -tuk blackboard- ....... conteIna an unordered let of ta. that ..... to 
be perfanted. Aa a KS ~. on Ita current task, It _1 dIecover new (lUb)tuke that 
requk'e execution. and add theIt to ... ........,.. WMn e ItS ftnIIhea ita r..., .. teell. It 
Iooka at the IIIaokIIoard, evaluate ......... 01 t..u ........ decldee ~ one It wanta 
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to execute. Note that In tnls system the respondents would have all the selection 
capability; thdt la, rather than have a caller anlOUnce a task and evaluate the set of 1<.5's 
that respond, we have the KS's examining the list of tasks and selecting the one they wis" 
to wor~ on. 

PUPS was the first syst.m to view trans".r of control aa 81 "diacusslon" between the 
callar fI"d pot.ntial respondenta. If, In re .. pnnae to • task broadcast, a KS receives more 
than one reply offering to do the task, It may "ask" questions of the rer-pondents to 
detc·mlne which of them ought to be used. While this interchange la highly stylized and not 
v.ry flexible, it does represent an attempt to build in explicit two-way communication. 

The contract net differs from all these In several ways. first, from ,he point of view of 
the caller, we have Improved the standard task broadcast and response interchange by 
making possible a more informative response. That Is, Instead of the traditional tool:'l which 
allow the call.r to r.celve simply a list of potential r.spond.nts. we have available a 
mechanism which makes It possible for the call.r to receive extenslv. Information from each 
respondent describing patentlal utility. 

Second. tho coatract roet .mph~siles the utility of local sel.ct:on. That Is. an .xpliclt 
place In the framework ~as b •• n provld.d for .. echanlsms \,:11th which both the call.r (In the 
bid eVflluatlon function) and the respondents (In the task evaluation function) can Inv.st 
computatic.nal effort Ii' ,.,Iactlng KS'. for invocation or •• '.ctlng tasks to work on. 
respectively. '(heae selection functions ar. also "locAl" In the sens. thAt they are 
IIssocleted with and wrltt.n from the perspectlv. of the Individual KS (as oppoatld to. say. 
HEARSAY-U's glob. I focus of attention function). Whil. we have lab.lI.d thie proc.ss 
"ael.ctkln", It mignt more appropriately b. labellad "dellb.ratlon", to .mphasize that Its 
purpose Is. for the caller, for exa",p". to decld. In Sleneral what to do with tha bids 
received, and not ",er.1y whk:h of ttNtm to acc.pt. Note thet one POSsibl. d.clslon Is that 
?lDn, of the bids Is edequat., and thus none of the potential respond.nts will be Invoiced. 
(In.te.d, the ta.k .... y ~. r.announced lat.r.) This cholc. Is not typically available In oth.r 
problpm solving ayst ... and hence ...... lIz •• the wld.r perspectlv. tak.n by the contract 
n.t on the transf.r of control "'ue. 

flnaly, end p.rhap • ..,.t lIIIpOrtant,ls What appeer. to be a nov.1 sy .... etry In trans'er 
of control process. Reea" thet PlANNER. CONNIVER. and HEARSAY·/I all affer.d the call.r 
some ability ta .... ct from aRlOf1tl the respondents, while our hypothetical task' au.nda 
syste. alloW.d the r •• pondents to .etect fro. ellOnQ the taK8. The contract net, how.v.r. 
r .... s on the notion of contrect negotiation as a Metaphor, alld a.phasiz •• an Interactlv., 
IfNIftlel _ectlon proc... In wt1ich task distribution Is the lesutt of a dlecueeion between 
procea.or.. A8. re.uIt of the Infor .. tion .xchan~~ In ttM8 discUHion, the caller can .... ct 
from a.ano POt.ntlal r.spondenta (with Its INd ev ..... tion func:iian), ..... the KS'. can .... ct 
frOft! ellMlng pot.n .... tuIl. (with their te. ev ..... tion funotione). 
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8 Limitatton" And Cav.ah. 

There are of course a nllmber of limitatio;ls and CClveats to consider. First, much (If 
what we have propose'; is a framework for problem solving that provides some ideas about 
what kinds of information are lAseful and how that Information might be organized. There is 
still a cor,siderable problem invo!ved In instantiating that framework in the context of a 
specific task domain. Beyond the general guidelines offered earlier, it is not obvious, for 
Instance, exactly what information should be I., a task abstraction, bid, or task evaluation 
function. Yet the successful application of the machinery described ahove depends strongly 
on the choic'!s made. In this sense. several of the mechanisms we have proposed are similar 
in spirit to tile concept of the recommend.tion list in PLANNEn: The mechanism provides fl 

site for embeddin{f a certain kind of information, but does not specify for a particular problem 
what goes in there. nor how to instantiate It in a particular domoin. The utility' of such 
mechanisms lies in their ability to help a user structure and understand a problem: We tread 
the traditional thin line between too much generality that provides too little guidancp., and too 
much structure that overly constrains the user's options. More work on this is lO~ thcoming, 
as we attempt to specify more detailed guidelines on appropriate use of the framework. 

An important caveat in considering use of ttle contract net framework has been 
touched on earlier, In the issue of loose-coupling and the grain size of the problems attacked. 
It Is apPllr'Jnt. for i'lstance, that the communication Involved In task announcements, bids, 
awards • .,te., and the computation Involved in the deliberation phase (the task and bid 
evaluations) may add up to a non-trivial amount of overhead. The size of the tasks being 
distributed must be !touch that It Is worth this uffort. It would make little serose, of course, to 
go through an extended mutual selection process to get som" simple arithmetic done or to do 
a simple database access. While we discussed earlier how the full protocol can be 
abbreViated to an appropriately terse degr •• of Interchange (e.g., directed contacts and the 
request/respana. Mechanism), many other .yateM are capable of supporting thit> variety of 
behavior. Th. interesting contribution of our framework lies In applications to problems where 
the more compler. IntercM"". ptOYlde. an .fficlent and effective framework for problem 
solvlny. 

7 Conclu .... 

We have described the operation of a probIe. lOIver that Is ba.ed on _ collection of 
a.ynchronoue processor nod.. that WOI*'ate .ccording to • contract .etaphOr to soIv. 
probIe .... an this IIMIt_«, ta.k dlattlbution Ie viewed a. an Int.actlve proc ... of contract 
negotiatton. 

w. have noted the ways In wt.1ch the contract nat ptOtocoi help. to reduce ..... 0. 
traffic: and ..... 08 procauing overhead - through the UN of task _batractiona, eligibility 
.peclflcaHoM. and btd apedficatioM In task .............. ta. through the ame of focua.d 
addreaalng, and through the UN of apeciaIzed Int .... ctloM like directed contracta and 
requeata. 

W. hew conaIderecI the Indexlfto and dletributJon of IcnowIedge in auch a probMa 
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solver. In this context. we have sugge.ted two forms of knowledge Indexing - task-centered 
and knowledge-saurce-centered - and demonstra'ed their utility in the context of • 
distributed sensing ex.mple. 

We have noted that a ComlllOn Internode language I. required to enable effective us. 
of the knowledge In a distributed problem aoIver, and h.ve .ketched. rudiment.ry d.slgn for 
such • language. 

While the Ide .. which form the ba.i. 0: this paper have been derived from the point of 
view of designing a problem solver that can effectively .xplolt the multiple processor 
computer architectures that h.ve been ",.de ~alble by lSI teChnology, they .ppear to ba 
more gener.1 Ir. .cope. Knowledge indexing and distribution, for ex.mple, are of Int.re.t In 
the d.slgn of future unlproce •• or a. well a. MUltipl. proc •• sor prObI •• solve,.. 
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App.ndix A 

CSS S.mpl ...... g •• 

This appelldix includes abbreviated sample messages for the &ignal t.sk in the DSS 
example. for brevity. the messages shown contain only the information mentioned In Sectlao 
2.2. 1 erms written In upper case ore Included in the core internode language, while term. 
writlen in lower CGse lire specific til the CSS application. 

For purposes of expienatlon, pseudo-Engll.h .qulvalent. to the me .. ag.. are alao 
shoWn. The DSS of cOIIr •• ha. no human-Ilk. langueg. proc ... lng capablllti ••• 

81gnal T.ak 

Announc.",."t: Needed - signal data for traffic In ar.a A. My ~Itlon Is p. If In po ••••• 1on of 
sensora and located In erea A, respond with position, end type end numb.r of •• naora. 

T"k Ab.trtctionj TASK NAME signal 
aree na.e A 
NOOE POSITION p 

EHq.bllity Specification: MUST HAVE DEVICE TYPE •• MOI 

MUST HAVE OWN NODE POSITION 
area na •• A 

Bid SOpclfl1;a'lon: atO OWN NODE POSITION 
atD EVERY DEVICE TYPE 

.ensor typ ...... , 

Mode Ma"lCticr:i NODE POSITIC* q 
MMOf type S IIUI:lber a 
a .... type T nUlibar 1 

TN D1IIC!IPtipn: ........... 51 
.............. 52 

,..,.,.,: OetectM ..... : fraquonay 10, .... _ ~ IO • .., ...... eO, .., ........ ., 
( ... ), ........ node a1, ........ ,2,""" ", ... rt.MI .. 
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Result Description: aigna' name S 1 
frequency fO 
tlme-of-detection to 
str.ngth .0 
characteristics ( ... ) 
detecting-node name .1 

~$ition p2 
..... Of' name A1 

type A 
orientation a 

2& 
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