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connected speech uttera~ces, any speech recognition 
system must perform the following processes: 
preprocessing, segmentation, segment classification, 
recognition of words, recognition of sentences. 

· ~presenc· implemented solutions to each of these 
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' ~ A problems which achieved accurate recognition in all 
the trial cases.( ' 
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ASPECTS OF SPEECH RECOGNITION BY COMPUTER 

ABSTRACT 

This thesis describes techniques and methodology which are useful 

in achieving c.lose to real-time recognition of speech by a computer. 

To analyze connected speech utterances, any speech recognition system 

must ~erform the following processes: preprocessing, segmentation, 

segment classification, recognition of words, recognition of sentences. 

We present implemented solutions to each of ~hese problems which achieved 

accurate recognition in all the trial cases. 

The preprocessing process involves the division of the speech 

spectrum into convenient frequency bands, and calculation of amplitud~ 

and zero-crodsing parameters in each of these bands every 10 milliseconds. 

In the software simulation, two smoothing functions divide the speech 

spec:: rum into two frequency bands (above and be law 1000 Hz) . In the 

hardware implementation, the spectr\DD is divided into three bands using 

bandpass filters (i.e. 150-900 Hz, 900-2200 Hz, 2200-5000 Hz). 

Utilizing the parameters generated by the preprocessing procedure, 

the segmentation process determines whether the characteristics of the 

sound are changing in time or are similar. Portions that possess similar 

~rameters are grouped together to form sustained segments and portions 

that possess changing parameters form transitional segments, resulting 

in the segmentation of connected speech into parts approximately 

corresponding to phonemes. 

The classification process assigns a phoneme-group label to each 
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segment by looking at segment characteristics which are obtained by 

averaging the preprocessing parameters over the entire segtr.ent. 

In learning mode, the sound description so generated is stored in 

a lexicon in a form suitable for fast retrieval. In recognition mode, 

heuristic procedures search the lexicon and build a list of probable 

candidates by conqidering rough features of the utterances. ~hen each 

candidate description is compared with the incoming message description 

and the candidate of best-match is selected. The comparisons are performed 

first by determining correspondence!. between segmental descriptions and 

then by evaluating similarity scores on the basis of the closeness of 

parameters for the corresponding segments. 

The sentences of limited languages whict· are defined by a grammar 

are decoded first by obtaining a segmental Ge~~ription of the s~~tenre 

and then by scanning the sentence desc:iption forward or backward looking 

fot: ''known" (previously learned) words. At any step feedback from the 

gr·a11111ar is used to eliminAce from the matching process the syntactically 

i1correct word representations. 

Some significant results pr~sented in this disertation are: 

4t 9~ correct recognition for a single-speaker llst of 54 words 

in 2-5 seconds per word, after 4 training-rounds, above 92~ 

correct recognition being already achieved after 1 training­

round (tested for? speakers) . 

.. 85~ - 9~ correct recognition for a ilst ~f 54 words recotded 

by 10 spea.kers in 9-12 seconds per word, a.fteo:- 'l tr<lining-rounds. 

4t 97~ correct recognition for a single-speak•' ii _of 70 French 

words in 2-3 seconds per word. 
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4t 92~ correct recognition for a single-speaker list of 561 words 

and short sentences in 16-17 seconds after 3 training-rounds. 

Decoding of 3-4 seconds l~ng, syntactically structured sentences 

in 10-15 seconds. 

The research described above leads us to the following conclusions: 

4t The fact tha~, using crude parameters, we were able to obtain 

satisfac~ory results indicates that it is not the type of 

pr~proc~~sing which matters, but rather the power of the subsequent 

algorithms. 

4t The present controversy about the best elementary unit to be used 

in the analysis of speech (phon~e, byllable, word, etc ... ) seems 

unwarranted. In this investigation we used all of them at various 

stages of the analysis. 

4t Accurate recognition of limited la~guages ran be achieved evP.n 

~hough an accurate phoneme-like classification is net. available. 

4t Techniques of Artificial Intelligence, such as the rLduction of 

search space by means of heuristics, appear to hold gr~at promise 

for speech recognition. 

4t Attempts at building more powerful syntax-direc~ed sentence 

analyzers are likely to be more fruitful than a great amount of 

effort spent in devising preprocessing techniques. 
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Chapter I 

INTRODUCTION 

Speech is, perhaps, the most extensively investigated of all the 

human perceptual and motor processes. For a long period of time, research 

in this area was aimed at speech synthesis and speech transmission. 

Recently, advances in technology and the availability of new machines 

able to deal with large amounts of data have made attempts at effictent 

speech analysis possible, and, as an extension, automatic speech recognition. 

First attempts at speech recognition by computer were restricted to the 

recognition of simple sounds, like vowels and digits, just as prelUDinary 

atte~pt~ at picture processing were restricted to the recognition of 

char&cters. However, approaches developed for the recognition of 

characters, such as the use of a metric in a multidimensional space 

partitioned by hyperplanes. could not be easily extended to the analysis 

of the complex sequence of sounds which are part of a spoken message. 

Her.e, the structure of the message and the interrelationships among the 

sou,:lds or: the message are the important factors. 

Our approach to the speech recognition problem can be summarized 

as follows: 

l. Development of procedures for the extraction of relevant 

parameters from the speech wave (preprocessing procedures). 

2. Formulation of heuristic procedures to segment spoken messages, 

represented by the speech parameters previously extracted,into discrete 

parts.to classify those parts, and thereby create a description of the 

messages. 
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~. Formulation of heuristic procedures to match the message 

descriptions generated by the segmentation process with prestored 

(or "learned '~representations. 

4. Development of artificial languages specifically designed to 

simplify the problem of determining word boundaries and to resolve 

phonetic ambiguities in the analysis of long connected-speech utterances. 

In this chapter same of the main problems associated with computer 

speech recognition are discussed and a model of a general purpose speech 

recognizer is presented. Then, the efforts of other researchers in this 

area of Artificial Intelligence are reviewed. Finally, the last section 

outlines the aim and scope of the present work and the methods and material 

used. 
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1-l. WHAT IS SOUND? HOW CAN ONE SOUND BE DISTINGUISHED FROM ANOTHER? 

These questions must be answered before we can effectively recognize 

speech. Phoneticians have provi.ded us with several terms for describing 

speech sounds: morphemes, syJlable~, and phonemes. Unfortunately their 

idealized classific~tions, based on articulatory, acoustical or perceptual 

properties of sounds are mor·e qualitative than quantitative and are meant 

for use by humans rather than by machines. To furth~r complicate the 

problem, a phoneme, considered to be the smallest perceptual unit of a 

language, may have different allophones which do not necess~rily present 

similar acoustic properties, nor are the acoustic characteristics always 

invariant within a given phoneme. Connected speech is created by a contin­

uous motion of the vocal apparatus from sound to sound, so that the vocal 

tract dwells only momentarily in a state appropriate to a given phoneme. 

Furthermore, a phoneme is a relative concept d~pendent on the language 

(e.g., in Japanese, the words~ and law would be treated as the same 

word because j r/ and /1/ are different allophones of the same phoneme. 

In Hawaiian, pack and ~would be considered the same word because 

/ pf and /b/ are different allophnnes of the same phoneme). These 

difficulties with the definition of a phoneme suggest that it might be 

desirable to consider a different unit of sound more amenable for machine 

recognition than the phoneme. 

One can define a~ on a purely acoustic basis: 

•. As a sustained segment in which the acoustic characteristics of 

the sound remain relatively constant (i.e., vowels, nasals, fricatives, 

silences, etc . ) • 
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.. As a transitional s~~ment in which the acoustic characteristics 

vary with time (any segment which is not a sustained segment). 

Note that, in such a scheme, an ideal phoneme may be spread over 

several segm£nts, or two phonemes may be grouped into one segment. 

Lik~wise, the conventional definition of a 'word" is not appropriate 

to computer recognition of speech. In all the languages of some interest 

words ar€ determined by the written form of the language and not by the 

acoustical properties cf the spoken form, In order to break up an 

utterance into independently recognized words, we must provide a means 

of defining acoustical boundaries between them. For example, on a purely 

acoustic basis we can define a syllable to be that part of the speech 

signal which lies between two silences or between a fricative and a 

silence. A word then is formed by concatenating one or several syllables 

Under this hypothe~is, /HOW ARE YOU/ is considered a word of one syllabi~ 

and /RESCAN/ a worci of two syllables. 

Based on these definitions an efficient speech recognizer should 

have the following characteristics: 

•• It must be able to determine the boundaries of sounds and to 

classify those sounds as belonging to some categories . 

.• It must be able to determine the boundaries of words composed of 

several sounds ~nd to recognize those ~· 

In this moeel, we are not limited to specific sounds or words. 

A ~may correspond to a phoneme or several phonemes, and a word may 

correspond to several conventional words or only to a syllable. 
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I-2. WHY ARE SPEECH RECOGNITION SYSTEMS INTERESTING? 

There are several motivating factors for attempting to provide 

speech input to computers. Although many people are intuitively aware of 

the advantages of such facility, they deserve to be explicitly stated: 

1. Universality: speech is the most universal and natural mode 

of comrnunicatinn among men. 

2. Fast Data Transfer Rate: Statistics have shown that in 

normal speech an aver~ge of 4 to 6 words (12.5 phonemes) are uttered each 

second. Therefore, if man-machine communication is our mair. concern, this 

medium is faster and better than a teletype. 

3. No need to be close to the Computer: The fact that one does 

not need to be close to the computer to operate it, and the simplicity 

of the required remote station (e.g., a telephone handset) give more 

convenience to such a system. 

4. Versatile Motor Process: Adequately programmed, it may provide 

its user with additional motor processes and additional effector£ b~sides 

the usual hands and feet. For example, in space exploration, a voice­

controlled guidance system could help the pilot in the execution of all 

the simultaneous tal>ks he must perform. 

Unfortunately, at preGent some disadvantages tend to inhibit the 

development of practical speech recognition systems: 

1. Prohibitive Cost: It is the main disadvantage of such a system. 

For example, to recognize the users' commands in a time-sharing environment, 

a large scale computer would have to be used to perform the necessary 

analysis. However, as research continues, more problems are being so l··ed, 

and the price of hardware is consta~tly decreasing, so that a $50,000 

5 



"Speech Reader" station is conceivable in the future. For many situations, 

such a station would be more conven·.elt than a card-reader, and faster 

than a teletype. 

2. Handling of Different Vr>i.:es: To be usable, a "Speech Reader" 

should be able to deal with differ•·nt accents and different voices. An 

obvious solution to this problem i~ to train the machine with several 

speakers. However, the limited t1emory available preven::s from using 

a large number of different voice:s. A better approach seems to be the 

use of transfon•ations on the speech input which no,-,,alize it with regard 

to the speaker characteristics before the recognition process. Sam~ 

of these tranaformati.ons are being studied, and hopefully, solutions will 

be found in the next few years. 

3· Handling of Natural Spoken Languages: The well known 

difficulties encountered are those which prevent the use of natural 

languages when dealing with computers. The problem is even more severe 

for speech recognition, since the spoken form of a language is, in 

general, less structured grammatically than its •.nitten form. This 

area represents an active field of re~earch in the theory of grammar 

and semantics. Although researchers usually deal with the written form 

of natural languages, many of the results obtained •,.~i ll be directly 

u~able by speech recognizers. Today, in the absence ,f good solutions 

this problem can be circumvented br the use of rigorous syntaxes, in 

the same manner chat highly-structured prograiiiDing lang11ages were adopted 

to conveniently program computers. 

This thesis describes working systems covering various aspects of 

b~eeeh recognition. We do not pretend to have solved all the problems 
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involved in the recognition of connected speech. We have solved some 

of them in restricted environments. Hopefully, in the near future, our 

solutions will be 'improved and more problems will be solved, thus 

increasing the field of application of speech rec•">gnition syste11s. 
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1-3. PREVIOUS ATTEMPTS AT SPEECH RECOGNITION BY MACHINES. 

Many attempts have been made to recognize speech. In this 

investigation, we shall confine ourselves to the recent research in the 

areas which are directly relev~nt to our work; namely the are$of recognition 

of isolated words (or messages), and utilization of linguistic constraints 

to decode connected speech utterances defined as a sequence of segn:ents 

We shall review the attempts made by Davis, Biddulph and Balashek 

(1952); Reddy (1967); Gold (1966): :.nd more recently Bobrow and Klatt (l'J6fl); ,. 
who attacked the problem of recognizing speech by the analysis of real data 

as recorded by a mi.crophone (or a tape recorder). We shall also dtscuss 

the rf"search perfor.:1ed by Reddy and Robit1son ( L968) and Alter ( l<JfiR,) who 

attempted to recognize connected speech by applying lingutsttc constraints 

to the analysis of hypothetic string of phonemes which might be produced by 

an a~oustic recognizer. 

David, Biddulph and Balashek (1952) attempted to recogn~ze telephone 

quali.ty digits spoken at normal spt-ech ratl~!: The speech spectrum was 

divided into two frequency bands, one bel('IW and one above 900Hz. Axis· 

crossing (zero-crossings) counts were then made on each band er.ergy to 

determine tl.e frequency of the maximum syllabic rate energy within each 

band. A two dimensional frequency protraya1 was built from the preced1ng 

.11nalysis; following this, a comparison was performed with each of ten 

standard dig1t patterns and the digit of best match selected Sut:.h a 

procedure cannot be extended to the recognition of large vocabularies or to 

the analysis of long utterances. Nevertheless, the technique of separating 

the speech spectrum into frequency bands and counting the zero-crossings 1n 

e~t<'h band can be extended for use as a parameter extraction method ih a 
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more sophisticated system. 

The specific atm of Reddy (1967) was to produce a phonemic 

transcription of a connected speech utterance which was readable and bore a 

satisfactory resemblance to what was said. The original data to his phonemP. 

recognition system was the waveform digitized by an analog-to-digital 

c~nverter sampled every 50 us (20,000 Hz). This speech wave was divided 

into a succession of 10 millisecond segments. These minimal segments were 

then grouped together to form larger segments approximately corresponding 

to phonemes. Once the segmentation and classification into phoneme groups 

were performed, Fourier spectrum analysis was utilized to further classify 

the segments. The Uumediate goal of this work was to obtain a phoneme 

string from a connected speech utterance and was based on single speaker 

data. The present work extends the heuristics utilized so that they become 

usable in a multispeakcr environment and asdociates the segment Jtring 

classified into phoneme groups with words and sentences of ltmited la~uages. 

Gold (1966) investigated the problem of recognizing words spoken by 

different speake~s. Each word was analyzed by a spectrum analyzer, a pitch 

detector and a voicing detector. Fifteen features were extracted by 

segmenting the sound, detecting the stressed vowel, and making measurements 

on the stressed vowel and its neighboring segments. These measurements 

were filed for 540 words uttered by ten speakers. A decision algorithm 

was devised while analysing and storing these data. Then, during a second 

pass, all of the 51~0 words were passed through this algorithm and the 

results tabulated, each ~·sword being compared to the ~ords said by 

all of the other speakers. The results obtained were about the same level 

of accuracy as our results are, however, since he used all of the other 

speaker data for the recognition of one, we are not able to effectively 
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compare the two systems. We suspect that because he used only a part of 

the utterances (stressed vowels and neighboring segments) to determine the 

similarity between words, his system is less effective for vocabularies which 

are not well-balanced (i.e., when they contain w0rds with the same stressed 

vowel). 

Bobrow and Klatt (1968) have based their limited speech recognition 

system (LISPER) on the comparisons of distinctive features extracted 

directly from the outputs of 19 bandpass filters, Their original data was 

composed of several word tists recorded by two speakers in a very quiet 

room (S/N ratio >55 db). Although LISPER uses a diff~rent approach than 

ours, it is of interest because it permits us to directly compare the 

performances of the two systems. We could run under our systerr. the two 

word lists (recorded by K~n Stevens and Carl Williams, which Dr. Bobrow 

graciously provided us with), which Bobrow and Klatt used to obtain thetr 

statistical results. Comparison of the results i~dicates that our approach 

is slightly better for single speaker lists when the vocabulary is phonetically 

well-balanced, and much better when the number of possible confustons is 

increased, this being true even in a noisy enviro1went (S/N ~atio ~ 15 db). 

The main shortcoming of their model appears to be that sirce the utterances 

are not segmented, their work cannot easily be extended t•J the analysis of 

long sentences in which a division into small components (phonemes or words) 

is necessary. Lacking timing information, we are unable to say how effective 

their search and classification strategy was and whether or not the recogni· 

tion was done in close-to-real time. 

As far as we can determine, both Gold and Bobrow .Jnd Klatt use a 

maxbnum-likelihood type of classification system which calculates simila~ity 
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measures for all the candidates in th~ ~exicon. Any algorithm which does 

not effectively eliminate most of the. candidates before computing 

similarity measures cannot be used in dealing with large vocabularies. 

By contrast most of ou~ time and effort has been spent in devising efficient 

heuristics for the reduction of the candidate space. 

Reddy and P,obinson (196£3) and Alter (1:;68) have investigated the 

problem of recognition of long sentences represented by sequences of phoneme­

like segments. In both cases, the input to the programs was a sequence of 

typed phonemes. To solve ambiguities arising from similar words or from 

errors in the input string, both used a dictionary of allowed symools and 

linguistic infotroation 'Fortran grammar in Backus-Naur form for Alter, a 

simplified English grammar for Reddy and Robinson). While they were useful 

ideas, they were not tested with actual speech input. Our experience suggests 

that these rese<t<Cl-u:rs may have had t >modify their model substantially 

be,•Jre they will be able to handle word boundary problems. If they had, we 

be~ieve that they would have discovered that neither English nor Fortran are 

~ell suited for man-machine voice communication. 
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I -4 . AIM AND SCOPF. OF THE INVESTIGATION: 

The specific goal of this research was to build a high accuracy, 

limited vocabulary, recognition system working in n:al-tiiTJe, or close to 

real-time, and to use it in the analysis of connected speech utterances 

of highly- rest ric ted languages. The vocabulary of the recognizer, limited 

only by the memory size of the computer, can be as large as 1000 messages 

of up to 1.5 seconds duration on our machine. 

This dissertation, describes a message recognizer and its use in a 

voice-controlled visual feedback man~pulator and a voice-controlled desk 

calculator. For each of the two examples a finite-stage grammar (manipulator) 

or a linear grammar (desk calculator)is used to assist in the recognition of 

connected speech utterances and to resolve phonetic ambiguities. Although 

the system is not restricted to any particular speaker, it gives better 

results for the speakers with whose voices it is trained. The statistical 

results given in the last chapters are based on data obtained using 

several different speakers. In all the phases of the research, no attempt 

was made to artificially reduce the noise level of the room since that 

would not be the normal mode of man-machine communication. 

Methods v.nd Material 

Most of the research has been done on the PDP-6 computer available 

at the Stanford Artificial Intelligence Project. A general diagram of the 

machine can be seen in Figure I-1. Recently, a PDP-10 processor was added 

to the existing system and both machines were used to implement the desk 

calculator. Since real-time operation was the main goal of this last 

application, a large amount of computation power was required. As Fortran IV 
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was the only algebraic language originally available on the PDP-6 

computer, this language was chosen to program the large amounts of 

arithmetic computation involved in all the procedures. The stored word 

lexicon, requiring a complicated list structure with two independent 

sets of point~rs for each stored message representation, is manipulated 

by means of Fortran compatible machine language subroutines. Likewise, 

the necessary Input/Output operations and the display package wexc 

implemented in the more flexible machine language. Later, the often utilized 

parts of the Fortran portion of the system were recoded in assembly language. 

Finally, for the desk calculator in which speed was one of the. main concerns, 

we stmplified some of the algorithms and coded then entirely in machine 

language. Nevertheless, in the present dissertation, all of the described 

algorithms are presented in ALGOL notation. 

Organization 

This dissertation is organized in the order a speech recognition system 

tmplementation should follow. Except for the Desk-Calculator (Chapter VI), 

which exhibits a re~l-time application similar to the Hand-Eye-Ear program 

(Chapter V), each chapter is the logical continuation of the previous ones. 

In Chapter II we describe a procedure and its hardware implementation 

for the extraction of significant pa~amete~s from speech. Such a preprocess­

ing procedure is necessary to reduce the large amount of data contained in 

a speech utterance. 

In Chapter III we present a segmentation procedure of the speech 

waveform using the parameters obtained through the preprocessing procedure. 

Each created se~ent is then classified as belonging to one of the broad 
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categories VOWEL, FRICS, BURST, STOP, NASAL and CONST. The segmentation 

procedure is general and can be used to recognize acousti: sound boundaries 

with good accuracy. The sUnple classification algorithm presented was 

found to be sufficient for our purpose, since average parameters are kept 

along with the label in order to characterize a sPgment. 

In Chapter IV, we describe the system EARS (Effective Analyzer and 

Recognizer of Speech) whiclt is able to learn and recognize as many as 1000 

words and messages. Several heuristics to reduce the ca~didate space and 

a solution to the segment synchronization problem are given. To match 

the segmental parameters of an input utterance against known parameters 

of the same phrase, one must determine correspondence between the segments 

of the two utterances. The synchronization procedure first maps vowel to 

vowel and f1·icative to fricative. The few unmapped segments between any 

two pairs are then mapped on the basis of similarity of segmental parameters. 

A global similarity evaluation is performed utilizing the mapped segments 

and~best-match type comparison chooses the response. Statistical results 

are given along with some evaluation of the principal heuristics used. 

In Chapter V, we describe the utilization of the word recognizer 

in the analysis of connected speech utterances: the HAND-EYE-EAR program, 

Unlike the previous example, in which the utterances were recognized as 

a single unit, here the commands are analyzed by recognizing individual 

words wU±dn the senta£e~ At any step, feedback from a finite state grammar 

is utilized to eliminate syntactically incorrect word representations from 

the search process. Statistical results for~eral sentences uttered by 

different speakers are given. 

In Chapter VI we describe a real-ttme sentence analyzer. The sentences 
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are desk-calculator statements, the vocabulary consisting of some 35 

words. The se;mentation of the uttered commands is executed by the PDP-6 

computer while the experimenter is talking. The decoding of the command 

and its execution is done in the PDP-10 processor using a left-to-right 

parsing of the statement. The grammar used is a simple linear grammar 

which, by look-ahead, reduces the search while recognizing the words and 

interprets the statements while executing the commands. 
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Il-l, INTRODUCTION 

Chapter II 

PREPROCESSING FOR SPEECH ANALYSIS 

The average information rate of the human voice signal has 

been estimated to be as high as 300,000 bits per second. Various 

preprocessing techniques have been proposed to reduce this huge mass 

of information to a more manageable level, e.g., spectrum analysis, 

approxjmation by orthogonal functions, zero-crossing analysis, etc ••• 

This chapter describes two procedures for preprocessing speech 

which are extensio~s of the zero-crossing analysis technique. 

One of the earliest attempts at speech analysis using the 

frequency spectrum of the voice was made by Dudley (1939) with his 

invention of the vocoder. The fundamental frequency amplitude and 

the short time amp~itude spectrum for ten discrete frequency bands 

were extracted from the speech signal. The circuit consisted of a 

frequency discriminator to obtain the fundamental frequency, bandpass 

filters, rectifiers and low pass filters for the other frequencies. 

Since the original development of the vocoder, many different versions 

and variations vf this sc.heme have been constructed. Flanagan (1965) 

has thoroughly reviewed m~st of the techniques which have stemmed 

from tne Qriginal vocoder. 

Two general methods for representing ~ignal waveforms by 

orthog~nal functions have heen described in the literature. Mathews, 

Miller and David (1961) used Fourier series expansion in a "pitch­

synchronous analysis of voiced sounds". Dolansky (196u) performed a 
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similar analysis, but instead used orthogonalized, exponential functions. 

These methods are useful for digital processing of the signals, but 

they can be time-consuming. 

Peterson (1951) was one of the first investigators to use zero­

crossing information to analyze speech. His idea was to take the 

average density of zero-crossings of the speech wave and of its time 

derivative as approximations to t,H: first and second formants, 

respectively. A number of refinements of th1s zero-crossing technique 

have been made. Munson and Montgomery (1950), David, Biddulph and 

Balashek (1952) pre-filtered the speech signal into frequency ranges 

appropriate to individual form~nts. The zero-crossing rate ~nd the 

amplitude were then measured in each of the bands. At Stanfo~d 

University, Reddy (1966), in an attempt to recognize speech by 

computer, used the amplitudes and zero-~•ossings of digitized speech 

waves to segment spc!ch utterances and to classify segments into phoneme 

groups. He primarily used the amplitude information to group acousti­

cally Ailllilar 10 ms segments. Because of their high variability, zero­

crossings were used only as a secondary parameter. 

In the first parameter extraction procedure presented, the 

variability of the parameters is reduced by two computer-coded smoothing 

functions. These functions are equivalent to low pass ~nd high pass 

filters with approximately 1000Hz cut-off frequencies. Amplitude and 

zero-crossing parameters are then based on the output of each of these 

equivalent filters. The parameters extracted were not completely 

-ltisfa~tory, due to the low reliability of correlating high frequency 

components obtained by differencing techniques with the appropriate 
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speech sounds. Howeve.i, the results obtained from the subsequent 

processes were acceptable, e.g., 9) percent correct for the segmentation 

procedure (Reddy and Vicens, 1968). 

In order to obtain a more accurate representation of the speech 

signal, it was decided to divide the speech spectrum into three frequency 

bands (150Hz-900Hz, 900Hz-2200Hz, 2200Hz-5000Hz) and to determine 

amplitude and zero crossing parameters in these bands. 

Since close to real-time recognition was desired, it was also 

decided to realize this new preprocessor in ha~dware form. This resulted 

in a low data rate device (3600 bits/ sec) using bandpass filters and 

analog circuitry which provides the input for an analog to digital 

converter. 

These two preprocessing procedures were developed on our time­

shared PDP-6 Computer. Audi6 input for the first procedure consists of 

a microphone connected to an A-D converter via an amplifier. The speech 

signal is sampled at;· _.:oo samples per second and digitized to 9 bits 

'!.!) d. dvnamic rang(!). With the second method, six parameters, which 

are accumulated by the analog speech preprocessor, are digitized to 6 

bits accuracy every 10 ms. (600 samples per second). 
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11·2. THE SOFTWARE SPEECH PREPROCESSOR 

Since significant changes do not usually occur within any 10 ms 

of speech, we use a 10 ms interval as our basic unit, and call it a 

minimal segment. Let an arbitrary wave within a minimal segment be 

represented by a discrete function fi, whose~ues are the ordinates of 

this wave at n equidistant points. The amplitude of the wave on the 

minimal segment is then defined to be Max fi- Min q . The ~-crossing~ 
i=l,n i=l,n 

of the wave on the minimal segment is the number of sign changes of fi. 

After investigating several possible parameters, we found the 

zero-crossing and amplitude parameters of a smoothed speech wave to be 

less variable than the orig1nal wave. In addition, we found it desirable 

to have a measure of the high frequency components present in the 

speech wave. Therefore, two other parameters were obtained by sub-

tracting the smooth ~ from the original and measuring the amplitude 

and zero-crossings of the residual ~· 

11-2-1. The Smoothing Function 

The amplitude and zero-crossing parameters just defined for the 

smooth and residual waves are very sensitive to the choice of the smoothing 

function. 

The simplest function one can use is the regular averaging 

function defined by yp = ~ ~ xj. 

j=O+l 

This function was tried and was 

found not to be sufficiently accurate with respect to the residual wave 

computation. After a mathematical study of the problem and a new try, 

the function y z (l+E) 
p 2q+l 

xj was finally chosen. It will be 

shown that € depends only on q and on the frequency of the wave, 
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but not on p . The following paragraph describes the mathema·cical 

approach taken to ~~1ve this problem and evaluates the value of (. 

Let us now suppose that the original wave is a sine wave. Then 

the wave obtained from the regular averaging process,(~ ~~+n ~ xj), 

~ 
is always smaller in amplitude than the original wave, and the higher 

the rrequency of the original wave is, the smaller the resultant output 

•o~ave becomes. We shall show that for a sine wave, the original wave: 

~ ~ xj, are related by x , and the .smoothed w.::v.e: y .. 1 
p p 2q+l 

jo:p-q 
yp=(l-E) xp where E )s independent of p and has a significant value. 

Let xn =A sin (wt
0

n) be our original wave. w represents the 

radian frequency of the sine wave, and t
0 

the sampling period of the 

analog-to-digital converter (t = 100 us). 
0 

Let the sequence y be defined by the 
p 

averaging process: 

i"'P-ki 
~ X 1 
) j :. -2-'q~+-::-1-

j=p-q 

E A sin (wt0 j). 
j:p-q 

In order to evaluate this term, let us introduce the sequence 

1 
2"q+1 ~ 

j=p-q 

z+iy =-A __ 

A cos (Mt j) and the complex sequence 
0 

. t . 
e~ oJ which is a geometric series. 

p p 2q+l 
j"'p-q 

eiwto (p-q) 
Then U A 

f.wt ( JH-q+l) 
- e u 

p = 2q+l 

and U -_A __ 
p - 2q+l 

1 - eiWto 

-iWt0 q iwt ( q+l) 
e - e o 

rationalizing U • -~-- ~iwtoP 
p 2q+l 

(.e-iwt 0 q _ e iwto(q+l)) (l _ e-iWt 0 ) 

(1-eiWto) (1 - e -i(J)to) 
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{ ~,. ~e--_iw_t~0"-q--.:.+_..::;e_iw_t...;0:;.q __ --=e'-iw----'t 0:::_..( q_+_l_)_-.....:::,e_i.w___:t 0 ( q + 1 )) 

-i.wt -e o 

Applying now the formulas' if3 -if3 if3 -if3 • e +e • 2 cosf3, e • e • 2:sinf3 

we obtain: 

. sin w t 0 :Og+l coswt q - coswt (q+l) twt p 
u = 

p 
o o A e o 2 ----'"-------"''----•--

2q+l sin ~ 
2 

In the preceding equation, the underlined quantity is real, 

therefore we can immediately deduce the value of y , the imaginary part 
p 

of the ~omplex sequence U : 
p 

Y.., 

sin wt
0 

2q+l 
_}_-- 2 
2q+l sin wt0 

2 

If the term wl~q is small, w~ can expand the sines in a taylor 

series: 

_A_ 
2q+l 

+ O(f35) 

(:::?q+l)~ 
2 

wt 
__£ 

2 

(2g+l)2 ( wt0 }2 
1 - j! 2 

'~r1)3 ( w~o) 3 + 0 ( (wt~q) 5) 
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q
2 -+q 2 2 

As noted previously, the term ~ • -;-- u t
0 

depends on the 

frequency of the wave (w) and on the A-D sa,;~pli ~.~ period t
0

, but not on 

p (i.e., not on the position of the points on the original wave). 

Let us now subst i tutc some numerica 1 values in the formula to 

obtain an approximation to E. A~suming that q ~ 2 (we average over 5 

points), t ~ 100 us (corresponding to 10,000 samples per second), w • 
0 

lOOOIT (the frequency of the sine wave is 500 Hz), we obtain: 

wt • lOOOIT x 10-4 
0 

• O.lrr , which is small enough to justify the 
truncated Taylor expansion of the 
sine function. 

Then ( (0 .ITT)~'.,. 0. l 

'lhe preceding remarks on the smoothing of a sine wave led us to 

use, on the speech wave, the modified averaging function 

y • 
p 

k 
5 

j•p+2 

c 
j .. p-2 

where k • _I_ l+E 
1-E ~~to ' 

E is computed for each minimal segment using the smoothed value ~f the 

zero-crossings of the preceding 10 ms mintmal segment: N The value of 

E with respect to N is given by 

From the engineering point of view, this corrective factor shifts the 0 

db level of the filter as a function of the fundamental frequency of the 

wave. In other words, our smoothing function is equivalent to a low pass 

~with variable gain depending on the fundamental frequency of the 

wave. 

11-2-2. The Algorithm 

Given ~he data rate c· the analog-to-digital converter (20,000 



samples/ second), the maximum freq\E!lcy of the digitized signal is 

restricted to 10,000 Hz. A primary averaging over two points diminishes 

the maximum frequency from 10,000 Hz to 5,000 Hz. A secondary averaging 

over five points with the use of the corrective factor just described 

results in the smooth wave on the minimal segment. Subtracting the 

smooth wave from the wave obtained from the primary aver~ging yields 

the residual wave on the minimal segment; the actual averaging computation 

is carried out using five "ring" regiRters to store the current and the 

four preceding values of the original wave and one register for their 

sum. The smooth wave is obLained by one addition, one subtraction, one 

multiplication (corrective term) and one division. The residual wave is 

obtained by one subtraction: the central point x (stored in the central 
p 

of the five ring registers) minus the value obtained for the smooth wave. 

Zero-crossing and amplitude parameters are then ccrnputed for each of the 

two waves and stored for future utilization. 

As speed was one of the main goals of this algorithm, it w.:.s 

written in machine language. The Algol version given next is only an 

equivalent and was never used on the machine (Algorithm 1). 

11-2-3, Conclusions 

Displays of these four parameters, for different messages can be 

seen in Figure II-1. The zero-crossings of the smooth waveform provide 

an estimate for the dominant frequency under 1000 Hz, which is usually 

the Formant 1 frequency. The z~ro-crossings of the residual wave provide 

an estimate for Formant 2. except for fricatives where it represents the 

doai11ant frequency over 1000Hz. 



PROCEDURE PREPROCESS I 

COMMENT SOFTWARE SPEECH PREPROCESSOR 1 

BEGIN 
INTEGER A"P~RLS!DVAL0LDolHPLSMOOTHO~O,AMPLMAX, 

AHPLSMOOTHHA~,AHPLSMOOTHM!N,AMPLRESlOUALMAK, 

AHPLRES!DUAL~lN,lRXS~OOTHNB,lR~RESIOUALNB, 

WAVEF0RH,gTOREAM~l~:4J,sUM,EPS1LON, 

AHPLSMOOTHNEW,AMPLRESIDUALNEW, 
INDEX1,1NDEX2 1 INDE•3,1NOEX4; 

COMMlNT 
ARRAYS TO STORE THE COMPUTED ~ESULTS 

DEFINED AS GLOBAL ARRAYS IN T~E MAIN PROGRAM 

I~TEGtR ARRAY ~TORAMPSMOOTH[1:150J,STORAMPRESDC1115ilo 
STORlRXSHOOTH(11150J,STORlRXR[SQC11150]1 

INTEGER PROCEDURE NEWSAMPL~ 1 

BEGIN COMMENT WILL GIVE 1HE NEXT SAMPLE FROM THE 
RAW SPEECH WAVEFORM J 

E~OI 

INTEGER PROCEDURE SIGNCHANGECVAL1oVAL2)1 
INTEGER VAL1,VAL2J 
IF VAL1•VAL2 < 0 THEN 2 

ELSE IF VAL1•VAL2 • 0 THEN 1 
El.SE 01 

INTEGER PROCEDURE HIN<VAL1 1 VAL2) I 
INTEGER VAL1.YAL2 : 
If VALl S VAL2 THEN VAL1 

ELSE VAL2 I 

l~l£GER PROCEDURE HAXCVAL1tVAL2l l 
INTEGER VAL1,VAL2 I 
lF VALl ~ VAL2 THEN VALl 

ELSE VAL2 I 

COMMENT THE FOLLOWING PROGRAM WILL EXTRACT FOUR PARAMETERS rAOM 

THE SOUND WAVE : l(RO·CROSSINCS AND AMPLITUDES or A SMOOTH 

WAVE AND Of A RESIDUAL WAVE FOR 158 10 HS MINIMAL SEGMENTS 1 

~UH ~c AMPLRESIOUALOLO 1: AHPLSH00TH0LO 1• AMPHAX 1• IJ 

FOR INOEXJ IK ~ STEP 1 UNTIL ~ DO STO~EAHP[INDEX31 1• ~~ 

INOEXJ :K EPSILON 1: 0 I INDEX~ 1• 0 I 

Algorithm 1. Preprocessing Procedure • 
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~OR INDEX1 •• 1 ST£P 1 UNTJ~ 151 DO 
BEGIN 

COMMENT SMOOTH WAVE COMPUTATION 1 

AMPLSHDOTHMAX •• AMPLRESIOUALMAX I• 8 J 
AMPLSHOOTHMIN a~ AMP~RESIQUALMIN r• 11e11 
!RXSMOOTHNB r• iRXRESIDUALNB I• I 1 
~OR INDEX2 I• 1 STEP 1 UNTIL 111 00 

BEGIN 
WAVE~ORM I• CNEWSAMP~E+NEWSAMPLEI/2 J 
SUM r• SUM•WAVErORM•STOREAMPCINDEX3~ J 
STOREAMPtiNOEX3l I• WAVErORM J 
rr JNDtxJ < 4 THEN INDEx3 IE JNOEX3•1 ' 

ELSE INDEX3 IE I I 
AHPLSMDOTHNEW r• SUH•I1111+EPSJLDNI/511B J 
~RXSMDDTHNB 1• ZRXSMOOTHNB+SIGNCHANGEI 

AHPLSMOOTHNEW,AHPLSMOOTHO~DI 
AHPLSMDOTHHAX Ia MAXfAMPLSMOOTHMAX,AMPLSMOOTHNEW) 1 
AHPLSMDOTHHIN 1• MJNfAHPLSMOOTHMIN,AMPLSMOOTHNEWI 1 

COMMENT NOW RESIDUaL W&VE COMPUTaTION ; 

AHPLRESIOUALNEW :a STOREAMP[JND[X4J•AHPLSMDOTHNEW 1 
Jr INDEX4 < 4 THEN INDEX4 Ia INDEX4+1 

ELSE INDEX4 I= I I 
ZRXRESIDUALNB ra ZRxRESIDUALN8+SIGNCHANG[f 

A~PLRESJDUALNEW,AMPLAESIDUALOLD) J 
AMPLRESIDUAL I• MAX(AMPLRESIDUALMAX,AMPLAESJDUALNEW) 1 
AHPLRESJDUALMIN :a MIN!AHPLRESIOUALHINoAHPLRESIDUALNEWIJ 
END I 

COMMENT STORl ALL THE RESULTS IN THE CORRESPONDING &RRATS I 

IRXSHOOTHNB r• ZAXSMDOTMNB/2 J 
STORZRXSM00THtJNOEX1l 1• ZRXSMDOTHNB I 
SToR~RXAESDtiNDEXll :a ZRXRESIDUALNB/2 I 
STORAMPSMODTH[JNDEX1l r• AMPLSHOOTHMAX·AMPLSMODTHMIN 1 
STORAMPRESD[JNDEX1l Ia AHPLRESIOUALHAX•AMPLRESIDUALMIN 1 
AMPMAX I• HAXCAMPMAX,STORAMPSMOOTH[INDEX1JJ I 

COM~ENT COMPUTE THE CORRECTIVE TERM FOR THE NEXT SEGMENT 1 

EPSI~ON I• !RXSMOOTHNB•2 I 
E~DI 

COMMENT NORMALIZE THE AMPLITUDE PARAMETERS 1 

rOR INDEX1 Ia 1 STEP 1 UNTIL 158 DO 
BEGIN STORAMPSH~OTH[JNOEXll 13 32•STORAHPSH00TH[lND£~1li~HPMAXI 

STORAHPRESD[INDEX1l :• 32•STORAMPRESDtlNOEX1]/lMPHAX I 
END 

END PREPROCESS I 

Alaorit~ 1 (continued). Preproc•••ina Procedure 
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Results of the preprocessing 
program for the sound 

"JOHN HAS A BOOX'' 

Results of the preprocessing 
program for the sound 

"WHAT IS IT" 

Results of the preprocessing 
program for the sound 

"SPLIT IN TWO" 
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As simple, unweighted averagito6 functions do not have good filter 

characteristics, the parameters we obtained were still not completely 

satisfactory. In particular, the zero-crossings of the residual wave 

obtained by differencing presented discontinuities which resulted from 

using a single estimator to chara~terizeaeveral dominant frequencies 

above 1000Hz. The segmentation achieved using the four parameters was 

about 95 percent correct (Reddy and Vicens 1968) and, thus, the recognition 

process, based on this segmentation, was only 90 to 95 percent correct. 
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II-.3 • THE ~ARE SPEF.CH PREPROCESSOR 

Minimal segment, amplitude and zero-crossing are defined as in the 

preceding section. The last two are now determined using analog 

circuitry sampled every 10 ms. 

To separate the high frequency components, it was decided t~ divide 

the speech frequency spectrum into three frequency bands, roughly 

corresponding to Formant 1, Formant 2 and higher frequencies. As vowels 

contain, in general, more reliable information than other phonemes, the 

choice of the cut-off values of the filters was dictated by known 

parameter values for c;he vm:t.ls (Peterson and Barney (1952)), see 

Figure II-2. 

The complete circuit as represented on Figure II-4, is a hybrid 

circuit, partly analog (e.g., peak-to-peak detectors, zero-crossing 

~ 
counterp) and partly digital (e.g., channel multiplexer clock). After 

sampling .l~y the A-D, it provides the recognizer system with 6 parameters: 

amplitud•' and zero-crossing parameters for each filter output. The 

digiti!! portions of the circuit were built using DEC R series modules, 

the analog portions were ·~ome made" on compatible flip-chip modules. 

The filters are band~ass types with 600 ohm input and output and were 

manufactured by TT Electronics, Inc. For each filter the cut-off ratio 

on both sides is F/F •0.65 at a 40 db attenuation. 
c 

11-3-1. The Analog Circuitry 

The analog circuitry is built to supply voltages to one channel 

of an analog-to-digital converter through the internal channel multiple}·.!!_ 

of the device. The parameter values arc accumulated in capacitors which 

are sampled and reset every 10 ms by the digital clock. The time 
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necessary to ... ple and reset one par .. eter 11 approxt.&tely 90 aicro· 

seconds; this results in an error of leas than 1 percent over a 10 

ailliaecond interval. 

A peak-to-peak detector and a aero-croaaina counter are aounted 

on the aa.e double standard board and accept a 1 volt analoa alanal as 

inpu~. 

The reset pulses are DEC positive-going pulaet (-~to 0 V) of 

40 ~· duution created by the clock. 

The Peak-to-Peak Detector 

The peak-to-peak detector 11 represented on Figure 11·5. is . 
ca.posed of three distinct peru: a potitiye ee~k dtttctor. a nepUu 

peak detector and a differenciQI !!plifier. 

The two peak detectors have an identical design. only the polarity 

of the active ci.-cuitry is reversed. loth of th• use an operational 

aaplifier .ounted on a unity aain feedback &plifier. '11M o.l ~r 

capacitor in the feedback loop is charaed to the peak value previously 

detectea and i• maintained at this charae by the operational ..,lifier. 

The field-effect trantiato~ present in the feedback loop preventt the 

chara•. 1 -eakaae fra. the 0.1 IJ.lo .:apacitor. The other circuitry abovn 

aervet to ca.penaate the frequency reaponte of the operational .. plifier 

and to dltc~arae the 0.1 ~r capacitor when reaetina the circuit. 

The differencina a.plifier aubtractt the two .oltaaea pretent on 

each : . ?&c:i.tor and aaplifiet the result with a aaln of 5. alvin& an 

output between 0 aad ·10 v. thus ulna the full Kale of tha A·D converter. 

The ·:rutput ;.;avefr•m of the peak•to•peak detector, auperi.,aaed on the 

olt!'ut wavefom for t.wo different frequencies •d leula ... ,. be teen on 

~2 
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Figure II-8. 

The Zero-Crossing Counter 

The zero-crossing counter, as represented in Figure II-6, is also 

composed of three distinct parts: a differential amplifier, a flip-flop 

and an integrator. 

The differential amplifier, built with a double transistor (two 

identical transistors in the same package) amplifies the input signal. 

If the signal level is high enough, each sign change of this signal 

changEs th~ state of the flip-flop. This acceptance level i~ adjusted 

by means of the 20K potentiometer represented on the drawing.· After 

several tests, this potentiometer was adjusted for an acceptance level 

of 0.03 Von the original signal, i.e., the zero-cr~ssings are counted 

only if the amplitude of the original signal is higher than 0.03 V. 

Each time the flip-flop changes its state, i: charges up the 

integrator by a small amount through the two matched 100 pF capacitors. 

The necessary fixed ref~rence voltage is obtained by means of a zener 

diode (lN3828A) cl~~ping the output of the flip-flop. 

The integrator uses an operational amplifier to charge up the 

7600 pF capacitor. This capacitor is discharged by a field-effect 

transistor during the reset period. 

The values of the 7600 pF capacitor, 100 pF capacitors and the 

reference zener diode are such that -10 V, which is the full scale level 

for the A-D converter, represents 100 zero-crossings. The offset of the 

integrator is compensated by a resistance network connected to the 

inverting input of the operational amplifier. Again the operational 

amplifier frequency compensation circuitry and the reset c1rcuitry are 
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prcsl!nted in the drawin~ . Figure II-') shows the cutput of th~ integrator 

along with the input to the circuit for a given trequency. 

The Channel Multiplexer 

The purpose of the channel multiplexer is to connect each circuit 

to be read to the A-D converter via a common bus. Fieure II-? represents 

a schematir of the entire multiplexer which is composed of six analog 

multiplex switch circuits. Each has a separate control or trigger 

input, and a separate analog input. All the analog out;.-uts of the 

switches are tied together to a cotmnon bus going to the A-D. The 

control inputs are compatible with DEC logic, i.e., th~ switch ~sON 

when the trigger is in the TRUE state (-3 v), OFF when the trigger is in 

the FALSE state (0 V). 

Il-3·2. The Digital Circuitry- The Clock 

A logical diagram of t~e clock, the only digital circuit present 

in the dev1ce, is shown on ~igure II-10. this clock is a pulse generator 

which "manages" all the other circuit components. Three kinds of 

pulses are generated: 

- The setup pulses sent to the selected mu1tiplexer trigger. 

- The read pulses sent to the analog-to-digital converter. 
I· 
I 

-The ~pulses en• to the circuit previously read. 

The se~up pulses are negat~'·e going pulses (0 V to -3) of 40 IJS 

d'.l'.df:ion. As long as the trif.:,ger is in the TRUE state (-:; \!. the 

co, .r,,sp~·ndin::', switch ,nays ON and the selected analog circuit component 

1~ ~on~ecterl to the A-D cor.ecter. 

The read pulses .1.·f. standard 100 nanosecond pulses ( -3 \ to 0 V) 

sent to the external clock input oi the A-D converter (a provision is 
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made on our converter, such that each time a standard pulse is sent to this 

specific input, a read operation is initiated.) The read pulses are hi-'s 

late with respect to the beginning of the setup pulses, so that the 

selected circuit is switched into the bus when the reading cycle is 

initiated. 

The reset pulses are positive going pulses (·3 V to 0 V) of 40 

IJS duration. As long as the voltage. is 0 V, the corresponding capacitor 

in the analog circuitry is discharged. A detailed pulse timing chart for 

one 10 ms read cycle is shown on Figure II-11. 

Since 10 ms is the basic sampling period (minimal segment), a read 

cycle of the six parameters must be initiated every 10 ms. Two independent 

clocks are necessary: a 10 ms master clock which initiates two one .. shot 

multivibrators which in turn define the 50 IJS intervals. A counter stops 

this ')0 us clock after seven periods and the de,fice waits for the next 

10 ms pt,lse coming from the master clock. 

Setup and reset pulses at'e obtained from the output of the 4 0 

IJS one-shot multivibrator through a b~nary-to-octal decoder driven by 

a counter. The setup pulse of one circuit is obtained by invert.ing the 

reset pulse of •he previously read cir~uit. 

The read pulses are ~Jtained from the output of the 10 IJS on~·shot 

multivibrator through another one·shot delay and a standardizing pulse 

amplifier. The delay was adjusted so that these pulses are 4 IJS Iatt­

with respect to the setup pulses. 

The clock must fulf i 11 some requirements imposed by the A-D 

converter or by our sampling scheme: 

- Pulses must not be sent to the external clock input of the 
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converter when someb~ly else is using it. A very simple solution to this 

problem ,·.ls implemented: the clock i1i·c·nly allowed to run when the 

' ··' correspond t n,; A-D convert~:' .. ·ha rwc 1 is ~· !lee ted by t;f~· PDP-6 system. 
I 

a re.ud op'ftatior~ for a series~ of samples, we 

first par~1eter we get is 

- When initiating 

have to be sure that the the right one (or all 

of them would be interchanged). This was don~ by restarting the master 

clock each time a clear signal is sent by the ilystem to th·:. converter, 

indicating that a new operation is initi.lted. Another one-shot 

multivibrator was necessary to allow the clock to finish t!1e preceding 

cycle. 

Figure 11-12 shows all the circuit components in their actual 

form. All of them were mounted on pluga~le standard flip·chip boards. 

II-3-3. The Hardware Preprocessor 5ervice Routine 

As described earlier, the device is cor:ntct ed to an analog to 

digital con·e rter. The latter communicates wifil l hi? central ~rocessor 

and th•~ core memory through a medium-speed Dat3 Control DEC type 136 and 

an I/O bus (Figure I-1). The hardware preprocessor is initiated by an 

input operation from the central proce~.sor, and the si>. pat.amP.ters which 

are extracted every 10 milliseconds arc packed by l.l~ DEC type 136 Lnto 

two 56 bit words and stored in core mer.10ry. In ord~r to make avaii.able 

to the se~1entation procedure some conveni~nt number~. it is necessary to 

unpack and to normali~e the original parameter data. The hardware 

preprocessor servire routine is a r ~,11-time user's program which starts 

the I/O operation (and the tape recorder if this device :l.s used), unpacks 

and no~talizes the parameter data atter detection of the sound beginning, 

detects t .1e end of the sound and stops the IJO operation (and the tape 
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recorder). A real-time user's program is treated as a special case by the 

time-sharing system: it is r~started every 16.7 millisecond (60Hz), and 

is executed 1n parnllel with the regular user's program. Furthenn;;re, 

it runs in supervisor mode, thus allowing for all kinds of special 

Input/Output op~rations and system manipulations. ThP. hardware preprocessor 

service routine processes the microphone input buffer while the Data 

Control DEC type 136 is filling up the same buffer. The two processe~ 

data control and real-ti~e program) are not loosely connected 

since, in a given period of time, the re~l-time program treats more 

samples than the Data Control can create (it fills up two 36 bit words 

every ~c ms). When necessary, the real-time program waits for the oth~r 

process. This program checks the audio input every 16.7 millise:onds. 

If relevant information .i.s coming in, this information is unpacked, 

normalized, transferred to our input buffer and :hecked for silence. When 

a long silence has been detected, the program, assuming that the speech 

utterance is finished, gives the estimated size of the input buffer, 

&tops the I/O operation in the supervisor, tutrs the tape recorder off 

if this device is used, and t11rns itself off, thus returnine, the control 

to the regular user's program. 

I I-;. -4. Cone lus ions 

Displays of the six param~ters obtained for '' e mf'ssages previously 

analyzed ~ith the software preprocessor can be seen on Figure II-13. ay 

comparing the two sets of pictur~s (Figures II-1 Jad Il-13), one can 

easily see that the new sets of parameters are omoother than the pr•::vious 

ones. Furthermore, the noise of the room is reduced and the service routine 

give~ us the duration of the sound (rep~esented by the vertical line), 
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~he sample always starting at the beginning of the input buffer. The 

para~etcrs derived by this process appear to result in better segmentation 

ar,cJ recognition by the other stage; o,· the system. 



JI-1~. CONCLUSIONS 

The procedures described above for the extraction of significant 

parameters of speech form the first step in a more elaborate speech 

t:ecognitior 9ystem presented in the subsequent chapters. Their validity 

is proved only because the complete system gives satisfactory recognition 

scores. The fact that we have obtained good results is due in part to 

the judicious choice of parameters but is mainly due to the power of the 

subsequent recognition algorithms- In fact, we think that any other 

significant parameter5 may be used in place of the ones used here without 

degradation of the results. The main reason for the choice of parameters 

is to provide a reasonc>.ble compromise with r·~soect to simplicity of the 

system and completeness of their represent.a:i::m of the speech signal. 

On the other hanJ, they do not always giv·· "' complete representation, 

and occasional confusions result. 
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Chapter J ~I 

SE(;MENTATION AND DESCRIPTION OF lONNECH:D <;PEI:CH Uf'.::'ERANO:S 

I 11-1. INTRODUCTION 

If we plot the chAnges in air press~re produced hy a speech uLterance 

as a tine -vs- pressure graph we obtain a speech Wdve such as the one given 

in Ftgure 111-l t\ote that nclthe,. the words of the utterance nor thf' 

sounds \vithi~1 words an: <>cp.:.~atcJ as in the case of lhe "'ritten form of • 'le 

hu~an language, and yet we are able t0 as>ociate discrete written fonns w1th 

continuous spoken forms. To be able to THk(: similar associations, a machine 

must be capabl~ of dividing connected spe~ch utterance into discrete parts. 

This problem is known as the problen, of ~egmentation of connected speech. 

Segmentation of speech 1s of tntercst in many dJfferent arLdS of 

speech research. In speech rccognit~on one must match the incoming signal 

w1th the known lingutstic element~ It i~ unrealisttc to attempt to do one-

for-onc pattern matching at the waveform level or by using the c,utput of 

any preproce~sing procedure similar to ~hose described in ta(' first chapter 

What 1s needed ls a transformatton which will r<duce the paramtters to be 

matched to a manageable level. Segmentation, &s described in this chapter, 

is one such transformation, w11ich gen~ratec; a description of the incoming 

signal using the par,neters proc~l•-:-ed bv the preprocessing proC"edure. For 

example, the representation rf the \lord §.lli •night be as fc.llows. "Fricative, 

followed by a transition, fo.lo•.,·"J bv a vowel, followed by a transition, 

followed by a stop, followec' by a fricative, each with the fol.lowing 

parameters:. II For the r·2cognitior, of a limited sE't of messages (e·,ren 

as many as lOOIJ) such a de~.cription is usually adequate \Chapter IV.l. For 
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an automatic phonetic typewriter system, one might need a further investigatio,l 

of the transitional segments to determine whether the word was six or !l!l!· 

At present, parameters for speech synthesis systems are obtained by 

the tedioJs manual measurement process which might take sever a 1 days or even 

months to generate a sir.<~ le sentence. An automated parameter measuring 

process basEd on segmen·~·ltion should. reduce the time to minutes or even 

seconds. In speech compression systems, a segmerotation program coupled with 

a pitch period determination program can be used to replace a periodic 

sustained segment by a single· pitch period and a repetition factor. 

Fry and Denes (195)), Sakai and Doshita (1965), Hughes and Hemdal (1965), 

Gold (1966) and Reddy (1966) have all had to develop segmentation rrocedures 

in connection with their speech recognition systems. The first two had to 

build special purpose hardware to segment the sounds. 

Two computer coded segmentation procedures were implemented, 

corresponding to the software preprocessor and the hardware preprocessor. 

As they show the same basic ideas, only the latest, intended to process the 

output from the hardware, will be described in some detail. In both cases, 

we attempted not to restrict the algorithm to a single cooperative speaker. 

Also, no attempt was made to artificially reduce the noise level of the room 

since that woul•~ not be the normal mode of man-machine communication. 

The segmentation program is written in Fortran IV and uses 4K of 36 

bit words of core memory. Intermediate and final results were displayed on 

a CRT display to determine the goodness of segmentation and to trace dow~ all 

the possible errors. 

A df'tailed flow chart of the various stages ot the segmentation program 

is given in F:!.gure III-2. The input to the procedure is a matrix built by 
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Figure 111-2. Flowchart of the S..-.ntation Proceaa • 
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the hardwar~ preprocessor service routine whlch co~tains, for each 10 ms 

period, the six normalized para:neters extra,·ted by the analog devicr!. 

Closeness indices are computed between adjacent min~mal segments 

characterized by these paramete:s. The prill'ary segmentation procedure 

rroup1 together adjacent mini1PBl s.~gmr,ntc; that may be regarded as beinr. 

similar, forming prir.lary segment;;. The e.econdary segmentation procedure 

divides these primary segments !nto smaller segments if the within-segment 

variation of parameters is too high. The closeness indices are then 

recomputed between the seconddry segments ;Jsing the ave:rag·~ par·amP.ters and 

weaker weights. If two adjac~nt secondary segments are sufficiently close, 

they are combined to form lerger segments. A classification procedure labels 

all the sustained segments as p•:>ssibly belonging to one of the phoneme 

groups: fricative, vowel, stop, nasal, consonant or barst. On the basis 

of the labeled segments, some additional combining is performed, e.g., of 

adjacent fricatives or stops. A feature matrix, containing some grneral 

information on the speec.h utterance, along with the average parameters for 

each segment is then built. This matrix is the internal representation of 

the speech utterance used in all the subsequent processes: storing, 

retrieving, matching. 
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III-2. PRIMARY SEGMENTATION 

The purpose of the primary segmentation procedure is to group 

together similar adjacent minimal segments which are produced by the 

preprocessing procedure. The segments created are labelled S\Jstained 

or transitional and stored for the next procedure. 

In order to perform this first grouping, we must provide a criterion 

which will define the similarity or closeness between two segments- To 

allow some compactness in our formulas, let us use the vectorial notation. 

A minimal segment is then represented by a n - component vector y, and a 

speech utterance by a matrix U , m being the number of minimal segments 
m x n 

(i.e., the duration of the utterance in 10 ms unit). This representation, 

adequate to carry out the computation involved in this segmentation 

procedure, is in fact our initial representation of the sound (Figure III-4 

displays these 6 parameters). 

One cin define the closeness of t~o segments in terms of Euclidian 

distance between the two points of the n-dimensional space; however, such 

a simple met~ic proves to be unsatisfactory in this case. To be effective, 

the metric should ignore the intra-phoneme variability and be sensitive 

to inter-phoneme variability. Our exper~ents have shown that the 

closeness index function should obey the following heuristics: 

Hl. Since certain parameters have a large range of variation, the 

closeness function should provide for appropriate weighting of parameters. 

Let us assume that this is specified by means of a weight vector H of 

dimension n (same as y). 

H2. Unvoiced fricatives, mainly /s/,have to be tr~ated separately 

because of the great variation possible in all the parameters. However, 
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these are easily recognized because of the large value of the zerc-crossing 

parameter in the third frequency band and the relatively small amplit~de 

in the first band. 

H3. Wh~n a zero crossing parameter is less than a mininJUm, this 

means that the amplitude of the signal in this frequency band was too 

small to exceed our 0.03 volt acceptance level during the 10 ms period 

(the zero-crossing counter, Chapter II). Therefore we consider this para-

meter erroneous and decrease the corrt<sponding weight accordingly. 

H4. Although most of the parameters may be similar, a drastic change 

in one parameter should result in d 'not-si~ilar' indication. Let the 

drastic change threshold be defined by a limit vector 1· 

H5. If the difference between corresponding parameters is less than 

a minimum, then the two parameters should be cons ide red as ident icel. 

Let the minimum difference threshold be defined by a vectot· ti• 

H6. The larger the rarameter value, the greater should be the 

difference that we are willing to accept. This sugg~st the use of a 

relative error function such as ~ y . 

HJ. When the parameters are close to zero the relative error 

function ~ can take ab• ,,,TJJally large values even though the difference 
y 

between the parameter·· is 10t correspondingly large. In order to correct 
tn 

this defect, we use a modtfied relative error expression: 'J"r. This 

choice may seem arbitrary, but it arises simply from the replacement of 

an initial scale function by a second degree approximation. 

Our first atte:riJt to represent the closeness index between t~r.o 

numbers was to multiply the value obtained for !Jy by a fattor f(,.·) 
y 

defined by: 
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f (y) - 1 if 12< y 

f(y) 1/2 if 6<. y :s 12 

f(y) 1/4 if 0 :s. y :s. 6 

as shown in Figure 111-3 

I--------------·······-···.·-·-··-------

~y 
Figure 111-3 Rationale for the Choice of ~as Basic Closeness Measure 

Of course such a representation was very inconvenient because of 

the discontinuities presented at y • 6 and y = 
1 

12. A cure was to replace 

this scale function by the parabola 4V2"'F (shown in Figure III-3). 

The weight vector ~ can take 

thus leaving ~ our basic 

1 

into account the'constant factor ~· 

closeness measure for all y. 

Now we can precisely define the closenP.ss index function c. Let 

Vl and V2 be the parame:=o~r vectors representing two adjacent minimal 

segment~. Then the el~ments of the relative difference vector! are 

given by: 

., 
• . . ,, 

Let £ represent a closeness vector, whose elements are given by: 
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Figure III-4. Reoult of the 
preprocessing procedure for 
the sound: "JOHN HAS A B()(l(." 

Figure 111-5. Segments after 
primary segmentation 

Figure lli-6. Segments after 
secondary segmentation 
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c1 •2, if 1v1i- v2il $.Mi; 

• 2.5 - w
1 

X Ri, otherwise. 

Now closeness index between Yl and ~may be defined as follows: 
n 

c • min (-4.L ci) • if v (R1 > L1 ); 

i•l i .. l,n n 

=L c
1

, othenlise. 

i•l 

the constants of the closeness index computat~on are chosen so that the 

closeness index will be positive if the minimal se~ents are similar and 

negative otherwise. 

An Algol equivalent of the similarity computation procedure is given 

next. (Algorithm 2). Two parameters defined in the procedure are not yet 

defined: K>RVARPARAM and SPECIALWEIGHT, their use will be exrlained in 

the secondary segmentation description. 

The primary segmentation consists mainly of creating larger segments 

by combining together all the adjacent m1r.imal segments havingcloseness 

indices greater than or equal to zero. All segments whose indices are less 

than zero are not combined with any segment and therefore form transitional 

segments. A display of the primary segmentation for the sound "JOHN HAS 

A BOOK" can be seen in Figure Ill-5. For most of the sounds, this primary 

se~entation already provides a satisfactory division. However, where the 

parameter transitions are so gradual that there is a little noticeable 

change from segment to segment, this procedure could result in grouping 

together two acoustically different parts of the sound. The detection of 

such segments and the consequent error recovery is left to the secondary 

segmentation. 
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INTEGER PROCEDURE CLOSENESS!SECSTORG,SECNB1,SEGNB2oWEICHTSET, 
HORVARPAAAH,SilSE;STOACl l 

INTEGER SEGNB1oSEC~B2,WEIGHTSET,MORVARPARAH,SiiSECSTOR~ 
I~TEGER ARRAY SECSTORG[1:Sti5EGSTORC,117J I 

C0MP1ENT 
T~IS PROCEDURE COMPUTlS T~£ CLOSE~ESS V~LUE BETwlEN THE 

TWO SEGMENTS STOREn IN THE ROWS ~EGNBl AND SEGNB2 Or THE ARRAY 
SEGSTORG 

W~IGHTSET INDICATES WHICH S~T OF CONSTANTS IS TO ~E USED 
IN THIS CLOSENESS INDEX COMPUTATION , 

MO~VARPARAM rLAGS THE MORE VARIABLE PARAMETER AS DETECTED 
BY THE PROCEDURE CHECKVARiaTION , THE WEIGHT CORRESPONDING TO 
THIS PaRaMETER WILL RE SLIGHTLY IN~REASED , 

THE REAL ARRAVS WEIGHT[l1211:6~ AND RATIOLIH[1121116] 
AND THE INTEGER ARRAYS LIMr1:6l AND lRXLIH[116J ARE nEFINEQ 
A~ GLOBAL ARRAYS I~ THE MAIN PROGRAM AND rtLLED W!TH CONSTANTS 
~T COMPILE TIME 11r POssi~L~, OR WHEN sTARTING THE PROCRAHl, 

WEICHTC1 0 1l I• 4,QI WEICHT[2,1J : = 4,1! ' WEIGHTC1 1 2l I • 7,5 I WEICHT(<',2J I: ~.0 ' WE!GHTC1,3l I • 4,0 , WEIGHT[2,3J I • '11111 I 

WEIGHTC1,4l I • 7,5 I W[IGHn2,4J :. 5 1CII • W[ I CHT C1, 5) I a '1,0 I WEIGHTC2,5J I~ 4,0 ' WE IGHH1, 6 l I: 7,5 I OIEICHT(216J I: 5,1! ' 

RATIULIH[loll t: 2,5 , R,H I OL.I'"C 2 1lJ :. 2,0 . 
RAT!0LIH[lo2] I: 1,2 . RATI0Ll"'[2,2J :: 1,0 • 
RATIOLIH[l,:J •• 2,5 . RAT I OL 1'"[2, :n : . 2,0 , 
R4TiOLIHC1,41 I: 112 . RATI0LI"'t2.~J I: 1, 0 , 
RATIOLIMClo..i) I: 2,5 • RATIOLIM[2,~J :. 2,111 • 
RH!OLIMi:1o6) •• 2,0 RATIOLIMC:?,6J . - 1,6 

LIM[lJ :s ,LIM(2J ·- 2 , L1MC3l 1: 4 , LIMt4l :• 'I , 
LIMC~l :: 4 , LIM[!IJ :: 10 , 

lRXLIH(l] 1: 0 , l~KLIM:2J :: 2 , 1RX~IH(Jl Ia 8 , 
~RxLIHC4l •• 1~ I ZRXLI"'C~J :• 0 , zR•LIHtt>J 1a JQ!a 

Algorithm ~. Closeness Evaluation ~rocedure , 



BEGIN REAl REALClOSE 1 
BOOLEAN NONSIMILARI 
INTEGER PAAAHNB 1 
lA!EL ENOLOQ I 

rRICATIVE TYPE "S" SPECIAL CASE 1 THOSE SEGMENTS ARE 
DETECTED AND A POSITIVE VALUE IS GIVEN TO CLOSENESS IN ORDER 
TO HAiE THEM CDH!INEO , 

IN THE NEXT LlNESo A~Plt,l STANDS FOR SEGSTORGC,,1J 
AMP3t,J " SEGSTORG[,,3~ 
iEAOX:[,J " SEGSTORG(,,6l J 

1r AHP3[SEGNB1l l AHP1CSEGNB1l AND AMP3[SEGN82l l AMP1CSEGN82J 
THEN IF IEAOX3rSEGN&1J l 61 AND ZEROX3CSEGN82J l 61 

THEN CLOSENESS I• 8 
ELSE 1r !EROX3CSEGNB1J l 45 AND !ERDX3CSEGNI2J l 45 

AND AMP1CSEGNB1l S 6 AND A~P1CSEGNB2~ S 6 
THEN CLOSENESS I• 8 

ELSE BEGIN 

COM~ENT 
GENERAL CASE I 

REALClOSl I• lol 1 
NONSIMILAR I• rALSr I 
rOA PARAHNB 1• 1 STE~ 1 UNTIL & DO 

BEGIN TEMPI I• HAXCS[GSTOAG[SEGN81,PARAMNI] 0 LIH[PARAMNBJ) 1 
T[MP2 I• MAXCStGSTORGtSEGNB2 0 PARAHNB] 0 LIMCPARAMNBJl 1 

SPECIALWEIGHT I• 
IF PARAMNB • MOAVARPARAM THEN 1,25 

ElSE 1,1 I 

SPECIALNEIGHT IS USED TO INCREASE THE TESTS CORRESPONDING 
TO THE PARAMETER FLAGEO IY THE PROCEDURE CHECKVARIATION 1 

Dlrr 1• ABSCTEMP1•TEHP2) I 
IF DIFF S liMCPAAAMNBl THEN BEGIN 

AEALCLDSE Ia REALCLOSE•2,1 1 
CO TO ENDLDO 
ENO 1 

RATIO I• O!FFISQAT!TEMP1•TEHP21 I 

Alsorftba 2 (continued). Cloaenaaa Evaluation Procedure 
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COMMENT 
THE NEXT STATE~ENT REFLECTS THAT IF THE lERO·CROSSINCS ~R£ 

. UNDER A CERTAIN THRESHOLD, THEY ARE CuNSIOEREO ERR~NEOUS ~NO 
THEREFORl WE DECREASE THE CORRESPONDING WEI~HT I 

IF TEHPl S lRXLlH[PARAHNBJ AND 
TEHP2 S lRXLlHCP.~AHNBJ THEN ~ATIO •• RATI0•8,7 I 

lr RATIO > RATIOLlHCWElGHTSET,P~RAHNBl 
THEN NONSIHILAR I• TRUE I 

REALCLOSE I& REALCLOSE•C2,5· 
SPECIALWEICHT•wEICHTCWEIGHTSET,PARAMNBJ•RATIO) 

ENDLOO: ENU I 
(r NONS!MILAA TH[N CLOSENESS 1• H!N<•4,REALCL0S[) 

£LSE CLOSENESS I• R(ALCLOSE I 

END 

END CLOSENESS I 

Algor.ithm < (continued). Closeness Evaluation Proce~ure • 
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111·3 SECON~RY SEGMENTATION 

The purpose of the secondary segmentation prCtcedure is to correct 

the possible errors of the primary segmentation by looking at the variation 

of parameters tn the sustained segments and at the local maxima and minima 

of the amplitude parameters in the transitional segments. 

Every time a segment is created, the total variation for each 

par~eter is kept. If, in any sustained segment, this variation exceeds 

a certain limit, the segment is divided into smaller segments. The limit 

computation, based on heuristics similar to those of the primary segmenta-

tion, depends also on the duration of the segment. 

Hl. The limit computati.on should provide for appropriate weighting 

of parameters. Let~ be the weighting vector. 

H2. Unvoiced fricatives, /s/ have to be detected and treated 

separately as in the primary segmentation. 

H). If the differ~nce between corresponding parameters is less thdn 

a minimum, then the two parameters should be considered as identicc.l. 

Let the vector M be the minimum difference threshold. 

H4. The larger the parameter value, the greater should be t~e 

difference that we are willing to accept. This suggests the u,e ~fa 

AY 
relative error function such as -------. y 

H5. The limit should depend on the duration. But two contradictory 

heuristics seem to direct thi~ duration dependency: 

-The longer the segment, the more lik~ly that itt parameters v~ry 

significantly. In other words, the longer the segment, the weaker our 

tests should be. 
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·The longer the segment, the more likel;1 it represents two different 

phonemes with ~;imilar parameters. In other words, the longer the segment, 

the stronge1 '''lr tests should be to detect this case. 

To ref h•c.t such contradictory heuristics, a discontinuous function 

o! the duration i~ used. A graphic representation of this function is 

given on Figure 111-7. As indicated by the drawing, the te&ts remain 

constant, w:i.th respect to the duration, from 0 to 60 milliseconds. Then 

they decrease in intensity from 60 to 120 milliseconds, and for segments 

longer Lhan 120 milliseconds, they again increase. 

0 60 ... J)U'II .. TIOI'( 

Figure III-7 Graphic Representation of the Factor Varlim 

Therefore VARLIM is defined by: 

VARLIM • 3, if DURATION£ 60 ms 

4 - DURAT10N/60, if 60 < DURATION 5 120 ms 

= 2+(DURAT10N-120)/100, if l20ms < DURATION 

Using again our vectorial notation of the prlmary se~nentation, 

and calling ~and VlMAX the minimum and maxi~um vectors for the 
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segment whose average vector is Yl we can now precisely define the variation 

checking function. 

For all i do steps l-3: 

1. Tl = VlMIN1 , if V1MIN 1 > M
1 

= M1, otherwise. 

2. T2 ~ VlMAXi, if V1MAX1 / Mi 

Mi, otherwise. 

3· lf jTl-T21 > Mi DO STEPS 3a, 3b, 3c 

3b. 

) .c. 

Let j be definoed oy v ./R. 
J J 

ITl·T21 
Tl+T2 

V
1
aVARL1M x W.xfif Tl+T2 ~ 10.0 then 0.7') 

1 
' else 1.0 ) 

'this j flags the most variable parameter according to our tests 

and is the value of the variation checking function. If there is no i 

such that R
1 

<Vi, the value of the procedure CHECKVARTATION is 0, indicat­

ing that all t~e parameters were accepted as being not variable. Algorithm 

3 is an Algol representation of this procedur~. 

When a parameter is found to have too much variation within a 

sustained segment the subdivision is achieved by recomputing the closenes,q 

index between adjacent minimal segments with a modified weight vector R· 

The feedback from the variation checking procedure to the closeness 

computation procedure is done using the parameter MJRVARPARAM. As one can 
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INTEGER PROCEDURE CHECKVARIATIO~I~~~~Bl 1 

INTEGEI< SEGNP 1 

COMMENT 
THIS PROCEDURE CHECKS THE PARAMETER VARIATION IN EACH 

SUSTAINED SEGH£Ni AND F~AGS THE MOST VARIAB~E PARAMETER , 

THE BUILT SEGKEhT~ ARE STORED IN SEGSTDRC ARRA~, THE 

MINIMA~ SLGMENTS BEING STORED IN THE ARRAY SEGI~ , 
A~L THFsE ARRAYS 4RE DEfiNED IN THE MAIN PHOGRAM AS 

GLOBA~ ARRAYS ~EGSTOHb(1160,ti25],Sf;l~[11151,117] , 

IN THE FO~LOWINGS LINES , 

AMP1MA~C.l STANDS fOr SEGSTORG[,,6J 0 

SEGSTORG[, o18l , 
SEGSTORGC,,20] , 
SEGSTORGC,,JJ , 
SEGSTORG[,,1~l , 
SEGSTQRGC,,5l , 

AMP3MA•C,l " 
i!EROX3[,] 
OURATII'IN[,J 
i!t:HOX3MIN(,J 
AKP1[,, 

THE REAL ARRAYS WEIGHTYARC116l AND LDWERLIMC116] ARE 

DEFINED AS GLDPAL ARRAYS IN THE MAIN PROGRAM AND fiLLED WITH 
CONSTANTS AT COMPILE TIME (If POSSIBLE, OR WHEN STARTING THE 

PROGHAH 1 1 

LOWERLIM[lJ 
~0WERLTMC3l 
t.0WERL.IM[5] 

WEIGHTYARC1J 
WliGHTVAR[3J 
WEIGHTVAR[5J 

• 6,0 1 LOWERLIMC2J I~ 2,0 , 

a 4,0 , LOWERLIH[4J :s 4,0 1 

: 4,0 LPWERLIM[~J :: 11,0, 

; 1,75 
1. 75 
2,0 

WEIGHTVAH[2] Ia 2,0 , 
WEIGHTVAR[4] I• 2,0 , 

, WEIGHTVARC6l :• 1,251 

Algorithm 3, Variation Checking Procedure , 



BEGIN 

COMMENT 

COMMENT 

INTEGER ARRAY KEEPLARGVARINDEX[116) 1 
REAL ARRAY KEEPLAAGVAR[116l 1 
REAL VARMAX 1 VARLIM,TEMP1,TEMP2 
INTEGER KEEPINDEX,J I 
LABEL RETURN 1 

rRtcATIVE TYPE "S" SPECIAL CASE 1 IF THE SEGMENT lS A 

rRICATIVE TYPE "5", THE rOLLOWING SPECIFIC VARIATION TESTS ARE 
PERFORMED I 

lr ilROX3[S£GNBJ ~ 40 AND AMPlMAXtSEGNBJ S 7 
aND AMP3MAXtSEGNBJ 2 AMP1M&XCSEGNBl 

THEN BEGIN 1r iEROX3MIN[SEGNBJ < 31 
THEN CHECKVARIATION 
ELSE CHECKVARIATIDN 

GO TD REtURN 
END I 

I• 6 
1• e 1 

GENERAL CASE , 
r1RST STEP I 

THE LIMITING FACTOR FUNCTION or THE SEGMENT DURATION IS COMPUTED1 

IF DUR&TIONCSEGNIJ < 12 THEN 
lr OURATION[SEr.NBJ < 6 THEN VARLIM 1• 3,1 

ELSE VAALIM I• 4,1-DURATIONCSEGNBl/6 1 1 
ELSE VARLIM :• 2,1•CDURATIONtSEGNBl-12ol)/11,i 1 

COMMENT 
SECOND STEP I THE VARIATION CORRESPONDING TO EACH PARAMETER 

OF THIS SEGMENT IS cOMPUTED , 
1HE 6 AVERAGE PARAMETERS ARE KEPT IN THE SEGSTORG ARRAY 

IN THE CULUMNS 5,8,11o14o17o21 ALONG WITH THEIR MINIMUM &ND 

MA~IMUM VALUE WITHIN THE SEGMENT IN THE AOJACENTS COLUMNS , 

roA EXAMPLE! AMP1 FIRST AVERAGE PARAMETER IS KEPT IN COLUMN 5 

WITH AMP1MtN IN COLUMN 4 
AND AMP1MAX IN COLUMN 6 I 

FOR J :. 4 STEP 3 UNTIL 19 DO 
BEGIN TEMPl I= StGSTORGtSEGNB,Jl 1 

TEMP2 :• SECSTORGCSECNB,J•2J I 
IF TEMP1 < LOWERLIMCJ/3J THEN TEMP1 1• LOWERLIM[J/3]1 
iF TEMP2 < LOWERLIM[J/3] T~EN TEHP2 1• LD~ERLIM[J/3]1 
SUM I• TEMP1+TEMP2 I 
OIFr 1• ABSCTEMP1•TE~2) I 

Alaoritba 3 (continued). Variation Checkin& Procedure 



1r Dlrr ~ LOWERLIH[~/3] THEN 
8EGI~ RATIO 1• Olff/SU~ 1 

CO~HENT 
NOW WE WILL COMPUTE THE VARIABILITY THPESHOLO CORRESPONDING 

TO THIS SEGMENT AND THIS PARAMETLR, IF THE PARAMETER IS SMALL, WE 
WILL LOWlR THIS THRESHOLD TO PERfORM A WEAKER TEST 1 

VARTHRESHOLD 1• YARLIM•WEIGHTVAR[J/J~•tr SUM S 11,1 THEN 1,75 
ELSE :1.,1 1 

COMMENT 
PERFORM THE VARIABILITY CHECKING I 

If RATIO < YARTHRESHOLD THEN BEGIN 

END 
END JLOOP I 

KEEP!NDEX Ia KEEPINDEX+l I 
KEEPLARGVARtKEEPINOEXl I• 

YARTHR[SH0LD/RATIO 1 
KEEPLAAGYARINOEXCKEEPINOEX1 1• J/J I 

END 

THIRD STEP I THE MORE VARIABLE PARAMETER fOR THIS SEGMENT 
WILL NOW BE CHOOS[N BY L00~1NG IN KEEPLARGVAR ARRAY 1 

If KEEPINOEX ~ THEN BEGIN 

ENO 

YARMAX I• KEEPLARGYARINDEX[ll I 

FOR J 1• 2 STEP 1 UNTIL K[EPINDEX DO 
IF YARMAX < KEEPLARGYAR[JJ THEN 

yARMAX 1• KEEPLARCyAR[Jl I 
CHECKYARIATION 1• VARMAX I 

ELSE CHECKYARIATION I• I I 

EJIIDI 
NETURNI END CHECKVARIATION I 

Algorithm 3 (continued), Vaciallon Checking Procedure , 

65 



see in the closeness procedun~, the modification gives greater weight 

to the parameter found the most variable, which is a natural idea,. 

On the basis of these new closeness values, the original sustained 

segment is replaced by two or m~re segments. This process is recursively 

repeated using the smaller segments until the variability in the segments 

is within acceptable limits. 

Local maxima and minima of the amplitude of the waveform are 

phonemically significant (they usually represent significant vowels and 

consonants). When a phoneme is articulated for a very short period of 

time, it has a rapidly varying on-glide and off-glide. When closeness 

indices are computed for this portion of the sound, one may find that 

no two adjacent segments satisfy our definition of being close. Thus 

they may end up being part of a longer transitional segment. A special 

effort is made to detect and recover such extrema by searching the 

transitional segments. In this case, the original transitional segment 

is replaced by two or more segments, the local extremum being a 10 ms 

sustained segment. Certain very short burst segments are also recognized 

in the same manner. Again this process is recursively repeated until 

there is no longer a transitional segment containing a local extremum 

or a short burst. A display of the secondary se~entation can be seen 

in Figure III-6. At this point, the beginning and ending of the speech 

utterance are scanned to suppress the segments which may be considered 

as silence on the basis of average parameters. 
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III-~. COMBINING 

The purpose of the combining process is to group together acoustically 

similar secondary segments. This task is performed in two distinct passes: 

•• The first one treats the transitional segments . 

.• The second combines similar adjacen" segments. 

In general, the transitional segments are null-segments (Reddy 1967b), 

therefore, they do not contain any pertinent information, and a special 

effort is made to reduce those segments as much as possible. This is d~ne 

by extending the sustained segments onto the transitional if the parameters 

are not too different. 

In order to combine secondary segments, we determine whether or not 

two segments are similar by using the same closeness function defined in 

primary segmentation. The parameters used in the closeness indice 

computation are now the average parameters for the seconc!ary segments. As 

we are dealing with average parameters, the weights are decreased to make 

the procedure less sensitive to smaller variations. 

Ideally we would like to combine any two adjacent s.:gments which 

have similar parameters. However, it is not uncommon in speech to have 

two phonetically similar sounds adjacent to each other. Thus, one must be 

very careful in deciding whether t; .. ,, secondary segments can be. combined. 

Tl1e following heuristics are useful in making that decision . 

. If two segments are very close (say c>O) we combin~ t~em. 

Otherwise, we never combine a local maximum and a local minimum which are 

adjacent. 

If a segment is not an extremum, then it is a candidate for combining 

with an adjacent segment. By looking at the closeness value, one can 



determine whether it is closer to the preceding or the following segment. 

The two segments are then combined if the closeness value between the 

candidate and the chosen neighbor exceeds a threshold. '<nis threshold is 

independent on the duration of the segment, i.e., if the segments are long, 

we should be reluctant to combine them. 

Although it may seem easy to determine extrema in a given speech 

utterance, we found it a non-trivial problem because of the high accuracy 

required. This extrema detection procedure is used at several levels of 

the segmentation program. Its first use was described in the preceding 

section: secondary segmentation. It is also used in the combining 

process to prevent the combination of adjacent minimal and ma~~mal segments. 

The classification procedure uses it again to label th(· vowels defined as 

local maxima of the amplitude. If this procedure is unable to detect any 

extremwn present in a given utterance, the resulting ~ound description 

will certainly be wrong. At best, a vowel will be classified as consonant, 

but if the average parameters of this vowel are close to those of an 

adjacent segment, both will be combined and the segmentation will be 

totally erroneous. For example in the word "accumulate" (Figure III-8) 

the two vowels /u/ and the consonant /m/ have the same average amplitude 

and aUnost the same average parameters. Therefore if the first /u/ is 

not found to be a local maximum, the /m/ is not identified as a local 

minimum and the two phonemes are combined. The problem is further 

complicated by the fact that the extrema detection procedure should detect 

only the relevant extrema, i.e., be insensitive to the intra-phoneme 

variation of amplitude. 

For the purpose of this procedure, let us define Ai, ''amplitude" of 
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Figure III-8, se,..nt&tion error in 
"ACCUMUlATE". / u/ and /m/ are cCDbined 
together to form one 1egment • 

Figure III-9. Cla1aification error 
in ''DIRECTIVE". The first / i/ hae not 
been marked as a 1ignif icant max :!miD 

and has b~en classified CONST • 

Figure III-10. Classification error 
in "ACCUMUlATE". The second /u/ has 
been cl&aeified CONST , 
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the ith segment as: 

0 ,S Ali ,S 63 

0 .:S A2i .:S 63 DURi in milliseconds 

0 ,S A3i .:S 63 

Ali, A2 1 , A; 1 being the three average amplitude parameters for the ith 

segment and DURi Us duration. Let fAi} be the set of all the Ai 's for 

the speech utterance. The jth segment will b~ a local extremum if and 

only if Aj is a significant ~xtremum of the set (Ai}· A significant 

extremum is defined by the following heuristics: 

-Aj is significant maximum of fAil if Aj-l + 10 .:S Aj ~ Aj+l + 10 

-Aj is significant minimum of (Ai} if Aj-l- 10 ~ Aj ,SAj+l- 10 

-If we have a "plateau" where the extremum is spread ove,r several 

segments, the segment of longest duration will be the signifiQ!nt extremum. 

-At the beginning and end of the speech utterance, where the sound is, 

in genentl, limited by silence, we will only look for local maxima.-

This significant extremum definition was~d to be effective in almost 

all the speech utterances we segmented. However, if the local extremum is 

very mild, or does not exist, the procedure may fail to detect it. The 

Figures 111-9 and 111-10 show such occasional err~rs. 

The combining process consists of detecting and marking the local 

minima and maxima. Then the closeness indices between adjacent segments 

are computed. If two adjacent segments are found to be "close", they are 

combined into one segment. The average parameters and the closeness indices 

with the preceding and following segments are recom?uted. This process is 

repeated until none of the adjacent se8JIIents are "close11
• Figure III-11 

70 



Figure III-11. Segments after 
combining process 

Figure III-12, Result of the 
degmentation procedure 

Figure 1:1-13. Classification of 
segments into ph~neme groups 
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shows a display of the segmented sound after the combining process. ~t 

this point two small segment~ are added at the beginning and the end of the 

utterance, in order to characterize the silences limiting the sound. They 

may be irrelevant if the message starts with a vowel, but in some cases, 

they represent the only chance of solving ambiguities, For example, 

the initial segment is the only difference between the acoustical forms 

of the two words: "core" and "four". In general, the preceding prO<'esses 

have deleted those segments as being noisy and it is necessary to add 

them now that the message boundaries are precisely known. 
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JII-5. CLASSIFICATION INTO PHONEME GROUPS 

The segmentation procedure consists of prUDary segmentation, 

secondary segme~tation and combining. This section describes a method of 

assigning linguistic labels to the segments. The sustained segments are 

classified as belong:!ng to a phoneme group such as fricative, vowel, stop, 

nasal or burst. These phoneme groups are similar to the conventional 

linguistic grouping of phonem~s, but without the requirement that the 

groups be mutually exclusive. The rationale for the choice of such 

grouping, and a classification proced..tre are given by Reddy ( l967a). The 

procedure used in the present system is simpler and oriented more towards 

word recognition than phoneme recognition. Since each segment is re­

presented by its label as well as the average parameters computed during 

thP segmentation, we do not need a precise phoneme recogniz~r. Another 

difference with Reddy's procedure is that we do not detect the null 

segment, i.e., segments re~res•mti.ng a phoneme boul:ldary which cannot be 

associated with any ling\·ist:ic phoneme. They are labeled according to 

thtir parameter values. 

If a segment is noiselike, then it is labeled FRICS. Otherwise, 

if the segment is a local ma.ximum of amplitude and satisfies some specific 

tests, tnen it is labeled VOWEL. Otherwise, it is labeled STOP, NASAL or 

CONSONANT depending on the average parameters of the segment. 

A detailed flowchart of the class~fication procedure is presented 

on Figure III-14. Since we hav~ attempted to make this flowchart 

meaningful, certain tests of seco~.dary nature have been left out so as to 

avoid cluttering up the drawing with details. Since a flowchart is self­

explanatory, individual tests will not be described, only the vowel 
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subclassification procedure will be further described. 

In the following chapter (the EARS system), we shall discuss 

several heuristics which reduce the candi,Jate space of the lexicon search 

process. The conceptual ideas behind all of these is that rough features 

extracted from the incoming message and the stored candirlates can be used 

to discard from the list of candidates all those with drastically different 

rough characteristics. The vowel categories, as intended in this and the 

following chapters are such rough features. The vowel segments are sub-

classified into nine subcategorits with respect to their z~ro-crossing 

parameters: Zl and Z2. As shown on Figure III-15, the plane (Zl, Z2) 

is divided into 9 regions bounded by straight lines. Each of these 

regions defines a vowel subclass. 
Z2 

i•aso "•i 27 

(500 Ht) 18 

3 

2. 

i 

6 
(300 ljt) 

6 ~ 

5 e 

4 7 

Figure III-15. Vowel Subclassification 

li 

Although the phonemes labeled during the primary classification 

(i.e., FRICS, VOWEL, NASAL, CONST, STOP) are similar to the conventional 

linguist:!_c phonemes, the seglllcnts labeled Bli~T do not present the 
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characteristics of conventional BURST (i.e., short fricative segment 

generally found after a STOP se~ent and characterizing a plosive: 

p, t ox k). In our case, a segment is labeled BURST if it presents some 

of the characteristics of a FRICS but not all of them (i.e., the se~ent 

is too short, or the power of the first formant is too hi~h, etc ••• ). 

In the following chapter, we shall describe a lexicon sea1:ch procedure 

based on the number of vowels and the number of FRICS segments of the 

utterance representation. In order to increase the cha"'ces of finding 

the correct answer, two levels of search are performed when attempting to 

recognize a given utterance. The first level st-.l<·cJ,. the candidates 

with the same representation (BURST not being considered as FRICS). If 

no candidate matching the incoming utterance is found duri<lg this first 

pass, the second level of search, in attempting to find a satisfactory 

match, replaces these BURST labels by FRICS, along with som~ other label 

modifications on the fricative segments and the vowels. 

Despite the relative simplicity of this classification algorithm, 

we obtained satisfactory results since we charact~~ized the segments by 

thf:ir average parameters when precise information W<ts needed. It is 

indeed possible to subdivide the~ into smaller groups. However, 

the tendency towards erroneous grouping seems to increase in proport io!l 

of the number of groups. 
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III-6 REPRESENTATION OF THE UTTERANCE THE FEATURE MATRIX 

The results of the previous processes are summarized in an array 

that we called the feature matrix. This feature matrix which is used 

for all the storing, retrieving and matching processes forms the internal 

representation of the speech utterance. 

The first row whidt is utlltzed for a fast retrieval of t:1e possible 

candidates and for the reduction of the candidate space contains general 

Information on the utterance, namely: 

-The number of the vowels. 

-The number of· nvoiced Fricatives. 

-The numbc1 '. ·,ows (number of segments +1). 

-Pointers t0 the segments representing the v.)wels. 

-A rough image of the m~ssage which gives the relative position 

of vowels and S's (i.e.,~ vowel is represented by the octal number 1, 

.1 FRICS by the octal number 2). 

Each subsequent row which represents a segment using label, duration 

an:! average parameters, is ut1lized in similarity computation, 

Examples of such feature matr1ces for two lltterances of the sound 

"JOH:l HAS A BOOK" are shown on Figure II I -16. 
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l II -7 , RESULTS AND CONCLUSIONS 

We illustrate the segmentat1on achieved by a number of pictures 

(Figures 111-17 to 111-23) and some timing information performed on a wide 

variety of speech utt~rances with the latest version cf the program. 

'!'he figures are dir~'t photoer.::phs of the CRT display .'Jttached to 

the computer and were obtained with the early program (software preprocessor). 

Today, 1t would be impossible to obtain such displays, since the original 

wave is no longer read into the computer. Each figure has a title, usually 

of the uttered sentence, the envelope of the entire utterance (on the first 

line), and the speech waveform (on the lines 2 - 4). The speecn waveform 

ts displayed on three lines, the third line being the continuation of the 

second lnd the fourth being the continuation of the third. The captions 

underneath each line indicate the segmentation obtained. Each segment 

begins with the first character of the Laption and ends with the first 

character of the next captic·n. If the segment 1s a sustained segment, 

then the caption indicates the phoneme group to which lt might belong. 

The beginning of a transit1onal segment is iniicated by a single character 

'T'. 

Figures 111-17 through 111-22 shaw that the speech wave is segmented 

into parts approximately correspon.ling to phonemes. They also indicate 

the places where a segment at ion scheme based primarily on the acoustic 

information can be expected to differ from an idealized phonemic 

segmentation. 

-A sinF;le phoneme might be divided into two segments 

This is espectally true at the beginn1ng and ending of the sound (see 

Figures III-20 and 111-22). 
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Figure Itl-19, se.-entation of the Sound 

"LOVE TRIUMPHS" 
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~ccasionally two phon~es which are acoustically 

similar might be grouped into one segment. For example /r/ and /i/ in 

TRIUMPHS (Figure 111-19). 

-Phoneme group classification may not agree with 

conventional grouping, e.g., the syllable /1/ :i.u JUNGLE (Figure III-20) 

is best classified as a VOWEL,and /1/ and /1/ of PLEASF. (Figure 111-18) 

have opposite classification from what we would expect. These are primarily 

questions of .classification and not segmentation, the reader is referred 

to Reddy (1967a) for further discussions. 

The program has been tested mainly using male speakers in the 

noisy environment of the machine room. Good segmentation has been obtained 

for few utterances by female speakers. Figure 111-23 shows the segmentation 

of a sequence of notes using a Fluegel Horn. Although it is meaningless 

to assign phonemic labels to musical sounds, the figure illustrates the 

segmentation achieved. This segmentation procedure has Deen used for 

several months as a basic tool for sound analysis, thus processing several 

thousands of speech utterances. The few errors that occ~r are usually 

due to speaker sloppiness or due to poor respor:lse characteristics of the 

microphone. Some of these errors could be eliminated, if desired, by 

tuning the program for a given speaker and microphone combination. As a 

general purpose procedure was desired (not limited to a few people or 

specific equipment) this tuning has been performed. 

To close this chapter, let us now give some timing results 

performed with the latest version of the program (hardware preprocessor). 

Figure 111-24 represents the results of a series of tests performed by the 

author speaking directly into the computer. The utterance durations varied 
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from 400 ms (YES) to 3.5 seconds (PICK UP EVERY MEDIUM BLOCK STARTING AT 

THE BOTTOM RIGHT CORNER). By looking at the Figure, one can see that the 

segmentation is done in near-to-real-time (exactly 1.5 times real time). 

If we recall that this program is coded in FORTRAN IV, and therefore can 

probably be speeded up by at least a fGctor of 2 if we translate it in 

machine language, the segmentation can be performed in less t~an real 

time. This realization leads to the possibility of a real time segmentation 

procedure to be executed while a speaker is talking. Such a procedures was 

in fact programmed and is described in Chapter VI of the present dissertation. 

84 



IV-1. INTRODUCTION 

Chapter IV 

RECOGNITION OF WORDS 

In this chapter, we will discuss the recognition of words (or phrases 

treated as a whole) which might be isolated or which might be part of a 

longer utterance. Such a system is of interest because description of 

cornectcd speech utterances in terms of the words contained in them can be 

performed only if the system is capable of recognizing their elementary 

parts. In the following chapters, ue shall show how the word recognition 

system is used in the decoding 0£ connected speech utterances of limited 

languages. That is, the system is utilized to identiiy the terminal 

symbols of sentences of languages defined by two specific granunars. 

The main problem to be solved in a message recognition system is the 

gen•.>ration of a sufficiently compact representation of the messages so 

that retrieval and comparison of utterances can be performed with minimal 

effort. Representations of speech by digitized wavefor.m or by spectral 

data are hiu..!ly sui table for either of the above f•Jnctions, In ChaT"cers 

11 and III, we have seen how a sequence of transformations (i .. e., pre­

~rocessing, segmentation, and sound classification) reduces the raw data 

into a sequence of labeled segments characterized by average parameters. 

This condensed representation which adequately represents an utterance by 

a small number of r~·levant parameters, was found accurate enough to allow 

the recognition of mes,a!'es by similarity computation. 

The problem of storage and data representation within a lexicon 

requires the consideration oi the following factors: 

-1. Given the structure of the message that we wish to recognize, it 
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should be possible to associatively look up the lexicon to determine the 

appropriate list of candidates. 

-2. The data structure should provide appropriate linkages between 

different acoustic descriptions of the same message, although these 

acoustic descriptions may have been entered in the system at different 

times. 

-~. The data representation should be sufficiently compact so that 

at least a thousand word voca~ulary can be conveniently handled on presently 

existing conventional computer systems. 
I 

The data structure presented in this (/hapter attP.mpts to satisfy 

these requirements. 

Before one can effectively recognize any message of a given language, 

one has to generate a lexicon of words and their acoustic descriptions 

which may be used for comparison purposes. Such generation may be 

automatic when the problems associated with sound synthesis from a phoneme 

string are solved. However, present attempts at synthesis of speech are 

inadequate for use in an effective speech recognition system. The other 

possibility is to let the computer generate its own descriptions based 

on actual human speech. In this work we use the latter method to generate 

the entries in the lexicon, i.e., we train the system with examples of 

the words and messages of the language uttered by different speakers. This 

permits us to essentially postpone solving the problems of speaker 

variability and the problems associated with the effect of context on the 

acoustic characteristics of a given phoneme. 

Another problem to be solved is the minimization of computation so 

that recognition may be ••chieved in close to real-time, For this we need 
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effective and efficient heuristics tc perform the following functions: 

-1. Selection of the probable candidates. 

-2. Segment synchronization. 

-~ M~ssage similarity determination. 

Sel~ction of probable candidates takes the form of a series of 

procedures capable of e::tract1ng from a large lexicon a small list of 

highl} probable candidates. The candidates are initially selected on the 

basis of the structure of the incoming message. Several heuristics acting 

on rough f~atures of the utterances are then used to further reduce this 

list, and to orcter it so that the most probable responses are considered 

first. The rough featurts which were f"und useful in thi.5 candidate 

space reduction problem depend on vowel spectral characteristics determined 

for the incoming utterance and for the candidates in the candidate list. 

The problem of segment synchronization is related to the fact that 

two utterances of the same phrase, even by the same spe3ker, may result 

in quite different acoustic descriptions. In order to evaluate the 

si~ilarity between the two utterances, one must specify ~orrespondences 

between their segments. Since vowels and unvoiced fricatives are more 

reliably detected than other segments, the synchronization procedure maps 

VOWEL for VOWEL anci FRICS for FRICS, the remaining unmapped segments between 

any two pairs of mapped segments being then link~d on the basis of 

similarity of parameters. 

Given that we have to evaluate the similarity betw.;ell two segments, 

the similarity function to be used is not unique for every segment pair. 

It has to be adaptive with respect to the type of the segments to be 

cow.pared. For example, one must use difterent weighting factors when 



comparing two fricative segments as opposed to two vowels. 

The above dLocussion illustrates the problems which have to be 

solved in the implementation of a successful word recognition system, 

namely: representation, learning, and recognition. Sections IV-2, IV-3, 

and IV-4 give the details of solutions to these problems and their 

implementation. Section 1v-:, presents a globa 1 view of the EARS system 

(Effective Analyzer and Recognizer of Speech) which is an isolated word 

recognition system. Section IV-6 exhibir~ some results obtained using 

the system. They were obta~ne~ through the processing of several word 

lists, namely: 

-1. List of 54 words from Gold (1.966) recorded by Stevens and 

Williams at Bolt, Heranek and Newman, Inc. (S/N re~tio > 35 db). 

-2. List of 54 words from Gold recorded by ten different speakers 

in a noisy environment (S/N ratio~ 15 db). 

-3. List of 70 French words and short sentences recorded by the 

a•Jtimr (S/N ratio~ 25 db). 

,,_ tisl of 5(.. 1 English w.:.;.rl» and short senter.ces recorded by 

S1~ger (S/N ratio~ 15 db~. 

For ease c [ n•auing, in the following sections, we shall designate 

by incoming message the l!less::.ge to be recognized by the procedure. 
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IV-2. ORGANIZATION OF THE LEXICON 

To satisfy the requirements mentioned in the introduction, the 

lexicon is provided with two independent list structures, namely: 

-A list structure which depends on the phonetic representation of 

the mess~ge (i.e., the number of vowels and the number of unvoiced 

fricatives). 

-A list structure which depends on the print name of the message 

(i.e., the first character and the last character of the message print­

name). 

Each "learned" message forms a block of contiguous storage which 

is linked by forward and backward pointers to the preceding and following 

eJ.ernents in each of the two independent lists. A typical sample of a 

"learned" message is shown on Figure lV-1. The block is simply formed 

by condensing the feature matrix of the message (Section III-7) and by 

appending to this packed for~ a header composed of four pointers and 

a trailer which is t~Q message print name in its ASCII form (7 bits per 

character) . 

The first row of the feature matrix, which contains the number of 

vowels, the number of S 's, the number of rows, ~·.Jinters to the vowels 

and the crude message representation is packed into the storage words 

marked (2), (j), (4) on the drawing. The subsequent matrix rows are 

packed 7 bits per parameter (i.e., two 36 bit memory words per row) and 

stored in the area marked (5). The memory word (2) also contains 

information needed hy the lexicon handler subroutines, namely: 

-An active or inactive flag. A block marked inactive will be 

deleted from the lexicon when a garbage collection will be executed and 
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its storage block returned to the available storage. 

-The toLal size of the block in memory words. 

Both quantities were found useful for the tmplementation of an efficient 

g<r···1~·e collector. 

The first element of a given list is determined by a table look-up, 

and the last eleuent is signaled by a null pointer. The initial ta~lv 

lo,)k-up in the phonetic indexing table is done on the basis of the 

nur.1ber of vowels and fricatives present in the pointed-to representations, 

namely, the index value is <Siven l)y the relation: 

8*V<MELNB + FRICSN13 

The initial table look-up in the print-name indexing table is done on the 

t.»asis of the first and last alphanumeric characters of t:w message 

(special characters and blanks are skipped during this index computation 

process). 

Since it was decided to use Fortran IV as basic language for 

codiclg the system, the lexicon handler was implemented by a series of 

small Fortran compatible machine language subroutin~8, For maximum 

flexibility, om would like most of the system to be coded in the easily 

modifiable Fortran language. However, a certa'.n degree of sophistication 

from the lf'xicon h-tndler is needed to avoid wasted computation time and 

tedious Fortran programming. 

The compromise we chose was to implerr.ent a few basic subroutines, 

t'amely: 

-1. INITIAL which initializes a lexicon free-storage, i .t!., 

resets the available storage pointer and the two 

indexing tables to zero. 



·2. INSERT 

-3. DELETE 

-4. LISCAN 

·j. LISSPN 

-6. EXPAND 

which, given the feature matrix and print-name 

of a message to be "learned", creates a block in 

the lexicon a.td thereby modifies both list structures. 

which, g~ven the storage address of a block in the 

lexicon, marks this block inactive, and modifies 

both list structures so as to isolate this block. 

which, given the feature matrix of a message to 

be recognized, returns a complete list of candidates 

with the same phonetic structure (i.e., same number 

and relative positions of vowels and fricatives, and 

vowels similar to those of the incoming message). 

which, given the written representation of a message, 

returns a list of all stored messages having the same 

print-name. 

which, given the storage address of a block in the 

lexicon, returns an unpacked feature matrix 

repr£sen:ing the stored element so that the matching 

process deals only with identically structured 

feature matrices . 

Added to this Fortran compatible package are a garbage collector 

(automatically initiated when INSERT needs more storage) and several 

second order subroutines (i.e., storage comprehensive printouts, packing 

subroutines, etc ... ). The garbage collector collects all the storage 

blocks previously deleted and restructures the lexicon in contiguous 

storage, thus updating the po:lrters in each block. Since each block is 

provided with forward and backward pointers, this task is performed in 



one pass through thH lexicon storage. When the lexicon storage area is 

fiJlcti up with active blocks and no garbage collection is possible, 

insertion requests are no longer honored; in other words, the system 

stops learning. 

To conclude this section, let us show that this storage organization 

satisfies the precited requirements: 

-The two independent list structures described insure a fast 

retrieval of previously-learned messages having a phonetic structure 

or print-name similar to that of the incoming message-. 

-The condensed form of a learned candidate block satisfies the 

last requirement. For example, an utterance like JOHN HAS A BOOK (Figure 

III-17) consists of 11 segments, and occupies thirty 36 bits words of 

memory. Therefore, 1000 such messages can be stored in a 30,000 memory 

word lexicon (on our machine the maximum possible size of the lexicon 

is 90,000 memory words). 
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IV-3. CANDFlt\1'£ LIST BUII.DING PROCESS 

In the following sections, we shall describe a candidate selection 

process which, given an utterance representation to be recognized and a 

list of possible candidates, chooses the candidate of best~atch. As 

far as we can determine, all word recognizer programs previously 

described in the literature use such a candidate selection process for 

selecting the best~atch candidate, but the process is applied to the 

entire lexicon. This method, though it has proved efficient for small 

vocabularies (say SO words) becomes very inefficient when the number of 

messages is increased to a thousand, or more. This is because the 

implementation of sophisticated candidate selection procedures is paid 

for by large amounts of time-consuming computation. We shall first 

describe how the list Qf possible candidates can be reduced to a few 

entries by a small number of re~evant tests applied to the acoustic 

structure and the vowel characteristics of the messages. 

The lexicon organization previously described provides the first 

phase in candidate space reduction. The procedure, given the initial 

list from the lexicon, acts in three stages: 

-1. Eliminatio~ of all candidates whose overall structures (i.e., 

relative positions of vowels and S's) are different than that of the 

inc taing s igna 1. 

-2. Elimination of all the candidates with drastically-different 

vowel zero-crossing characteristics. 

-3. Elimination of all the candidates having low vowel-similarity 

scores obtained by comparison to that of the incoming message. 



The initial list of candidates, consists of all representations 

having the same number of vowels and S's as the incoming message and is 

obtained di~ectly from the lexicon. However, the procedure LISCAN which 

performs this selection task, skips over the stored candidates having 

crude representations different than the incoming message one and does 

not enter them in the candidate list. This operation i2 realized by a 

direct comparison of the crude representation of e.Jch stoced c.1adi-:late 

(see wor.d (2) Figure IV-1) and the crude representation of the comLng 

message present in its feature matrix (see Figure III-lEi· 

The second stage eliminates from the candi.date list all those 

having drastically-different vowel cha~acteristics and orders the list 

so that the most similar candidates are placed fir~t. The necessary 

decisions are made on t~e basis of zero-crossing parameters for the 

vowels. In Section III-5, a procedure was described ~hich classifies 

the vowels into nine subclasses according to the values of the parameters 

Zl and Z2 (estimators of the Formant 1 and Formant 2 frequencies). 

Figure IV-2 reminds this vowel subclassification procedure. The 

proce~ure described here uses this information to modify the candidate 

list. To do so, it utilizes a table (Figure IV-3) which defines crude 

dissimilarity values between each pair of vowels c,n the basis of their 

subclass values. For example, a vowel with a subclass value of 3 and a 

vowel with a subclass value of 5 have a crude dissimilarity of 4. Each 

4t entry in the table indicates a prohibited correspondence, i.e., if a 

candidate vowel and the corresponding incoming message vowel are in 

prohibited correspondence, the candidate is eliminated from the initial 

candidate list. 
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Z2 

3 6 9 

(1350Hz) 27 

2 5 8 
C 900Hz) 18 

1 4 7 

-
6 9 

Z1 

(300Hz) (450Hz) 

Figure IV-2. Vowel Subclasses • 

1 2 3 4 5 6 7 8 9 

1 , 2 5 3 4 5 • • • 
2 2 1 2 4 3 4 • • • 
3 5 2 1 s 4 3 • • • 
4 3 4 5 1 2 5 3 4 5 

5 4 3 4 2 , 2 ... 3 4 

6 5 4 3 5 2 1 5 4 3 

7 • • • 3 4 5 1 2 5 

8 • • • 4 3 A 2 1 2 

·-
9 • • • 5 4 3 5 2 1 

Fisure rv-3. Table defining a rough diattmilarity b~tween vowels • 



The procedure simply looks up in the table the dissimilarity values 

for all the incoming message vowel~ and the vowels of the corresponding 

candidate. If a prohibited correspondence is detected, the candidate 

is eliminated. If this does not happen, the dissimilarity values 1re 

added and form an overall dissimilarity value characterizing the 

candidate. This process is repeated for all the candidate~ ia the 

candidate list and the list is reordered by increasing order of 

dissimilarity values. 

For reasons of efficiency, the third attempt at the reduction of 

the candidate space is implemented as part of the segment synchronization 

procedure. It is described in detail in subsection IV-4 -2. Basically, 

the procedure computes a similarity score between the vowels of the 

iucoming message and the vowels of each candidate in the list, using 

the segment-similarity evaluation function which is described in the 

following sections. If this score is below a threshold, the entry is 

eliminated from the candidate list. 

The three stages of reduction of the candidate space described 

above, have different strengths depending on the incoming message and 

on the learned vocabulary. The first stage, while very effective when 

the message contc:ins several vowels and S:1s, is useless when the message 

contains no fricative. The second stage is not very effective, from 

the standpoint of candidate space reduction (on the average only 20 

percent of the candidates are eliminated). However, the simplicity of 

the algorithm and the fact that it orders the candidate list by 

decreasing similarity makes it effective in reducing the average computer 

time needed to recognize an utterance. The third stage is extremely 



effective and eliminates an average of 60 percent of the selected 

candidates. 

If the candidate list becomes empty at any step, the procedure 

retu:·n·1 a failure. 



IV-4. CANDIDATE SELECTION PROCESS 

The previous sections have described how a small list of 

acceptable candidates can be obtained from a large, carefully organized 

lexicon by efficient heuristic procedures. This section discusses how 

a unique identification of an incoming message can be derived from this 

list of acceptable candidates by similarity computation. 

Several problems which have not been clearly explored in the 

previously mentioned literature have to be solved before one can 

implement an efficient selection procedure based on similarity computation: 

-1. Given two 1;'tc~rances to be matched, one has to dE'cermine 

correspondences between the elements of the two utterance representations. 

Of course, segment synchronization is not a pr0blem if the vocabulary 

merely consists of short monosyllabic or dissyllabic words, such as the 

ten digits used for ~any previous experiments in speech recognition. On 

the other hand, if a system capable of efficiently recognizing utterances 

containing several syllables is desired, it becomes crucial to att~mpt 

to solve this problem. The strategy we use employs a ''similarity 

evaluation function" to link segments pr:>duced and classified by 

previous stages in the recognition process. 

-2. Given two utterances to be matched and correspondences 

between their components, one ha~ to determine a similarity measure to 

evaluat•~ tht; closeness between the correspc•nding elements . 

• ,, Since the lexicon ia organized on the basis of the number of 

vowel actd fricative segments, a classifi~atf.on error in the incoming 

utterance results in an erroneous list of posE.ible candidates (i.e., 

the "correct" utterance is not included) and consequently in a failure 
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of theo recognition process. To attain good recognition, one has to 

attempt to recover from such a situation. The procedure we have 

implemented checks the incoming message represP.ntation to detect border­

line cases o( VO',/els and unvoiced fricatives, modifies the incoming me~sage 

representation with respect to these borderline cases and initiates neo;.· 

searches of the lexicon. 

The present section, which is the most important of the chapter, 

is divided into four subsections: 

-1. Ove~all description of the candidate selection prucess. 

-2. Segment synchronization procedure. 

-;. Similarity evaluation procedure. 

-4. Error recovery procedure. 

IV-4-1. Overall description of the candidate selectiun process 

A detailed flowchart of the candidate selection process is shown 

on Figure IV-4. The procedure BUILDLIST searches the ltxicon, and 

computes a "similarity" between the incoming message and all the e11tries 

i~ the acceptable candidate list. This similarity computation is 

performed first by calling the segment synchronization procedure which 

creates linkages between the segments of the two representations to be 

matched and then by av~raging the similarity values obtained for each 

pair of linked segments. The results of this computation are stored 

for the selection process which chooses the best-match candidate. If 

one of the candidates obtains a score greater t.han or equal to 95 percent, 

the process immediately stops ar.J returns the candidate print-name 

(excell~nt-match-candidate heuristic). Since the initial list of 

candidates is o,:Jered on the basis of the similarity of vowel parameters 
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Figure IV-4. Flowchart of the Candidate Selection Process • 
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(i.e., vowel subtla~ses, Section IV-3), this high score, if it occurs at 

all, is likely to happen early in the search, thus saving a large amount 

of computation time. As the ~rocess continues, modifications of the 

initial candidate list take place: each ttme a quite good similarity 

score is obtained (~~), the list is rearranged so as to place next-in-

order all entries having the same print-name. In doing so, we assume 

that if a cane idate obtains a score of ~, it h likely that one of the 

candidates having the same print-name will obtain 95~ or more. 

In normal message identification, this procedure is called each 

time a new representation of the utterance is built. The initial 

representation is, of course, the representation determined through the 

segmentation process. However, since the error recovery procedure changes 

the original represe~tation of the utterance, new calls of this BUILDLIST 

procedure might be necessary to investigat~ other parts of the lexicon. 

The sele•;ting process, which iB utilized when no candidate with 

a very high similarity score is found, is u simple algorithm acting on 

the scores stored by the matching process. Each candidate left in the 

candidaLt: .if1t at this point, is characterized by three scores: 

-1. Similarity scor~ for vowels. 

_, 
< • Similarity score for non-vowels. 

-3. Overall similarity score. 

On the basis of these three numerical values, the selecting process 

chooses th11 •est-match candidate. 'the first decision is made on the basis 

of the ever ... 1 similarity scores. If the overall scores of several 

candid~lts ere close, a second decision is made based on the vowel 

scores. It .,everal candidates are still left after this second stage, 
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the algorithm considers the non-vowel scores. If there is more than one 

candidate still present in the set of possible responses, the candidate 

with the best overall score ;s finally chosen. Of course, the process 

terminates at any stage when the number of considered candidates reduces 

to 1. The print-name of the chosen candidate is returned as the recognition 

response, provided it satisfies the acceptabilit} criterion (overall score 

~~~4,). 

IV-4-2. Segment synchronization procedur~ 

A detailed flowchart of the segment ~ .. yn·:hronizat ion p Jcedure is 

given on Figure IV-5. Moreover, the process is i llustratt!d by a set of 

CRT pho~ographs which shows its di:fere : stages (Figure IV·,; and Figures 

IV-12 to IV-16). 

Since unvoiced fricative segments •nd vowel<~ can usually be more 

reliahl. detected than other phoneme cla1.ses, the synchro~iz:ation 

procedure first maps vowel to vowel and fricative to fricative. H.J'·'~·ver, 

it is no~ uncommon that if the vowel is preceded or ."ollow9d by a high 

consonant sound like /r/ or /1!, this consonant is incorn.ctly classified 

VOWEL, thus creating a misl!nkage at this early state of the mapping. 

The same mislinkage may occur if the vowel is a diphthong, in which case, 

either part of it can be classitied VOWEL. To correct this defect, a 

procedure redefines the links on the basis of similarity of parameters 

between the linked vowel segments and the consonant segments adjacent to 

them. The similarity of parameters Letween segments is defined by the 

similarity funct; _ _,u wi.,;.;:~. i:. :!<>scribed in the following subsection. 

FLgure IV-6 illustrates this vowel mapping correction procedure. The 

messages to be matched are two different utterances of: A QUEEN OF THE 
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JUNGLE. The first photograph presents the status of the capping links 

just before the correcting procedure. As one can easlly see, the second 

li•,k, which is built on the basis of the segment labels, is incorrect. It 

corr•·!.ip• ds to the diphthong Jwi/; in one utterance /w/ toas labeled 

VCIIEL, in the other /i / . The second photograph shows th«! status of the 

mapping links after the correcting process. On the basis of similarity 

of parameters, the Se<'.ond link has been modified, and is now correct. A 

crude evaluation of the overall contribution of t~is heuristic to the 

quality of the recognition will be given in the section IV-7. 

The mapping procedure continues by computing a similarity score 

between all the now correctly mapped vowels. If the obtained score is 

below a certair threshold (i.e., score <0), the candidat·~ is eliminated 

from the candidate list. This is the third c 0111putat ion-time saving 

candidate space reduction procedure previously mentioned (Section lV-3) 

The program proceeds by mapping the segments between any two pairs 

cf mapped segments on the basis of parameter similarity as shown on the 

now" hart. This process is recursively repeated until the procram 

cannGt ~ffect any more mapping. The few remaining unmapped segments are 

then candidates for combining with their preceding or following segments. 

Since these second-order combinations are in general degrading both 

represencations to be matched, one must be very careful when applying 

them. The c.losener.s index between segments is computed using the 

closenesz function defined in tr.e segmentation procedure (Section 111-2). 

Ott the bas~s of the closeness values between the unmapped segment and its 

adjacent segments, the closer one is chosen; if the closeness value between 

the unmapped segment and the chosen segment is high enough, then a 
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combination occurs. These combinations are don!;! one at a time au:! in a 

para lle 1 manner on both representa::ions; that is, each rep~·es.entat ion is 

alternatively considered. Each time a combinatiQn occurs, the mapping 

process is reentered in an attempt to map the segment result of the 

combining. This mapping - combining pr~cess is recursively repeated 

until no more combining or mapping can be performed. The overall 

similarity evaluation procedure is then executed. 

IV-4-3 Similarity evaluation procedure 

The sbnilarity evaluation procedure computes several similarity 

scores on the two representations to Le compared, namely: 

-Towel similarity score. 

-f.c•: ·vowel s:Unilarity score. 

-Overall similarity score. 

The overall s:Unilarity score i:.. computed from the two preceding 

scores, weighted by the r~:lative dur tion of vowels and non-vowels in the 

two utterance representations. Like~ise, the contribution of each segment 

to the corresponding score is proportional to its duration. To achieve 

this task, the similar1ty evaluation procedure utilizes an elementary 

similarity function which C.<.llculates the simila·:ity between a pair of 

segments, ont:! belonging to the incomin:~ mes~oage representation, and the 

other to the stored candidate represencation. This function is also used 

by the mapping procE:ss of the segment S'" chronization procedure in 

deciding which segments have to be li.nked between any two pairs of 

already linked segments. As in the segmentation procedure, in which we 

had to define a comparable closeness function, "' simple-minded metric 

pT'oves to be unsatisfacto::-y. The rert 1irements of this new similarity 
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function are the same as those of the se~entation closeness function. 

Therefore, since the basic closeness function k ~ has given 

satisfactory results in ~efining the closeness \fY' 
between adjacent segments 

of the same utterance, we decided to use it here. Moreover, this similarity 

function has a supplem~ntary requirement: It cannot De unique for a 11 the 

pairs of linked segments. Since ~he se~~nts to be compared have different 

characteristics, this similarity evaluation_function has to be adaptive 

with respect to the type of segments to be matched. For example, one 

must use different weights wh~n comparing two vowels in which the a~mplitude 

parameters, Z l and Z2 I est:l.mates a formant 1 and formant 2 frequencies) 

are the important fac~"rs, as opposed to the r :tt(hinf of two fricatives 

in which A3 and Z) (escimates for formant 3) :•re the important factors. 

The Wl!ights were so chosen that the vahl•\ of th~ segment similarity 

procedure is between -1000 and 100. An .q,~ JJ equivale11t Lo this sj.milarity 

evaluation pr~cedure is given (Algorithm 4) The various weights present 

in the procedure were heuristically Jete~nined through the consi~eration 

of a large set of specific examples. 

IV-4 -4 Error recovery procedure 

Since the search of the lexico:t is e:-:ecuted on the basis of the 

number of vowels and number of fricative se:c;m•~nts (FRICS), a 

classification error, at an earlier stage, would have cause,J an incorrect 

lexicon search. In order to correct: t.hls defect, we implemented an error 

recovery procedure. This procedure takes the form of a 3eries of 

secondary searches which an• only initiated if no satisfact ry candidate 

is found during the primary ipeerh. To do so, the i.ncomirt, -nessage 

representation is examined for borderline cases of vowel~ (a sonorant 
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INTEGER PROCEDURE SIMILAREVALCS~C~1t,SEGNB2)1 
INTEGER SEGNBl,SE~NB21 

COMMENT 

COMMENT 

COMM[~jT 

THIS ~ROCEDURE EVALUATES THE SIMILARITY BETWEEN THE TWO 
SEGMENTS: 
StCNBl BEL0NCI~G TO THE COMING MESS~CE REPRESENTATION AND 
SECN~2 BELONGI~G TO THE STORED CA~DIDATE REPRESENTATIO~ 1 

eEGIN 
INTEGER PRO~EDURE SCORECPARAMt,PARAM2oWEICHT,INFLIH,RATIOLIHll 

INTEGER PARAM1,PARAM2,1NFLIMI 
REAL WfiGHT,RATIOLIHl 

THIS PROCEDURE EVALUATES T~E SIMILARITY BE~WEEN THE TWO NUMBERS 
PARAHl ANO PARAH?, THE WEIGHTI~C rACTORS AND THE LIMITS ~RE 
DEFINED BY WEIGHT,qATIOL!M AND INfLIM I 

eEGlN INTEGER TEHP1,T~HP2,QIFF1 
R[AL RATIO: 

Tt.MPt : : ~ I r PA~AM1 > lt<F L I I' TH[N PARAMl 
ELSE INF'LIH 

Tt:,HP2 :: = l F PARAH2 > INF'L:M TH[N f'ARAH2 
t.U;E I NF Ll P1 

DIF'F ::: !A8S(TEMP1-TEHP2l ; 
IF" DIF"F 5 INFLIM THEN SCORE ::: 1~~ 

HSE 
BEGIN ~ATIO ::: WEIGHT•D!FF/SORTCTEHP1•TEHP21 

!F RATIO > ~ATIOLIH THE~ SCCRE I:~ ·2~~ 
ELSE 

BEGIN SCOR~ ::: 1lA.0•11.~·RATIOl I 
If sccqE > 11'!0 THEN SCORE :I= 1118 
IF SCOQE < -23~ "HEN SrORE ::• •280 I 

El'lO 
END 

END SCOHE l 

IN 7HE FDLLOWI~G l ES, T- ~OMING •E.~ ~- ?A~lME'~RS •~' 
Cf1AR\CTERii!EO ~y A 'iuBSC~ .. , .. 1 <: .r. -· ., .. '~J, "UR1) 
THE STORED CANn I DA1< f'AP.•"! ~~ RS 8' iUt1SCR!P; ;, 
<I.E, AJ2,TY"E~l , ~INCE EAC• SEC~, ' IS CHARACrt:•·inO BY 
8 PARAH[TlRS, THE PRDCEUURE ~EALS ~ 16 PARA~Efl~~ 

LABELS ~.;l ,QN51DlH(D SEC.t1EIHS 

l'l DEFIN·:S A 
1 
2 
3 
4 
5 
6•14 " 

TPA:IISITION 
cu'JS'T 
NtSAL. 
STOP 
BL'RS T 
H ICS 
\'11\!EL 1 9 SUf:lCl.ASSES 

Algc•rith1c. 4. Similarity f ·.·aluation Procedure 



COMMENT 

0UR1oDUR2 SEGMENT DURATIONS 
·~1,A1~ 

A21,A2~ AVERAGE AMPLITUDES FOR THE T~~E~ FRlQUENCY 

A31,AJ2 
BANOS ' 

l11ol12 
~21,~22 ~VERAGE lERO·CROSSINGS FOR T~E THREE FREQUENCY 

~31,!32 
BANDS ' 

IN THIS PROCEOUR[, WE ASSUME THAT THESE PARAMETERS ARE DEFINED 

AS GLOBAL PA~IHErEAS ( ARRAYS ) IN THE MAIN PROGRAM , 

THE SWITCH Q[rHAT 1 WHICH IS DESCR18[0 NEKT MAKES THE fUNCTION 

ADAPTIVE WITH RESPECT TO THE SEr.MENf LABELS 1 

LABEL CONSTCONST,CONSTNASAL 1 CONSTSTDP,CONSTBURST 1 PROHIBITED, 

N\f.l~C~NST,NASALNASAL,NASALS
TOP,NASA~BUAST,NASALVDWEL, 

~TO~CONST,STOPNASAL,STOPSTOP
,STOPBURSToSTOPFRICS, 

RURSTCONST 1 BURSTNASAL 1 dURSTSTOP,BU~STBURST 1 8URSTFR!CS, 

FRICSSTOP,FRICSBURST,FRICSFRICS,CONSTVOWEL,8URSTVOWEL, 

VO~t~cnNST,VDWELNASAL,VOWELeU
RST,VOWELVOWEL , 

FlNS!H!LAREVAL 1 SON0RANTSONORANT I 

SWITCH OECMAT 1:s 
CONSTCONST 1 CONSTNASAL 1 CON5TSTOP,CONSTBURST 1 PR0Hl6'lEO• 

CCN5T¥0WEL 1 NASALCONST,NASALNASALoNASALSTOP 1 NASALBURST, 

PROHJBIT~O,NASALyOWEL,STOPCO
NST,STOPNASALoSTOPSTOP, 

STOPBUAST,STDPFRICS,PROHIBITEO,BURSTCONST,SUASTNASAL, 

BURSTSTOP,BURSTBURST,BURSTFRICS,BURSTVDWEL 1 PROH!BlTEC, 

PROHI81TEO,FAICSSTOP,FRICSguRST,FAICSFRlCS,PRDH!BlTEC, 

VDWELCON5T 1 VOWELNASAL,PROhlB!TEO,VDWELBURST,PROHIBITEO, 

VDWtLVnWEL I 

INTEGER LIMlT,!NFLlH1,!NfLIM21 
REAL ~tiG~T1,WElGHT2,RATlOLIM1oRA

TIOLIM2,FACT; 

STA~fiNG POINT j; THE PROCEDURE 
lNIT.4L SWITCHING 

CO TO DECMAT :~•MIN(6 1 HAX(1,TYPE1CSECNB1l)l+ 

MINt6,M4Xt1,TYPE2CSEGNB2lll•7l I 

STOPSTOP:STOPBURSTIBURSTSTOP: 
SIHILAHEVALII•SCU~£(DUR1CSEGN

B1J,CUR2[SEGN82l,1,625,2o1.5)
 

+SCOREIA11CSEGN9ll 1 A12CSECNB2],1,625 1 4,1,5J 

+SCORElA21[5~CNd1) 1 A22CSEGN82],1,625 1 4 1 1,51 I 

~lgorithm 4 (continued), Similarity Evaluation Procedure 
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IF F"URMANT3 nLtT~~E <AVERAGE AMPLITUDE I~ THE T~IRD 

FREQUENCY BA''·l IS -)0 SMALL, THE CORR€'iPONOING 1(R0-CROSSING 

IS EHRATIC AND CONSE1UE~TLY MUST NOT Sf TAKEN AS ONE OF THE 

FACTORS OlF!NI~G THE SI~ILAR!TY fETWEEN THE TWO S~GMENTS 1 

IF AllCSE~ d1l•~32[Sl~Nb?) ~ 6 MEN 

Bl. N SIMILAR~VAL ::• lMILA~EVAL/3 I 

GO TG ri'IIS!"'IL•H IAL 

ELSE 
SIMILAREyAL::=<S!MILAREvAL+ 
SCORE<~J1CSEGNB1jol32[SE~NB2

]o0,~25,4,1,5lll4 I 

GO TO FINSIMI~ARE~A 

END . 

dURS1BURST·F~!CSSTO~:ITQPF
RICS: 

SI:IILARl\IAL ::: 
MAX(4r,CSCORE<UUR1C5EG~Blj,G

UR2t5EGN82),~,25,2,1,5) 

•MAxc2~,<SCORl<ill[SEG~h1),
21,CSEC~62l•0,~25,2,1,5>) 

• SCORE<A11[SEGNBl),A12(S~C~B2
l,~.~25,2,1,5) 

+ ~CORF(i31[5EGNa1]12,l3?[SE
GNB2)/2,~,625,4,1,5l 

+ SCORF(A31(S£C.N81),A3?(SEGN82],0,625,2,1,5))/5)1 

GO TO FINSIMILAREJAL I 

PROHIBITED: 

S!MI~AREVAL ::: ·1000 : 

GO TO r!NSIM!LAREVAL l 

FRIC~BURST:BURS~FRICS:>RIC
SFR!cS: 

SI~ILAR[V~c ::= SCORECDUA1(SFGNBtl,~UR2[SEGN82l,P,6
25,2,1,5)1 

IF SIMILAREVAL <50 THEN Ll~ ::: 2e 
ELSE L I~ : :: 70 : 

SJM!LAREYA. ::: MU[L!M,(SIMILARtVAL 

•2•SCO~E(c31CSE'G~~1"/2,Z32
(SEGN~2JIZ,~,625,~ ~.9) 

•SCORE<A1l(Sf~~' · l.~12[SEGN82J,~,625,.,4,0] 

+SCOR~<A31l~EG~~.,/?,A32(5E
GNd2]1~.0 625,2 1 4,~) 1 /5) 

GO TU F[~S!MILAREVAL I 

IF THE AMP~IT~~ES All A~D A12 ARE VERY DISSIMILAR, THl TWO 

MATCHED SEGMENTS SHOULG GET A LOw SI~!LAR!Tv SCORE, EVENTHOU~H 

T~E OTHER PARA~ETERS ARl CLOSE , 

~ASAL AND STOP SEGMENTS PRES£NT THESE CHA~ACTERISTICS WHEN 

MATCHED, [,[, nNLY THE PARAMETER Al IS ~IFFERENT : 

STO~~ASAL:STUPCONST:CONSTSTOP:
NASALSTOP: 

SIMILAREVAL ::: SCOREtA11tSEGNB1l,A12(SEGN82) 1 0,625,1B,2.i, I 

IF" SIM[LAREVAL < 0 TM[N cO TO FINSI~ILAR[VAL 

ELSE Go To STQPSTOP I 

Algorithm 4 continued). Similarity Evaluation Proc<dure 
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COMMENT 
Ir A11 AND A12 ARE VERY OISSIMI~AR THE SIMI~ARITY SCORE SHOU~O 

BE ~OW, INDEPENDENTLY OF THE OTHER PARAMETERS , 
IF THEY ARE AT THE SAME LEV£~, THEN IF THEY ARE SMALL 
THEN THE COMBINATION IS LIKELY TO BE A BURST•BURST TYPE 
If THE AHPLITUrE PARAMETERS ARE HIGH THEN IT IS A CONST·CONST 1 

CONSTBURST:NASALBURSTIRURSTNASALIBURSTCONST:V~NELBURSTIBURSTVONELI 

SIMILAREVAL II• SCORE CA11tSEGNB1l,-12tSEGNB2lei,651,2,1,5J J 

If SlHI~lREVA~ < I THEN GO TO FINSIHILAREVAL 
E~SE 

If MAXCA11tSEGNB1] 1 A12tSEGNB2J) ! 4 7 HEN GO TO CONSTCONST 
ELSE GO TO BURSTBURST 1 

NASALNlSAL: 

IF DUR1tSEGNB1l < 5 OR DUR2[SECNB2l < 5 
THEN 8F.GIN 

SIMI~AREVAL 11s SCORECA11[SEGNB1J,A12tSEGNB2J,I,425,3,2,1JI 
If ~IHILAREVAL < I THE~ GO TO FlNSIMJLAREVAl. 

ELSE GO TO CONSTCONST 
END 

E~SE GO TQ CONSTCONST I 

CONSTCONSTI 

RATIOLIM1 t:• ~.3 I RATIOLIM2 l:s 1,5 I 
NEIGHT1 ::• ~ElGHT2 ::• 1,1 I 
CO TO SONORA~TSONCRANT I 

VOW[~VOWEL:VONELCONSTIVOWELhASA~ICONSTVDWELINASALVOWELI 

RATIOLIM1 II• RATIOLIM2 II• 0,0 I 

C011HEffT 

WEIGHT1 It• WEICHT2 It• 1,1 I 

If T~E TWO "ATCHED SEGMEffTS HAVE SIMILAR AHPLITUOlS, THEN THE 
•VERAGE OF A1 AND A2 OVlR THE TWO SEGMENTS IS UiED TO COMPUTE 
THE WEIGHTS WHICH APPEAR IN THE SCORE CALLING SE2UENCE , 

If TH~Y ARr VERY DISSIMILAR, FACTOR WJ~L BE COMPUTED DN~Y 

WITH RESPECT TO THE SEGMENT OF lARGEST AMP~ITUDE , 
THE CONCEPTUAL lDEA BE~INO THIS WEIGHT DEPENDENCY ON THE 

A~PLITUDE Or THt SEG~ENfS TO BE HATCHED IS THAT I 

TME SMa~L[R THE POWER Or THE SOUND (REPRESENTED BY 
THE SEGMENT AMP~!TUDEJ, THE MORE LIKELY !TS PARAMETERS WILL 
VARY rRON ONE UTTERANCE TO AN~THER EVEN THOUGH THEY ARE SPOKEN 
BY THE SAME SPEAKER , 

FOR EXAHPLr, WE KNOW THAT STRESSED VOWELS HAVE CONSISTENT 
PARAMETERS, BUT PARAMlTERS CORRESPONDING TO UNSTRESSED SOUNDS 
HAVE A LANGE RaNGE OF VA~lATION I 

Alaodtt. If (continued). Sillilarity Evaluation Proc~ure 
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SONORA~TSONORANTI 

IF 1ABS<Al1tSEGNB11+A21CSECNB1J·A12CSEGNB2l•A22CSEGNB2ll/2 S 12 

THEN FACTOR It: 

(A11t5EC~Rll+A21[S£C~Bll+~12CSEG~B2J+
A22~SEGNB2ll14 

ELSE FACTOR It= 
CMAXCA11t~EGNB1J+A21tSEGNB1J,A12CSEGN

B2J+i22tSECNB2ll•111/2 

RATt0LIM1 II• RATJnLIH1+C288,8~2,8•FACTORI/1
11,1 I 

RAT10L!~2 II• RATlOLIH2+C311,1•FACTOAI/81,1 I 

WEIGHT1 ::• WEICWT1+(FAC~OR+41,0)/141,1 I 

WEIGHT2 ::~ WEIGWT?+<2•FACTOR+41,0l/241.0 I 

SJMILAREVAL lla 

~COR£<oUR1tSE~NB1J,oUR2[StCNB2J,I,625,2
,1,51 

•~•SCORE<~1t(S~CNR1l,lL2CSEGN82],WEIG
NT1,1,AlTlOLIH11 

+SCOAE(l11CSECNBll,A12tSEGNB2l,WEIGHT2,2,RAT10LlM2)/2 

+SCDRl<32•A?1tSEGN81J/A11(SEGNB1l 1 32•l22CSEGN82]/l12CSECNB2l, 
WElGHT2,2,RlT10LtH2) 

+SCvREC32•AJ1CSEGN81J/A!1CSEGN81J,32•A32tSEGN82l/l12CSECN92l, 
WEIGMT2,4,RlTJ0LlH2l/2 I 

OIV!~OR ::: 6 I 

COMMENT 
Jr A2 PARAMETER IS SMAL~. THEN !2 IS ERRATIC I 

tr A21(~~GN81l ! 8 OR A22CSLG~B2l ! 8 THEN 

COMMENT 

BEGIN Sl"IL&R£VA~ ::: S!MILAREVA~+ 
+2•SCnR£<lZ1tSEGNB11,!22CSEGNB2J.WE!G

HT1t2tR~Tt0LIM11 1 

DIVISOR ::: OIVISOR+~ 
END; 

IF A3 PARAHETEP IS SMALL THEN l3 15 ERRl~lC I 

IF A31(5lGNa1l ! 8 OR A32[SEGNB2J ~ 8 THEN 
aEGIN SIMILAREVAL ::: SIHILAREYAL 

+SCORECl31CSEGNS1J,i32CSEGN82l,WElGHT1,4,RlT10LI"11 I 

DIVISOR :1• O!VISOR+l 
END I 

SIMILAR[VAL tza SIMILAAEV•LIDIVJSOR 
GO TO FINSIMILAREVAL I 

Algorithm 4 (~o~tinued). SU.llaritv Evaluation Procedure 
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COI'IISTNASll.; 

IF OURltSEGNBll < 5 OR it1CSE,NBll t 5 
OR A11CS£G~1l S 1B•A21tSE,NB1l 
OR llltSEGNBll S 12•AI1tS£GN81l THEN GO TO CDNSTCQNST 

EL.S£ 
BEGIN SlMIL4AEYA~ II• SCOR£c•11[SEGN91J,A12tSEGNB2l,8,35,4,2,8ll 

IF SlMIL.AREV4L. < I THEN CO TO rJNSfMILAREVA~ 
E~S£ CO TO CONSTCONST 

END I 

NASAL,CONSTI 

IF 0UR2CSEGN821 < 5 OR i12CS£GNB2l t 5 
OR A12CStGN821 S 1I•A22CS[CN82l 
DR 412CSEGNB21 S 12•A32CSEGMB2l THEN GO TO CONSTCONST 

ELSE 

BEGIN Sl~IL.AR[VAL. t:• 
SCOREC111tSEGNBlJ,A12tSEGNB2J,I,35,4,2,8l I 

fF Sl~IL.AREVAL < I THEN GD TO FJNSI"ILAREVAL 
ELSE GD TO CONSTCONSf 

END 

FlNSI"lLARE~&LIENij SlMlL&REV&L I 
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consonant might have been classified VOWF.L, or a wesk vowel might have 

been classified aNST or NASAL) and borderline cases of fricatives (an 

unvoiced fricative might have been classified BURST or a voiced fricative 

might have been classified FRICS). A feasibility value is assigned to 

each bord~rline case and the borderline case list is arranged in decreas­

ing order of feasibility. 

1he following heuristics were found useful in defining the border­

Line cases: 

-If a NASAL or CONS'I segment is a mild local maximum (a strong 

local maximum would have been classified vowel), it is candidate for 

becoming a VOWEL segment and its feasibility value is 

Al + A2 + A3 + DURATlON/20 - 90 

Dgl.lSJ3 

OSJ.2SJ3 DURA'IION in ms 

QS!..3'5P3 

The heurist;ic concept behind this statelllent cal\ be ex~eaeed as follows: 

The Luger the segment amplitude and duration are, the more likely that it 

represents a vowel. 

-If a non-stressed vowel is short, or has a low amplitude, it is 

candidate for becoming a CONST segment. Its feasibility value is: 

90 - Al - A2. - A~ - DURATI<'N/20 

(The smaller the amplitudes and duration are, the more likely that the 

segment is not a vowel.) 

-If a FRICS segment is short or does not have excellent unvoiced 

fricative characteristics, it is candidate for becoming a BURST. 

Its feasibility value is given by: 
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(90 - DOitATION/20 - Z3 )/3 + (A3-Al )/2 

(the shorter and leas noisy the ~egment is, the more likely that it is 

not a FRICS • ) 

-If a BURST segment has a duration greater than 40ms it is candidate 

for becoming FRICS. Its feasibility value is: 

(DURATION/20 + Z3 - 90)/3 + (Al-A3)/2 

(The longer and noisier the segment is, the more likely that it is FRICS.) 

After this preliminary detection of borderlinr. cases, the feasibility 

computation and the reordering, the first elements in the borderline case 

list are the most likely to be incorrectly classified. 

Then each probable "classification error" is cambinatorially modified 

and several new candida~e lists are built by calling the procedure 

BUILDLIST(Flowchart -Figure IV~). The meaning of the term 

"cc.binatorially" which is used in the preceding sentence, is best 

explained by an example: 

Assuming that three borderline segments {!) ® (2) have been 

detected in the incoming message representation, the following actions . 
are performed by the procedure! 

-MOdify (!) , store the acceptable~tch candidates by calling 

BUILDLIST. 

-IWdify @ , call BUILDLIST. 

-Moclify G) , call .6UILDLIST. 

-Moclify Q) and ®· call BUILDLIST, 

-Moclify ® and Q) , call BUILDLIST. 

-Moclify ~ and <D , call BUILDLlST. 

-Modify G) , ® and 0) , call LUILDLIST. 
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On the basis of this new set of stored acceptable candidates, 

the selecting process chooses the best-match candidate which is given as 

the response if its overall similarity score is higher than the 

acceptability threshold (>';>·f). 

To avoid too much computation time, the number of ''correcteJ" 

classification borderline cases is limited to three {the, three most 

likely to be in error, of course) and the procedure is allowed to run 

for no more than 15 seconds (30 seconds for the 561 word list). Whe~ 

this time has elapsed, the selecting procedure is called to choose 

between the candidates stored so far. A c~ude estimation of the 

effectiveness of this heuristic is given in section IV-7. 
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IV-5. ISOLATED WORD RECOGNITION - EARS (Effective Analyzer and Recognizer 

of Speech) 

In order to evaluate the effectiveness of the atoring, retrieving 

and matching processes, they were utilized aa central elements of an 

isolated word recognizer: the EARS aystem. A flowchart of the system is 

shown on Figure IV-7. 

The speech utterance coming from a microphone or a computer­

controlled tape recorder (AMPEX PRlO) is digitizrd by the hardware 

preprocessor. It is tlten analyzed by the segmentation procedure which 

builds the utterance representation (i.e., feature matrix described at 

the end of Chapter III). This feature matrix finally enters the 

candidate selection process which attempts to identify it and gives the 

written-form of the utterance if an acceptable~tch has been found. 

The similarity scores between the incoming representation and the selected 

candidate (if any) are used to selectively learn new utterance 

representations. NamEly, if the score is below a threshold, which 

apeadil Oil t:he ~ of cadidates with the same print-name already 

learned, then the new representation is entered :f.n the lexicon and 

will be used ln the following tries. The system is interactive with 

an exper:blenter at a teletype or display console: The program types 

the an.wer when it recognizes a message and request the message print­

n&Die when it d oea not racogr.ize it . 

To train a aystem, one stmply speaks in the microphone and types 

in the associated priot-aames when the system requests them. 

Added to this basic pattern recognition system are several input/ 

outr~t facilities and debugging aida. 
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RECORD Ttt: SPEECH 
unmANCE !UP TO I.~ 
>rCDMIS C. SPEECH 

fAILIJif 

DISPlAY, 
I 00 NOT RECOGIIIIZE THIS 
MlSSAGE. 

ACCEPT Til: I'IIINr - C. 
THE MlSSAGE 110111111: 
EXI'IJIIMOIIER. 

LEAIIIIING I'IIOC£55 

IIISEIT THE IIW 50UIID 11£5· 
CIIPTIOII AI.OIIG Ill 11M Ttt: 
I'IIINr INII: Ill THE LEXICOII. 

PIEPIOCESS lNG PIOClDIJIIE 

EXTIACT I[L[YANI PAIAIIIEIEIIS 
1'10111111: SPEECH WAVE AIID 
IOMAliZE THEM. 

DIVIDE Ill: UTTIRANCE 1111'0 
DISCRETE PARTS RDIJGII.Y 
Clllllf~I'OIIDING TO PM011EMES. 

ClASSIFICATIOII PIOC£DUI[ 

lAID. Ttt: I'IIEY IOOSL Y D£F INED 
SEGMENIS IIIC5. YOII(l, CDIIST 
STOP, UST AIID NASAL 0111 Ttt: 
liAS IS C. Ttt: AVERAGE 
I'MAMETEIS. 

SElECT A CANDIDATE FIOM Ttt: 
LEXICON 0111 Til: liAS IS tJf THE 
HIGIIES1 ~1M lEAR ITY SCOIL 

DISPlAY 
'IOU SAID, 

FCU.OIIIED IY Til: 1'111111' INII: 
tJf THE CIIOSEII ~IDATL 

DETEIMIIIE THE ..... C. 
ACOUSTIC D£5CIIPTIOIII IN 
111: LEXICOIII Ill 11M THE SAlE 
PIIIITNAIII( 

ISAY IICI 

,,. 

DISPlAY 
Ylll SAID, 

FCU.C.O IY Ill: I'IIIIIE -
tlf Til: CII05lTI ~IMTL 

AIMOIIISH THE DCPII....a 
FOR CIIDDSIIIG TWO ACCIUSfiC· 
AUY s•w ... s. 
AK FOR A Dl,..._ WDIIII 
WI1M THE SAlE .... 

P1aur• IV•7. Overdl Flowchart of th• BUS Syet• • 
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The input facilities allow the exper~enter to read a lexicon 

constituted during a preceding session or to read predigitized utterances 

from several input devices of the PDP-6 - PDP-10 dual processor system 

(disk, magnetic tapes, dectapes). This feature has been heavily used 

for the statistical tests performed on the program. 

The corresponding output facilities allow the experimenter to store 

a lexicon and digitizoi!d utterances on external permanent memory. 

The debugging aid is provided by intermediate printouts which can 

be selectively inittatet: ar-.rl l-.1 11 set of display routines capable of 

displaying the "thinking process". 'l'he display package and man-machine 

interaction were found to be the most powerful tools for debugging such 

a large system in which the overall changes caused by a procedure 

modification could not be predicted. 

!~e statistical tests exhibited in Section IV-6 and the CRT 

photographs shown were obtained while using EARS. 

The collection of subroutines which compose the system EARS 

occupies 35,000 words of memory. This number includes the display 

package, but not the lexicon, whose size depends on the size of the 

vocabulary. For the word list we processed, the lexicon apace provided 

vas, on the average, 90 memory words for each utterance to be recognized 

(for a single-speaker list), i.e., 5,000 for the 54 word lists recorded 

five tt.es by one speaker, 10,000 words for the 54 word lists recorded 

by 10 different speakers, 50,000 for the lbt of 561 words. 

The prozr• in ope~:~&tion is illustrated by a pOrtion of the typed 

dialog between the exper~nter and the system as appearing at a teletype 

console, (Figure IV-8). To render this conversation more understandable, 
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•• 
SAY A MESSAGE PLEASE 

I DID NOT RECOGNIZE THi~ ~iSS~~[, 

WOULD YOU TYPE lT PL~A3E 

JOHN HAS A I:IOOK 
•• 

YES 

SAY A MESSAGE PLEASE 

YOU SAID s JOHN HkS A BOOK 

•• 
SAY A MESSAGE PLEASE 

I DID NOT RECOG~IZE THIS MESSAGE. 

WOULD YOU TYPE IT PLE.4SE 

A QUEEN Or THE JUNGLE 

•• 
SAY A MESSAGE PLEASE 

I DID NOT RECOGNIZE THIS MESSAGE. 

WOULD YOU TYPE IT PLEASE 

PLEASE COME HOME 
•• 
SAY A MESSAGE PLEASE 

I DID NOT RECOGNIZE THIS MESSAGE• 
~OULD YOU TYPE IT PLEASE 

HO'"' ARE YOU TODAY 

•• 
SAY A MESSAGE PL~ASE 

Y~U SAID : A ~UEEN OF THE JUNGLE 

YES 
•• 
SAY A MESSAGE PLEA5E 

YOU SAID 1 PLEASE COME HOME 

YES 
•• 
SAY A MESSAGE PLEASE 

YOU SAID & JOHN HAS A BOOK 

YES 
•• 

Figure IV-8. Typical dialog between the system and an experimenter • 
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the reaponaea from the system are indented and the expe:cimmter'a £re not. 

Moreover. the internal decisions of the various procedures are illustrated 

by a aet of photograph• (Figures IV-9 through IV-23). Since the initial 

data were read from a previously created magnetic tape file, the utterance 

name appears at the top of the display, under the 1181111' of the procedure 

curren~ly in use. When the system is processing data coming directly 

fr~ the microphone. the inscription l1N~Hmnf 0 MICROPHONE INPUT replaces 

this n-. (e.g., Figure IV-6). These photographs were taken during 

one of the statistical teats. and the system had already examined 129 

vord representations (middle of the third word list from bold recorded 

by It. Stevena), thus storing more than a hundr.ed of them. 

For this case, the effectiveness of the candidate apace reduction 

heuristics is ezhibited by the SIDAll number of comparisons ultiaately 

perfonNd (onl;r 3 candidates vent through the whole process). 
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Fig~re IV-9. The six parameters 
extracted from the speech wave 
by the hardware preprocessor are 
being processed by the segmentation 
procedure • 

Figure IV-10. The utterance SEVEN 
has been segmented and the segments 
have been classified in ph~eme 
groups • The resulting descriptto·a 
of SEVEN is : 

FRICS, followed by VOWEL, fol­
lowed by NASAL, followed by VOWEL, 
followed by two NASAL's and one 
STOP , 

Figure IV-11. The lexicon search 
procedures have built the list of 
acceptable candidates on the basis 
of rough features of the utterance. 
Six candidates have been selected , 
All of them exhibit one FRICS follo­
wed by two VOWEL's • 

... 

... 

._..II.,_... -

_ .. _ -

_., -

1 4=W4 

L 1 ~T L.'F II'IF r>~L'BAtilt: t;ANDlDATES 

CYCLE 
i!L :l :J 
STOi~E. 
CYCLE 
StVEN 
STO'lE 

~r-JCON AO~RESS a ~~4343 
~F~TCON 40URtSS : 1~3764 
LfXTCON ADDRESS s ~~36~1 
LfXTCON ADDRESS • 0~22~~ 
LfX!CON ADORES$ a ~~1753 
L~XICO~ ADC~E~S a 0~1434 



Figure lV-12. The first cat.dt.date 
is investigated by the similarity 
evaluation procedure • The proce­
dure eltablist.es links between 
corresponding segments of thE; two 
representations; VOWEL's and FRICS's 
arr -pped • 

(~he utterance .. gaents are repre­
sented by the amplitude in the 
first frequency band : Al). 

Figure IV-13. On the basis ~f simi­
larity of parameters, more linkages 
are built between any two pairs of 
previously mapped segments • The 
procedure refused to map the seg­
ments between the two VOWEL's 
since their parameters were found 
too dilaf:alilar • 

Figure IV-14. The initial mapping 
process terwdnetes here. Each 
ae ... Dt left unmapped will now 
be ca.bined, if possible, with 
one of it8 adjacent !egments , 

..... ,_ .. 
-

-

.. .. .._ .. 
-
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Figure IV-15. The combining process 
has combined two of the remaining 
segments with one of the segments 
adjacent to them • The corres~onding 
links were destroyed • 

Figure IV-16. The links are recreated 
on the basis of similarity of para­
meters • The segment synchronization 
procedure terminates • The two cen­
tral segments which correspond to 
the /v/ of SEVEN and the /k/ of 
CYCLE are not linked since they 
were found too dissimilar • 

Figure IV-17. Three similarity 
scores have been computed and 
stored 

- vowel similarity score : 88( 

- non-vowel similarity score : 49"! 

- overall similarity score : 634 

----

---

-

----
-.... 



Fiaure IV-18. The next candidate is 
t..ediately elU.inated since the 
vowel par ... ters are too dissimilar. 

Fiaure IV-19 • The next candidate 
ia alao alt.inated for the a.-a 
raaaon • 

Fiaure IV-20. A diffarent utterance 
of ercu: baa been accepted with tbe 
followina scores : 

- VOINl aillil&rity score : m 
- non-vowel sildlarity acore 

- overall siailarity score : 701. 

--· -
-.... . .... 

..... ,..,11 

-
1 r 

... . .... 

= 
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Figure IV-21. The candid3te SEVEN 

present ae the fifeh place in the 

candidate list has been aecepted 

with the scores : 

- vowel similarity aeore : 9211 

- non-vowel similarity score 

- overall similarity score : 93~ 

Figure IV-22. Another representation 

of STORE is eliminated • 

Fi~tre IV-2}. On the baaia of the 

stored a~larity scores, the can­

didate SEVEN is chosen • Since ita 

overall 1lallarity score is higher 

than ~. ita print name is retu1ned 

to the main program which displays 

the program's deci1ion • 

= -

---
-.... .. . .. .... 
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-.... .. . .. . .. . 

----
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=== 
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IV-6. RESULTS 

The BARS system was utilized in several direct experUDents in 

which it had to recognize messages said by various speakers. In order 

to obtain statistical results, we tested the program with 11canned 11 data 

recorded on audio tape. Several message lists were processed, namely: 

-1. A word list from Gold (1966) recorded by Dr. K. Stevens and 

C. Williams. These lists recorded at Cambridge (Massachusetts) were 

araciously provided by Dr. D. Bobrow. The messages were recorded on 

high quality magnetic tape in a very quiet room (S/N ratio> 35 db). 

Fiaure IV-24 summarizes the results obtained, i.e., statistical ~esults 

oo accuracy and time-taken, and the confusions which arose. In this 

and the following tables an EH? entry means that the program re1ected 

the utterance and an OK characterizes a correct recognition. The 

confusions are signaled by the name of the confused-with utterance. 

-2. Word list recorded by J. Singer. To exhibit the large 

learning ability of the program, we made it process a large list of 

words and short sentences. The original list was 600 words long, but 

for technical difficulties (i.e., read errors on the computer tape 

holding the digitized data, samples exceeding the buffer size of the 

syst .. , etc ••• ), we bad to r .. ove 39 entries from the list. Moreover, 

since the coaputer ti.Jie involved in such experiments is quite large 

(about 10 houn), only 4 sets of w.>rds we·re recorded and the first 

train!D& round vas oaly learaed without ldentifylag the utterances. The 

rasulta ara s..ari&ed 1D Figure IV-25. The word set was extracted fra11 

"A spoken word COUI\t" by Joaes s.nd Wepaan and the sentence set from the 

play ''lox and Cox" by J. Morton. The noise of the room was quite hish 
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(S/N ~ 15 db). Since this vocabulary is leas well-balanced than the 

previous one, the results preseilt!Od are poorer as far as the second and 

third passes are concerned ~the reader should note that some word pairs 

which are Ukely to be confused: "rela7<·relaxed", "serious-seriously", 

"po~sible-possibly", "listen-lesson", "t"ick-sick" are in the vocabulary). 

Finally, the results obtained for the fourth pass are at the expected 

level of accuracy. A fifth pass would h~ve yield 94-95~ accuracy. 

-3. A French word list recorded by the author. To show that the 

program is independent of any specific language, a test was performed on 

a French word vocabulary. Figure IV-26 displays the obtained results. 

-4. A word list recorded by 10 different speakers, (one each). 

Two figures: IV-27 and IV-28 summariz~ this program run. The speakers 

were randomly chosen amongst the Stanford Artificial Intelligence 

Laboratory Staff. Figure IV-27 illustrates the results obtai~ed for this 

random order list. In the second run (Figure IV-28), the order of the 

speaker was modified so as to place at the beginning of the list, people 

judged to have diasimil,..r voices. 

The difficulties encountered when dealing with liscs recorded by 

several speakers are numerous, the next paragraph will summarize same 

of them. 

As far as we could determine, the stressed vowel of ·~ word is 

pronounced quite consistently by different speakers, i.e., the parameters 

corresponding to Formant 1 and Formant2 do not vary ve1:y much from one 

speaker to another. But the remaining part of the words is subject to 

large variations: These variations affect the stress and the relative 

position o' the sounds within the word. Consonan~s in unstressed 
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syllables may contain less fricative nuise, a weaker stop burst release, 

or an incomplete stop closure as compared to the same consonants in 

9r~ed syllables . The substitution of an incomplete gesture for R 

consonant cluster is also common in unstressed syllables of natural 

speech. None of these effects would necessarily produce word recognition 

difficulties if they appeared consistently in the data. Unfortunately, 

they do not, and their range of variation is quite large. Althou,~h we 

cannot provide the original sound samples with this dissertation, the 

variability between speakers is illustrated by a set of photographs: 

Figures IV-29 to IV-34. 

Figure IV-2q represents an utterance of MULTIPLY provided with 

three distinct vowels. Figure IV•30 and IV-31 show a different 

utterance of MULTIPLY. This last sample is chara •. terized by a ccmplete 

absence of the j t/, in fact the sound heard is more like MlJLIPLY than 

MULTIPLY. The program's incorrect identification given for this utterance 

was OUTPUT. Figure IV-32 through IV·34 show two utterances in which the 

first unstressed vowel is very mild au:l -..,as incorrectly classified by the 

segmentation program. Both resulted in incorrect identifications, i.e., 

EXCHANGE was identified as SCALE and DIVIDE as FIVE. It is probable 

that for this latter case, the error recovery procedure would hl've 

corr"cted ·.he classification error, but !:Iince the similarity score for 

FIVE wa~ quite high (83~) it was returned as the response and no 

correction was attempted, 

Also, we found that the variable subject-to-microphone diwtance 

was addding a non-negligible variation factor to the experUDent. A 

microphone held too close to the lips records the expiration after the 
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Piaure IV•29. Utterance of MULTIPLY 
ahowina thr .. dlatlnct vowel• • 

Fisure IV-}0. Different utterance 
of MULTIPLY in which the It/ wa1 
not pronounced • 

Piaure IV-31. Re1ultina clauifica­
tion error. oae vowel ha1 not been 
detected • 

... 

... 
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Figure IV•32. Utterance of 
EXCHANGE in which the first vowel 
/e/ was not clurl1 pronounced • 

Figure IV-3~·. Utterance of DIVIDE' 
in which the first vowel /i/ is 
almost inexistant • 

Figure IV·34· Resulting classifica· 
tion error • 

1~9 

:'c."'"'•'•r.to •••ua 

·~--· ..... 

;u••tarr• ...ern ...... 



utterance, aiving the illuaion of an extra aound. Thia difficulty is 

usually corrected by the uee of a wind screen or by apecial heuristics 

vithla the proar•. More work is needed to reliably diacriminate 

between apeech .and expirations (note that /h/ aounds are special cases 

of expiration). On· the other hand, a microphone held too far away from 

th~ mouth results in lose of resolution due to the ensuing lower signal­

to-noise ratio. Sa.. of the &amples were in fact 10 noisy that the 

preproceaaor aervice routine had trouble detecting the utterance when 

read in& the oriainal audio tape. 



IV-7. EVALUATION I)F SCME OF THE PRIP«::IPAL HEURISTICS 

Since the heuristics interact, it 1.s in general very hard, if not 

impossible, to evaluate the contribution of one heuristic to the overall 

performance of a given program. In cur case, for example, it would be 

impossible to predict the overall change in the program's quality 

resulting from a heuristic modification in the segmentation procedure 

or from a different lexicon organization. Fortunately, the few important 

heuristics of the candidate selection process are not likely to interact 

with the others. To give a crude evaluation of these, one can st.ply 

suppress them from the program and sh~ the resulting degradation of 

quality. In this section we shall illustrate the effectiveness of the 

following heuristics: 

-1. The vowel mapping correction heuristic which redefines the 

links between corresponding vowels on the basis of similarity of 

parameters .. (subsection IV-4-2) 

-2. The error recovery heuristic (or multisearch heuristic) Which 

initiates a second level of seercl-."'s if no satisfactory c&udidate is 

found during a primary search (snbsection IV-4-4). 

-3. The excellent-match-candidate heuristic which stops the process 

namediately if a candidate with a similarity score hiaher than 9,_ if 

found. 

Figure IV-35 summarizes the results obtained with each of these 

heuristics being turned off. 

-Table {A) presents the results obtained with the full proaram for 

the list recorded by Dr. K. Stevena which vas experimented on. 

-Table (B) presents the results obtained with a proaram not 
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provided with the vowel mapping correction process. The overall quality 

of the program, in all the passes, ha~ decreased by a factor of 5~· 

-Table (C) presents the results obtained with a program not 

provided with the error recovery procedure. The overall quality baa 

again dropped by 5~, and the results exhibit the fact that this 

heuristic is more effective at the beginning when th~re are fewer 

samples in the lexicon. On the other hand, this heuristic is tbue 

consumming, and could be suppressed if one is more interested in speed 

than in performance, (for example, in real-life u.e of the program, the 

speaker can occasionally be requested to repeat his last utterance if 

the program failed to recognize it). 

-Table (D) presents the results obtained with a program DDt 

provided with the excellent~atch•candidate heuri~tic. The qUAlity is 

at the same level but the tbDe taken to identify a word is increased by 

3~· The effectiveness of this heuristic, which increases with the 

number of stored samples for a given utterance, is also exhibited in the 

preceding results. In all the runs previously presented, the averaae 

computation time per message drops by an appreciable amount for the 

last lists to be processed. This fact, which may seem abnormal since 

the size of the lexicon is increasing, results from an increase in the 

number of successful applicatioD$ of this heuristic. 



IV-8. CONCWSIONS 

The results presented show that recognition of speech does not 

depend so much on the accuracy of the utilized parameters since high 

scores were achieved with very crude and questionable parameters. Any 

other techniques: spectrum analysis, formant tra~kers, polynomial 

expansion&, etc ••• can be expected to work reasonably well provided 

subsequent algorithms ar.e carefully designed. In the same manner, an 

accurate phoneme-like classification is unnecessary, although such 

features might be useful to reduce the search, it remains to be seen 

whether the reduction resulting from accurate classification will 

exceed the amount of effort required to perform the necessary 

classification error tecovery task. 

As far as we can determine, the problem of devising heuristic 

procedures to reduce the search space in speech recognition is 

investigated for the first time. These proce.Jurel' are effective and it 

is clear that they have to be further developed if a speech recognition 

syste.m having close to human abilities is desired. 
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Chapter V 

THE HAND-EYE-EAR SYSTEM 

V-1. INTRODUCTION 

Shannon, Minsky, McCarthy, and others have considered the 

possibility of a computer with hands, eyes, and ears at one period or 

another 1uring the latter ,art of the last decade. The main obstacles 

to the realization of the idea were the unavailability of suitable 

computers and Input/Output devices, and the prohibitive cost of such~ 

system. Ernst (1961) and Roberts (1963) were among the first few who 

used a computer to realize these objectives. Glaser, McCarthy and Minsky 

(1964) proposed that the first major attempt at the biological exploration 

of Mars would be made by a computer controlled automatic laboratory, 

containing a wide variety of perceptual input devices and mechanical 

manipulators lihich can perform, under computer control, many of th~ tasks 

of bio-chemical laboratory, requiring only a limited supervision by the 

experimenter on earth. 

At Stanford Artificial Intelligence Project an integrated ~\RD-EYJ 

system had been implemented under the PDP-6 time-sharing system. This 

initial system, able to perform simple sorting and stacking operations 

on cubical blocks, has been described in detail in some recent 

publications by Wiebman (1967); Pingle (1966); Pingle, Singer and Wichman 

(1968); and Pieper (1968). As an illustration of the existing 

capabilities of the speech recognizer program, it was decided to provide 

this HAND-EYE system with a speech analysis program able to '~ndcrstand" 

spoken commands, thus build1.ng an integrated HAND-EYE-EAR system that 



obeys the experimenter's voice. 

In this chapter, we shall describe the overall structure of the 

system with same emphasis on the speech analysis program, si~ce it is 

more within the scope of the present dissertation. In the rest of the 

chapter we will describe the following aspects of the HAND-EYE-EAR system: 

•• Presentation of the system configuration with a few details on 

the "eye" and "am!" subsystems. A complete description is given in the 

references previously mentioned. (Although this section is not the 

result of research made by the author, it was added for the sake of 

completeness.) 

•• Analysis of the different calibration aod training operations 

one muat perform in order to run the system • 

. • Description of the "ear" subsystem. The use of a gr8llllllar (whose 

BNF is given) with a convenient vocabulary (terminal symbols) allow the 

decoding of long sentences (up to 5 seconds long) in 5 to 10 seconds • 

•• Presentation of the results obtained and conclusions. A 

sequence of snapshots of the program in operation as depicted on the 

CRT display attached to the computer, and some statistical results 

obtained from the data generated by four different speakers will appear 

at the end of the chapter. 
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V-2. SYSTEM DESCRIPl'ION 

V-2-L. 1ask Rescription 

Several blocks sre scattered on a large table provided with one TV 

camera, an electric manipulator and a TV monitor (Figure V-2). Nearby, 

an experimenter, holding a microphone, watches the screen of a ~RT display 

(Figure V-1). The blocks in the field of view of the TV camera are 

traced on the display screen. Then the computer, using the CRT to 

express itself, requests a command from the experimenter. A sentence 

like "PICK UP THE SMALL BLOCK STANDING ON THE TOP RIGHT CORNER" is 

spoken into the microphone. The computer "thinks" for 4 to 6 seconds, 

the arm moves, picks up the specified block and places it at the top of 

a stack. A new scene representation which omits the block just taken 

away appears on the screen of the CRT, and the process continues. The 

previous scenario is usually executed in about 30 seconds. For a 

computer to be able to perform such relatively complicated tasks 

requiring interaction with its environment without human intervention, 

it must be provided with two distinct parts: 

-Certain special hardware items such as a microphone, a TV camera, 

an artificial arm manipulator, etc .•• 

-A program residing in the computer memory which specifies the 

behavior of the system 

V-2-2. Hardware Configuration 

The current HAND-EiE-EAR system consists of a vidicon television 

camera, an electr.ically powered arm, and a coiDilon microphone, all 

connected to the PDP-6 • PDP•lO computer system (Figure I-1). 
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Figure V-1. The HAND-EYE-EAR system • 

Fipre V-2. Details of the HAND-EYE part • 

148 



Visual input to the system is provided by the vidicon television 

camera operating in accordance with EIA standards. The video signal is 

digitized to 4 bits (16 levels of light intensity) and sampled at &n 

instantaneous rate of 6.5 million samples per second. Making use of 

interleaving, any rectangular portion of the image, up to 666 ~ 500 points 

for the full field of view, may be read into memory under program control 

in two video frame times (1/15 seconds). 

The electric arm was originally designed as a device to be strapped 

to a paralyzed human arm. Six degrees of freedom permit it to place its 

''hand" in arbitrary positions and orientations within its reach, plus a 

finger-closing m•:~tion. It is powered by small permanent magnet gear-head 

motors mounted on the arm, giving joint velocities of 4 to 6 r.p.m. with 

small loads. Position feedback ts provided by potentiometers mounted at 

each of the six joints. The hand is a two finger parallel grip dev~ce 

and is approximately the size of a human hand. The maximum reach of the 

arm is about 68 centimeters (27 inches) and its weight is about 7 

kilograms (15 pounds). Power to the actuator motors is supplied by a 

series of constant-width 16 volt pulses, whose repetition rate is 

determined by the controlling program. 

Audio input to the system is provided with a crystal microphone 

connected to the hardware preprocessor which is described in the Chapter 

II of the present dissertation. Sentences up to 5 seconds long are 

~ead and processed into the computer memory, each tnne the experimenter 

is requested by the computer to speak a cammand into the microphone. 

Other peripheral equipment used includes a point-plotting CRT 

display (DEC model 30), a standar:J TV monitor, and a display {or teletype) 
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console. The arm and camera are mounted on the top of a large table. 

The e-ther equipment is distributed around the table at conveLlient 

locations. A complete view of the S!•stem is given on Figure V-1. 

v-2-3. Sof~are Configuration 

All of the programs of the HAND-EYE·EAR system are run under the 

PDP-6 • PDP-10 dual processor tUDe-sharing system. ThP present ~et of 

programs consists of: 

-1. An "eye" section whf.ch is capable of reading the camera and 

which generates a scene description. If we digitize the light intensity 

at every point in the whole field of view of the television camera, the 

computer will receive 666 x 500 or 333.000 samples. or 1,332,000 bits 

of information per frame. The problem of scene description is the 

foliDula·tion of routines which will abstract meaningful descriptions of 

objects of interest in the scene and their positions. 

The existing eye program locates cubical blocks of variouJ sizes 

sc.:!!.ttered at random on a contrasting background. Depth deteliDination 

depends on the assumption that all objects rest on a known planar 

surface ("The support hypothesis", Roberts, (1963)). Mathematically, 

this is 8imply a mapping between two fixed planes which, within the 

RAND-EYE-EAR system are the top of the table and the image plane of the 

camera. The edge tracing program in use does not reliably detect subtle 

differences in brightness between adjacent surfaces of the same or 

at.ilar objects. so that only the outlines (or exterior edges) of the 

object• are traced. (Figure v-9). 

-2. An "arm" section which, given the position oC a cube, can 

pick it up and move it to a desired position. In order for a 
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manipulator to grasp objects with arbitrary positions and orientations, 

it must have at least seven degrees of freedom: tLree for position, three 

for orientation and one for grasping. The geometric configuration of 

the arm is shown on Figure V-3· 1,2, .•..•••• 6.7 represent the actuators; 

Sl, 52, 53 are the links of the a~ and PO, Pl, P2, are the shoulder, 

elbow and wrist joints respectively. 

Figure v-3. Schematic Representation of the Electric Arm 

To solve the arm positioning problem one must compute the deflection 

angle• required to achieve a desired position and orientation. In 

general, there are multiple solutions to any given positioning problem 

(in our case 16 solutions). However, not all of these are realizable 

since the arm has mechanical stops which ltmit the deflection• to certain 

ranges. Sever.'ll methods of solving the positioning problesaa with or 

without constraints {e.g., exiatence of obstacles) have been devised by 

Singer. Pingle, Wichman (1968) and Pieper (1968). The existing control 

system uaed with the arm consists of an analog-to-digital converter for 

reading potentiometers on joints, an output register for motor pulsing, 

and a servo-control program. S1ace this program must operate in real 

ttme within the time-sharing ayatem. it ia treated as a 5pecial case by 

the system. and is ~iven control ~very 16.7 milliaecond1 (or 60 tiiHa a 
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s .. cond). The program acts as a stmple proportional servo which 

calculatt~s the pulse rate for each motor. Velocity damping is unnecessary 

since the joints have a great deal of internal friction. 

-3·. An "ear" section which is capable of reading the microphone 
til'-

"' and which generates a sound description. The speech signal, as reflected 

by the changes in voltage generated by the microphone, results in a data 

rate of about 180,000 bits per second of speech. Typically, a one 

seco1w interval of a normal utterance consists cf between 5 to 10 

different sounds, which usually require less than 50 bits to represent 

in the written form. The preceding chapters presented a way of reducing 

a speech sample to its written representation. All the procedures 

previously described are used here to analyze t.he spoken camDand an:! 

reduce it to a c~ word ot 36 bits of information. No major changes 

were made in the preprocessing, segmentation and classification 

procedures. The speech analysis control program was modified to 

determine the boundaries of words before recognizing them separately, 

and the word recognition procedure was altered to perJit the removal 

from the list of candidates of all of those which are not wanted. (To 

allow feedback from a specified gramwa~.) 

-4. A control program which sequences the other programs. To 

perform the block-stacking task described about, the control program 

first initiatt!S the "eye" routines to obtain a scene description, then 

the "ear" routines which request a c0111Dand from the experimenter, analyze 

it and return a command word. Using the scene description, the control 

prosr .. chooses a block with respect to the experimenter's directive, the 

bloc.k position il computed and the "arm" program is called to pick it up. 
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-5. A set of calibration and training routines which relate the 

camera and arm coordinate systems to the work-apace and allow the user 

co train the word recognizer of the "ear" program. 

This collection of programs occupies approximately 75,000 words of 

storage including data areas. The languages chcaen were machine 

language and FORTRAN IV and no major interf•clng problems were found 

when loading the entire system in the same load~odule. Figure V-4 

repre~ents 4 diagram of the system showing the flow of d•ta from one 

process to another. 
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V-3. CALIBRATION AND TRAINING OPERATIONS 

Before running the program, several calibrations of the "eye" and 

the "arm" subproarams have to be performed. Likewise, the "ear" part 

must be trained to build up the lexicon needed by the word recognizer 

(candidate selection process). 

During thE' initialization phase, the "eye" routines execute two 

distinct calibrations without human intervention: 

-The first one determines the clipping levels of the TV camera 

based on the range of variations of light intensities of the scene. 

These two voltage levels define the ''black" (4 bit value 0) and the 

"white" (4 bit value 15) of the digitized TV image. Between these two 

extremes, the light intensity is digitized to 4 bits which give 16 levels 

of brightness. Since the illumination of the scene is likely to change 

from one experiment to the other, one has to adjust thea-- levels each 

time a new experiment is initiated. The c~libration is achieved by 

scanning the video outp·lt of the TV camera trying several voltage values 

(8 clipping levels are provided, thus making 28 possible c~binationa) 

until the darkest parts of the scene are 11black11 and the brightest are 

''white", thereby giving the largest pouible resolution. 

-The second one relates four points on the table to their positions 

in the TV image. The only visual info~tion available to the computer 

is the TV image. A theory, described by Roberta (1963), 1bowa that the 

knowledge of tbe coordinates of 4 points of a plane, and the coordinate• 

of their i.magee OR the image p:iane of a caera, provides enouah infot'lll­

ation to define a geometric transformation mapping the point• of the 

plane to their images in the unage plane, Of cour1e, thiS transformation 
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ia incomplete since only the points of the plane are correctly transformed 

(6 points are necessary for a full spacial transformation). The "eye 11 

calibrating routine traces around four rightangled triangles permanently 

placed on the table and locates their right angles, whose fixed position 

oa the table is known by the routine. Figures V-5, V-6, V-7 illustrate 

this calibration step. The routine uses this information to compute a 

matrix used for transforming any point in the camera coordinate system 

into the coordinate system on the table top. 

The only infcrmation available to the "arm" routines is th~ 

resistance values of the potentiometers placed at each joint. These 

resistances transformed into voltages by an external power supply, are 

measured by the analog-to-digital converter. The converter output 

levels must be related to the corresponding joint angles. To perform 

this operation the arm i& placed in a standard position, in which the 

relative position of each joint and the position of the hand in the 

coordinate system on the table top and the vertical axis, is fixed. In 

this arm position each joint angle value is known by the program and the 

corresponding resistance value is r~ad by the A-D converter, thus mapping 

the arm angular coordinate system to the table.top coordinate system. 

'J.'wo training facilities are provided by the "ear" routines. The 

at-pleat one allows the program to read in and use a lexicon built 

during a preceding session. The other one provides for feeding the 

program with ... Yord representations, the written form of these words 

beq qpd by the ~xperi.Mnter. Of course, both methods can be used 

coacurrently 1 i.e., reading an old lexicon at~ completing it with new 

word representations. Training the word recognizer using isolated words 
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Figure V-5. View of the table top 
•bowing the four trianalu uad to 
compute the trandormatlon -trix • 

Figure V..fJ. The edae folloorer b 
tracing the Mide• of the rishtengled 
triangle• • The re•ult• of it• analy­
•l• appear• on the CRT diaplay , 

Fiaure V-7. The triangle& have been 
traced , and the four corner• uaed by 
the calibration routine are marked • 
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was found to be unsatisfactory for two principal reasons: 

-1. The first problem is that vowels are stressed differently for 

isolated words than for the same words used in a long sentence. 

-2. The second is the problem of word ending. When a word is 

part of a connected utterance, it ends quite rapidly when the next word 

begins. If this word is at the end of a sentence or isolated, the sound 

dies down slowly, thus giving a completely different acoustic description. 

Therefore, the lexicon was built using fragments of short sentences 

containing the desired words. The process is as follows: 

-1. A sentence is read into the computer through the microphone 

and the hardware preprocessor. 

-2. The sentence is segmented and the segments are classified 

into phoneme grou~~· 

-3. The display of the sentence r£rresentation appears at the top 

of the CRT screen. 

-4. o~ ~he basis of what was said and the segmentation results, 

the experimenter selects a fragment of the sentence, and passes it to 

the candidate selection process. If this portion is recognized 

correctly, the corresponding representation is not learned (not introduced 

in the lexicon). If the routine fails to recognize it, the experimenter 

is requested to type the equivalent written-form. The representation is 

then introduced in the lexicon with ita written equivalent. In the 

section resultt ~nd concluai091 (section V-5) we exhibit th6 set of 

sentences U8ed to train the program for obtaining statittical results. 

For a given speaker, the program needs an average of two or three 

representations for each yord to be recognized. Thu num~er increases 
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slightly if the number of speakers increases (for 4 speakers, an 

average of 5 to 7 representations is necessary). 



V-4 THE ''EAR" PART OF THE "HAND-EYE-EAR" PROGRAM. 

The problem, simply stated, is to recognize co11111ands to the system 

in quasi natural english. Since the system is only able to look at a 

given scene and pick up blocks, the vocabulary is very limited. However, 

the sentences used to define size and position of a block are ty~ically 

2 to 4 seconds long and contain between 5 and 15 words. Furthermore, 

the number of different valid sentences is large and all of them have 

to be interpreted correctly. These constraints (juration and number of 

the valid sentences) preve~ted us from using the scheme previously 

described (Chapter IV) in which an utterance is recognized as a whole. 

Therefore, we decided to break up the connected speech utterances into 

several words composed of syllables, each word being recognized separately. 

To accomplish this we had to solve the problem of locating word boundaries 

in connected speech. 

Like many other aspects of English, the problem of locating word 

boundaries in connected speech can be ambiguous. For example, sound 

description /AISKRIM/ could have resulted from the words "I scream" or 

"ice cream". One obvious solution to this problem is to require the 

speaker to pause for a few milliseconds between words or phrases. But 

this gets to be annoying after a while. To render this problem 

unambiguous, a better solution is t~ use a grammar acting on a restricted 

vocabulary. For example, let us coneider connected apeech utterances 

of the form. 

(See next page) 
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<Command>::•<function name> <argument list> 

<argument list>::•<4rgument>l<argument list> <preposition> <argument> 

<function name>::•PICK UPISTACKIASSIGN!ADDISUBTRACTI .•.. 

<argument>::• BIGIBLOCKILF.FTISIDEI ..•. 

<prepositions>::• ATITO!OF!FROMI •.•. 

Ey carefully choosing the function names, the possible arguments, 

and the associated prepositions, it is possible to determine the word 

phrase boundaries. Certain keywords play an important part in thi3 

determination. A good example of such a word is BLOCK, which starts a 

silence (B) and ends with a silence (K). The syllable in between these 

two is not likely to be modified by the adjacent sounds. In other words, 

BLOCK can be recognized in any context with a low percentage of error. 

As a result, such a heuristic as "scan until you find BLOCK" may be used 

quite safely. Use of restricted special purpose c~and languages for 

communication to the computer such as the one above is not unreasonable 

in view of the fact that we have had to make a similar compromise for 

programming languages. How interesting the spoken language can become 

in the future will depend on how realiably and precisely future programs 

can generate sound descriptions. 

V-4-1. Vocabulary and Gr&!llllar of the HAND-EYE-EAR System 

The vocabulary and the griiiD!Iar chosen for the HAND-EYE-EAR 

program is as follows: 

(See next page) 
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SYNTAX: 

<ca~~~~~&nd>: :•<cOIIIIII&nd 1> I <command 2> 

<ccmaand 1>: ;• <order 1> EMPTY 

<order 1>: : • RES CAN I STO! 

<cOUDand 2>: :•PICK UP <argument list> 

<argument list>:;• <every> <size indicator> EMPTY <position indicator> 

<every>::• EVERYIEMPTY 

<size indicator>::• EMPTY I <size> BLOCK 

<size>: :• SMA.LLIMEDIUMIBIGIEMPTY 

<position indicator>::-<position 1> I ~tion 2> I EMPTY 

<position 1>: :-<polition '> SIDE I <posHion''> SIDE 

<position 2>: :• <position'> <positic-n"> CORNER I 
<position''> <position'> CORNER 

<position'>::• LF3TIRIGHTIEMPTY 

<position''>: :• TOPIBarTOMIEMPTY 

SEMANTICS: 

The meanings of some of the terminal symbols is obvious, but some 

others like RESCAN and EMPTY need explanation. 

The coaaand "reacan" is used to indicate that the scene might be 

disturbed and that the vision program should generate a new scene 

description. 

The terminal symbol EMPTY means no speech utterance at all or 

ao•.mds not recoani~ed by the word recognizer. If any of the non-terminal 

s,.bols is finally reduced to EMPTY the middle value is assumed (i.e., 

if <size indlcator>-EMPTY, a medium size block will be assumed). 
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Sentences like "pick up the small block standing at the top right 

corner", "t·escan the scene", "pick up ~very block" are syntactically 

correct. 

An overall flow chart of the sentence decoder is shown on Figure 

V-8. Given a c011111a.nd, tl:e speech analysis progtam sepents the whole 

utterance and gen(.rates a sound description. The syllable boundaries are 

located by utilizing the FRICS or BURST segments and the minimum aplitude 

segments. The scanner groups together one or several syllables to form 

a word candidate and calls the word recognizer to obtain the written 

representation of this part of the sentence. Feedback from the gramaar 

takes the form of a list of allowed words, and only these words will be 

used for matching against the incoming utterance by the word recognizer. 

V-4-2. Syllable Boundaries Determination 

In this paragraph, a svllab)& will be defined to co.tsist of 91!!. 

vowel segment and other adjoining sesments. The boundaries betwee~ two 

syllables will be heuristically determined by the following rules: 

-1. If there is no fricative segment between two vowels, the 

boundary between the two syllables defined by these vowels is at the 

segment of lowest amplitude. This lowest amplitude segment ia, in turn, 

part of both syllables, i.e., when the syllable at its lefthand aide ia 

considered, this segment is part of it, and when the syllable at ita 

righthand aid~ is considered, it is also part of it. 

-2. If thE:l.~ is a fricative segment oetween the two vowels, the 

boundary between the two syllables defined by these vowels is the boundary 

between the fricative segment and the preceding aepent. 



SEGIIIIIII'ATICIII ,DCUWf 

tiVIIII hiE MOl UTTaMQ: 
11110 DISC!Im I'MTS IIOUGil Y 
CIIIIIESI'OIIDIIIG TO ..-s. 

a.ASSifiCATIOIII'WOCIIIIIl 

IAE. T .. I'IIIYIDUSLY 
DEFINED 5(-5 
011 hiE IASIS Of 
AIIUIAGI:,~S. 

Dmllll .. hiE ICIUIIDAIIID 
.-sYUA•nus"" 
Til[ IIICATIV£ 5(GIIIIIII'S 
Alii hiE S(GIIIIIII'$ Of 
MIN .. AMPI.!Tia 

·------~ 

lipra V-8. Oftrall flawcbart Of tile MDteace clecoclar • 

1611-



According to these rulea, the word RESCAN is composed of two 

syllables: .RE. and .SCAN. 

These heuristics are only valid in our restricted vocabulary, 

mainly because no word ends with /S/ so that if an /S/ is found, it is 

certainly at the beginning of, or inside, a word and therefore at the 

beginning of a syllable part of that word. Furthermore, these heuristics 

are relat~ly easy to implement since the fricative segments in the 

utterance representation are labeled ~RICS or BURST and the local mintma 

of amplitude are detected and marked by the segmentation procedure. 

The process simply cor.sists of scanning eact utterance representation 

and marking the beginning and end of each syllable. A syllable is then 

composed of all the scgm•nts between a beginning and an end marker. 

Almost all the cOIIIDon nllables defined in our vocabulary correspond 

to these "computed" syllables, words like PICK, UP, BLOCK, ,SMALL form 

syllab~. The only exceptions are created by THE LEFT AND THE RIGHT. 

These are often grouped into one syllable by the program, since the 

power of the /~/ in THE does not usually exceed the power of /1/ in 

LEFT or the power of /r/ in RIGHT. These difficulties can readily be 

overcome if we train the word recognizer with the representation of 

THE LEFT and THE RIGHT in place of LEFT and RIGHT. 

V-4·3· Word Recognition 

In this parqraph a ~ is defined as a .gro.up of one or aore 

adjacent syllables. Furthermore, only the words included in the 

vocabulary (terminal symbols of the grammar) are considered. In all the 

the cases the recognition is attempted from sho~t words, (one syllable) 

to long words (up to three syllables); i.e., the program first attempts 

165 



to recognize a monosyllabic ward, if no acceptable representation is 

found which matches this ~; a second adjacent syllable is added and 

recognition of the resulting two syllable word is attempted; if the 

program fails to give the written equivalent of this group of segments, 

it tries a three syllable word, if again no possible match is found, the 

program notes the failure and makes decisions on the basis of the 

sentence parts already recognized. The word boundaries are determined 

only when a wox·d is recognized; i.e., the word i>egins at the beginning 

of ita first syllable and ends at the end of its last syllable. 

V-4-4. Sentence Recognition 

The recognition of sentences begi~ning with STOP and RESCAN presents 

no major difficulties since only the first word of the sentence is to be 

recognized. However, the decoding of PICK UP commands is not a trivial 

problem. Assuming that PICK UP has been recognized as a two syllable 

word, two anchor points at which the program is supposed to find 

relevant information are provided in the sentence. The first of these 

Is the end of the utterance which, according to the grammar, must 

contain the necessary position information. The second is the word 

BLOCK sa.ewhere in the middle of the utterance. This word was chosen 

because It is an easy-to-recognize monosyllabic word. According to the 

gr-.r, this word must be preceded by the size information aud/or the 

word EVERY. 

The decoding of these commands is thea done as follows: 

-1. Recognize PICE UP 

·2. Scan the sentence from the left to the right comparing all the 

ayllables not starting with a fricative segment with the stored 
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representations of BLOCK. 

-3. When BLOCK is located, scan from right to left to recognize 

the adjectives preceding BLOCK. 

-4. Then recognize the last word of the sentence (SIDE or CORNER) 

and recognize the preceding adjectives. 

At each step, feedback from the grammar takes the form of a list of 

allowed words; i.e., when the program is reducing <Size> to a terminal 

symbol, the only word represuntations considered by the candidate selection 

process are those of SMALL, MEDIUM, BIG and EVERY, thus reducing the 

search time by a factor of 3 and eliminating most of the ambiguities. 

Figures V-13 to V-21 illustrate the decoding of the sentence 

"PICK UP EVERY SHA.LL BLOCK STARTING AT THE BOTT<M RIGHT CORNER''. To 

exhibit the details of the "thinking" process, intermediate displays are 

shown. In normal operation, vnly a simplified representation of the 

utterance (at the top of the screen) and the results of the recognition 

(at the bottom of the screen) are displayed. The 90 seconds mentioned 

for the pass is the time taken with these intermediate displays turned 

off. 

Figures V-9 and V-10 illustrates some decisions taken by the 

program which co•Jld not reduce a non-terminal symbol. In one case, the 

sentence was PlCK UP ANY BLOCK. ANY was not recognized because it is 

not in the vocabulary. The program noted the failure and proceeded. In 

the second case, the word RIGHT was not recognized. The two ARROMS at 

the top of the screen delfimit the three-syllable word considered in the 

last attempt to reduce the non-terminal <position>. In normal operation, 

the program proct•eds taking the decision displayed on the screen. 
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In hybrid mode, (i.e., decoding and training) it will stop at the end of 

the decoding procass and allow the experUDenter to train it with n~­

repreaentations of the words not recognized. 
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Figure V-9· The program did not recognize the 
adjective before BLOCK , {this word was ANY 
not in the vocabulary). 

Aa.a......,.,AA 
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~·--- ... __ a&._ ... 

.... --·--
...... ... 

Figure V-10. The program did not recognize the 
positional adjective RIGHI • The ~o arrows 
under the utterance des~ription limit the three 
syllables word considered in the last attempt 
to reduce the non-~erBdnal (position) • 



V-5. RESULTS AND CONCLUSIONS 

V-5 -1. Results of the Sentence Analyzer 

We illustrate the results obtained with the sentence-analyzer by 

a series of pictures (Figures V-11 to V-25) and statistical results 

performed with recordings made by several spe~kers (Figures V-26 to V-28). 

The pictures are a direct photograph of the CRT display taken during 

a program run. They clearly illustrate the different phases of the 

process. The detailed c~~ents written by the side of each picturP. 

relate it to the operations executed by the computer at the same moment. 

As we previously stated, most of the sentence analysis displays pres~nted 

in these Figures are intermediate displays whf.ch are not shown l.n the 

normal opt'.ration of the program. Only the top portion ~~hich represents 

the utterance description and the bottom portion where the result of the 

recognition process appP.ars are ordinarily displayed. The statistical 

results were obtained using sentences recorded by four speakers. 

Figure V-27 giv~s the sentences used to build the lexicon of the word 

recognizer and the sentences used to test the sentence analyzer. The 

voices of the first two speakers were used to train the "ear" routine. 

To do so they had to speak the training set five times and the test set 

once, while the next tw~ speakers spoke only the test set. Figure V-28 

and v-29 show the results obtained. The noise was quite high (S/N ratio 

~5db), aince the cecording was made iP the machine room. Moreover the 

speakers were talking at normal speed, as shown by the tUDings given for 

each sentence. These t UDings (gh en in seconds) inc Jude ( 1) the duration 

of the t~oken command, (2) the time taken by the segmentation process to 

segment thE: uttetance and classify ·;be resulting segments into phonBDP 

170 



Figure V-11. The "EYE" routines are 
l~cating cubes in the field of view 
of the camera • only the outlines 
of the objects are seen • They are 
tested in various ways to determine 
whether or not a detected object is 
a cube • Three cubes have already been 
found ; the "edge follower" is tracin'.'; 
the edges of a fourth one • 

Figut·e v-12. The entire scene has been 
determined, the scene description has 
been generated, and sizes have been 
attributed to each cube • the ''EYE" 
routines teradnate here, the control 
will now be slvlred by the "ARM" rou• 
tines and the ''EAR" routines until it 
will be necessary to generate a new 

scene description • 

Figure V-1'5. The "EAR" routines are 
requesting a c-.snd from the expe­
ri~nter • He can start speaking as 
soon as the display disappea.a, but 
the microphone service routine will 
~air for him for ~0 seconds before 
complaining , The recorded speech 
utterance has a duration vnrying 
fr0111 0.:3 second to 5 seconds, the 
sound input being stopped when a 
long silence is detected • 

In the present case, the uttered 
sentence was :"PICK UP EVERY SMALl, 

BLOCK STARTING AT THE BOI'T<It RIGift' 
CORNER" • 
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Figure v-I# • The spoken c 011111and has 
been recorded correctly and the "EAR" 
program is analyzing it • Segmentation 
and classification into phoneme gr~ups 
are being performed on the entire ut­
terance, thus creating a suund descrip­
tion • This process takes from 0.5 to 
6 seconds depending on the duration of 
the uttered sentence 

(about 4 seconds in this case) 

Figure V-15. The segmented utterance 
appears at the top of the CRT screen, 
(1110re precisely, a display of the pa­
rsaeter Al, defined in the chapter II). 
The two arrows indicate the portion 
of the utterance description currently 
beina analyzed • ~~veral stored repre­
•entationa of PICK IJP were found to 
.. tch thls part of the sentence • Dr. 
thu basis of similarity values, PICK UP 
wa1 accepted as the first word of the 
c~nd • 

>'.i.gure V-16. The sentence analyzer scans 
the utterance description to find BLOCX. 
A match has been found for the group of 
•e.-.ntl indicated by the arrows • ThL 
proaraa was trained wich several diffe­
rent speakers, which explains the low 
1t.ilarity scores obtained by 3omc of 
the stored representations • 
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Figure v-17. The program backtraces 
from BLOCK to find the qualifyins 
adjective • An acceptable match has 
been found for one syllable before 
EU>CK • Two stored representations 
ot SMALL have ~tched this part of 
the utterance • 

Figure V-18. The program backtraces 
again from the beginning of SHALL, 
looking for EVERY, several stored 
representations of EVERY have matched 
the part of the command delimited by 
the arrows • 

Figure V-19. The sentence is now exa­
mined from the end • Accordin~ to the 
grammar, the position informaLi~ 1~ 
contained in this part of :.ite sentence • 
Only two words are possible here : SIDE 
or :ORNER • In this case, CORNER is 
recognized • 
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rtaur• V-20. 'fbe proar- tbn hacktra• 
cea &c. tba Mli-'-1 of CG.UR to 
recopiM the .. jecti- befure lt 
(C<mla mtpeete t.v poaitiaaal adjec• 
tlwa). Sewral eyatactlcally vaUd 
atored repre..atatiaaa were accepted. 
On tba baall of the hiaheat aiailarity 
value, lt.ICIIU' vaa cboeen • 

Plaure V-21. lacktraclna &c. RIGIIU', the 
proar- rec~l .. a IOIT(IIf • The Nntenc:e 
h now entirely decodlld ; a c-.4 word 
contalnilll tba uaeflll 11\f-tlon ll 
lHillt aad pal8ad to the caacrol prOFa 
vblch will - r•- tltla taak by acti­
vatilll the "ARM" routt~~ea • 

Ff.pra V-22. Tba Jtlock CROHII by tba 
control proar- (SMALL block nea.:eat 
to tba JOrTCII lt.lCHr COlliER) ia w.rkad 
OG the caT acreaa. aad the coordlnatea 
of the coraara of thia block ~• paa­
aed to the "ARM" routi... • Tile ara 
dllplac...ata vi ll be CGIIIIIIUtado aad 
tba ara pick up and atack the block • 
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iigure v-23, The block previously taken 
away disappears from the screen • As 
the system was ordered to pick up all 
the small block.., a second block is 
marked as the ne~t to be picked up • 

Figure V-24. The last relll8ining block 
is marked and will readily disappear • 

Figure v-25. The command has been exe­
cuted, and the final scene description 
appears on the screen • In few secends 
the program will request a new c~nd 
from the experimenter • 

The time taken to petform this pass 
through the entire system was about 90 
seconds, most of it spent in the arm 
displacements • 
(this does not include the time taken 
to produce the displays corTesponding 
to the ''f:AR" rout:ines), 

175 



TRAIN I'~G 'iE T 

RE.SCA" 
STOP 
PICK UP THE SHALL &LOC~ STANOIN~ ON THl RIGHT SIDE 
PIC~ UP THE HIG BLOC~ ~TANDING ON THE LEFT SIDE 
PICK UP THE MEDIUM 8LOrK STANUJNG ON THE TOP SIDE 
STANOI~G ON THl BOTTOM SIDE 
STANUING ON THE TOP LlrT CORNER 
STA~OING ON TH£ BOTTOM LEFT CORNER 
STANOI~G ON THE TOP RIGHT CORNER 
STANOI~G ON THE BOTTOM RIGHT CORNER 
PICK UP EVERY SMALL BLOCK 
PICK UP EVE~Y MEOJUH ~LOCK 
PICK UP EVERY ~IC BLOC~ 
YES 

TEST SET : 

RESCAN 
PIC~ UP T~E SMALL &LOC~ STA~OING ON THE RIGHT SlOE 
PICK UP THE ~IG BLUCK ~TANDING ON THE TOP RIGHT CORNER 
PICK IJP TilE H~OIUH BLOCK STANDING ON THE BOTTO~ LEFT CORNER 
PICK UP EVE~Y SMlLL BL~CK STARTING AT THE RIGHT SIDE 
PICK UP A~Y ~LOCK 
PIC~ UP THE S~ALL BLOC~ STANDING ON THt TOP L~FT CORNER 
RESCAN 
PICK UP THE YIG BLOCK STANDING ON THE BOTTOM SIDE 
PICK UP THE MLOCK ON T~E TOP LEFT CORNER 
PICK UP EVE~Y 8LOCK 
PICK UP EVEqY MEDIUM BLOCK STARTIHG AT THE BOTTOM RIGHT CORNER 
RES CAN 
PIC~ UP EVE~Y BIG HLOC~ STAR!ING AT THE TOP LEFT CORNER 
PICK UP T~E MEDIUM SLOr.K ON THE TOP SIDE 
PICK UP T~E SHALL HLCC~ ON THE LEFT SIDE 
PICK UP T~E HEOIUH HLOCK ON THE CENTER 
PICK UP T~E YIG BLOC~ ~TANDING ON THE BOTTOM LEFT CORNER 
PICK UP T~E HLOCK ON T~E RIGHT TOP CORNER 
RESCAN 
PICK UP THE SHALL BLOCK STANDING ON THE LEFT BOTTOM CORNER 
PICK UP THE HEOIUH BLOCK STANDING ON THE RIGHT SIDE 
STOP 
YES 

Fiaue V-26. TraiDlaa ••t aad te•t aet UMd to obtain etatbtic&l 
reeult• on the ••ntenee analyzer • 
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UTTERED SENTENCES UTTERANCE SEGMEN, DECODING 
DURATION TIME TIME 

RESCAN 11,991 s 1,951!1 s 11,683 s PICK UP SMALL BLOCK RIGHT SIDE 2,5911 s 3,934 s 4,451 s PICK UP BIG BLOCK TOP RIGHT CORNER 2,7811 s 4,166 s 4,1!151 s PICK UP RIG HLOCK BOTTOM LEFT CORNER 3,1211 s 5,71111!1 s 5,984 s PICK UP rvrRY SHALL BL~CK RIGHT SIDE J,IU s 5,417 s 5,116 s PICK UP lli.!U 9LOCK 11,1131 s 1,133 s 2,433 s PICK UP SMALL BLOC~ TOP L~FT CORNER 3,"U s 5,611!1 s 1,934 s RESCAI'~ 1, II Ill s 1,867 s 3,CIJ17 s PICK CJP 91C ~LOCK BOTTOM SIDE 2,7511 s 3,5111!1 s 5,411111 s PICI< UP ~LOCK TOP LErT CORNER 2,111 s 3,684 s 3,483 s PICK UP EVERY BLOCI< 1,151 s 1,116 s 1,617 s PlCI< UP EVERY MEDIUM BLOCK BOTTOM RIGHT CORIIIF.'R 3,311 s 7,1!111Jiil s 6,984 s RESCAN 1,141 s IIJ,934 s 2,451 s PICK UP EVERY SIC BLOCW TOP LEFT CORNER 3,341 s 6,183 s 3,711 s PICK UP MEDIUM BLOCK TnP SIDE 2 ,181!1 s 3, 7I!Jiil s 8,133 s PICK UP SHALL BLOCK LE~T SIDE 2,361 s 3,284 s 2, 751 s PICK UP '1EDIUM BLOCK 2,111 s 4,251 s 5,711 s PICK IJP BIG BLOCK 60TTnM LEFT CORNER 2,991 s 4,151 s 4,133 s PICK UP ~ BLOCK RIGHT TOP CORNER 2,361 s 3,251 s 3,467 s RES CAN 1,121 s 1,933 s 1,917 s PICK UP SHALL BLOCK LErT BOTTOM CORNER 3,261 s 5,451 s 4,53J s PICK UP '1ED!UM BLOCK LEFT SIDE 2,651 s 4,251!1 s 5,116 s STOP 11,691 s 1,313 s 1,167 s YES 1,691 s 1,533 ~ 1,1U S 

RESCAN 1,711 s 1,618 s 1,484 s PICI< UP SMALL BLOCK RIGHT SID~ 2,741 s 4,367 s 3,617 s PICK UP B!C BLOCK TOP RIGHT CORNER 3,151 s 5,733 s 4,911 s PlCI< UP MEOIUM BLOCK BnTTOM ~ CORNER 3,131 s 5,61118 s 5,134 s PICK UP ••••• SMALL BL~CK Rl HT SIDE 2,881 s 5,167 s 2,733 s PIC~ UP BLOCK 1,321 s 2,183 s 2,811 s PICK UP SHALL BLOCK TOP LEFT CORNER 3,291 s 5,733 5 3,811 s 
RESCA~ 1,881 s 11,666 s 1,611 s PICK UP BIG ~LOCK BOTTnM SID~ 2,621 s 1,416 s 3. 714 s PICK UP RIG ijLOCK TOP LErT CO~NER 2,311J s 3,351 s 5,235 s PICK UP rvfRY BLOCK 1,161 s 1,733 s ?.,11117 s PICK UP EVfRY MEDIUM BLOCK BOTTOM RIGHT CORiijEff 3,151 s 8,211 s 4t,IJ16 s RES CAlli 1,841 s 1,167 s I, 6!56 S PICK UP ••••• BIG BLOCK TOP LEFT CORNER ~.911 s 4,913 s 3,834 s PICK UP MEDIUM BLOCK TOP SIDE 2,891 s 5,534 s 5,311 s PICK UP SMALL BLOCK LErT SlOE 2,291 s 3,133 s 2. 834 s P!CI< UP MEO!ll"'' BLOCK 2,:.u s 4,111 s 6,ti3J s PICK UP err. HLOCK BOTTOM LEFT COFNER 2,191 s 4,351 s 4,767 s PICK UP BLO~K RIGHT TOP CORNER 2,321 s 3,351 s ~.467 s RES CAN 1,818 s 1,6111 s 11,31111 s PICK UP S~~LL ~LOCK LErT BOTTOM CORNER 2,151 s ~.966 s U,214 ~ PICK UP ~EDIUH aLOCK RIGHT SIDE 2,751iJ s 7,334 s 3,1'111 s STOP 1,74111 s 8,467 s 1,217 s YES 1,72111 s 1,584 s 1,233 s 

Fisuu v--zr. Sentence aualyah reaulta for 2 apeakera whoae voicea 
were uaecl to train the c0111puter • 
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UTT(RED SlNTENC(S UTTERANCE SEGMEN, OtCODING 
DURATION TIM[ TIME 

RES CAN 11,96111 s 1,1111 s 111,78• s 
PICK UP ~HALL BLOCK Rir.HT SIDE 2,821 s 3,583 s 4,1511 s 
PICK UP ij(G HLOCK TOP ~IGHT CORNER 2,921 s 4,558 s 3,981 s 
PICK UP EWERY BIG BLOCK BOTTOM LEfT CORNER 2,961 s 6,283 s 5,684 s 
?!CI< UP Ev[ijy SMALL BLOCK RIGHT SIDE 2,95! s 3,483 s 3,183 s 
PICK UP ~ BLOCK 1,33111 s 1,433 s 2,767 s 
PJCI< UP BLOCI< TOP LErT CORNER 2,87111 s 3,534 s 4,916 s •••••• II, 71111 s il,817 s 1!1,85~ s 
PIC~ UP BIG ~LDC~ =~~a; SIDE 2,711 s 4,916 s 3,511 s 
PJC( UP~ ~LOC LEfT CORNER 2,1iJIII s 2,951 s 2,,17 s 
PICK UP •••••• 8LOCK 1,11711 s 1,366 s 2,484 s 
PJCI< UP EVERY MEDIUM dLOCK HOTTOM RIGHT CORNER 3,891 s 5,934 s 4,383 s 
AESC-1\1 II, 911 s 1,884 s 1,683 s PICK UP EVE~Y RIG BLOCK ••• •••• •••••• 2,71111 s 5,251il s 6,851!1 s 
PICI< UP ~ 8LOCK TOP ~IDE 2,361 s 2,651iJ s 3,85111 s 
PIC( UP MALL 9LOCK LErT SIDE 2,211!1 s 2,981iJ s 3,1111111J ') 
PICK UP MEDIUM ~LOCK 1,8911 s ?,166 s 4,767 s 
PICK UP ~IG ~LOCK BOTT~" LErT CO~NER 2,8111 s 3,684 s 4,783 s PICK UP BLOC~ MIGHT TOP CORNEA 1 18811 s 2,650 s 3,651!J s 
RESCAN "1 861!J s 0,816 s lll,751!J s PICK UP SMALL 8LOCK ~ BOTTOM CORNER 2,98111 s 5,251 s 5,533 s 
PICK UP Eyray BIG &LOCK IGHT SIDE 2,7111 s 3,383 s 5,351!J s 
STOP 11,721il s 0,551 s 1,217 s 
YES 11,468 s 1,483 s. 8,211 s 

RESCAN 8,9611 s 11,666 s 1,15111 s 
PICI'C UP SMALL BLOCK ~SlUE 2,578 s 4,981 s 3,911111 s PICK UP ~IG ~LOCK TO ~ CORNER 2,8611 s 3,784 s 4,1133 s 
PICI'C UP ~EDIUM BLOCK M M LEFT CORNER 2,671 s 5,151 s 5,88.J s 
PIC!< U11 ~VERY S~ALL BLnCK RIGHT SID£ 2,751 s 5,388 s 3,717 s PlCI( UP UIB! BLOCK 1,241 s 1,367 s 2,933 s 
PICK UP ••••• B~oOCK TOP LEF'T CORNER 2,7311J s 4,258 s 3,518 s 
RESCAN 1,98111 s 8,783 s 1,1!'58 5 
PICK UP BIG dLOCK BOTTnrt SIDE 2,631 s 3,751!1 s 4,166 s 
PIC~ UP RI.OCK TOP ~IGHT CORNER 2,1121 s 3,984 s 3,633 s 
PICo( UP EV[QY BLOC 1,35111 s 1,351 s 2,267 s 
PICK UP ••••• !li BLOCW BOTTOM RIGHT COBNER 3,331 s 6,183 s 7,251 s 
RESCA~ I!J,921 s 8,767 s 8,566 s 
P!Ct< U11 EVERY BIG BLOCK TOP LEFT CORN( A 2,941iJ s 6,433 s 3,817 s 
PICK UP "EDIUH ~LOCK TOP SIDE 2,1211 s 2,966 s 3,UI!J s 
PICK UP SHALL BLOCK LErT SIDE 2,288 s 2,717 & 3,166 s 
PICK UP HEDIUH dLOCK 2,1111 s 2,633 s 6,733 s 
PICK UP BIG HLOCK BOTTO~ ~ CORNER 2,828 s 5,316 s 4,1167 s 
PICI'C UP BLOCK RIGHT TOP CORNER 2 0 ;5.,. s 3,734 s 4,35111 s 
BESr:AIII 11,981 s 8, 717 s 1,917 s 
PICK UP S~ALL BLOCK !littl BOTTOM CORNER 3,118 s 4,689 s 5,111J s 
PICI( UP ~EDIUH ~LOCK RIGHT SIDE 2,611 s 4,316 s 51 351J s 
STO~ 1!1,7411 s 1,516 s 8,2111 s 
YES 1,471 s 1,41!11 s 1,193 s 

Figure V-28, SeftCeDCe &DalJ8i• re.ulte for 2 apoakera whoee voices 
__.. 1llllmawn to the caputer • 



groups, and (3) the time taken t:o decode the sentence. The character 

strings at the left of the Figures are the sentence analyzer output. 

They were slightly modified to render them more camp~ehensible; i.e., 

each non-recognized word was replaced by s series of "•" and each 

incorrectly recognized word was underlined. 

Although the percentage of correctly recognized sentences is not 

exceptionally high 85.5~ correctly recognized far the two speakers 

utilized to train the program, and 66.6~ for the other two, the number 

of correctly recognized words is more impressive (~and 9~ respectively). 

Furth~tmore, the program is capab}e of detecting some of its own failures, 

that ~s. those which occur when one of the nonterminal symbols cannot 

be reduced, and for these cas~s it can be modif1ed to r~quest the 

experimenter to repeat the sentence. Likewise, to insure a correct 

execution of a given task, it can be provided liith execute and rf'ject 

commands; i.e., if a sentence has been correctly decoded, the 

experimenter requests ita execution by saying "execute", but if it has been 

incorrectly decoded, he says "reject" and repeats the same command again. 

An interesting point of the exhibited results is the r•~ram's 

failure to recognize the 14th c011111and of the third speaker (Hgure I\1-~8). 

The program did not recognize corner at the end of the sentence and 

theref~re ~ould not recognize the two preceding adjectives since it 

could not cetermine the boun1aries of these two words. This illustrates 

the well known problem of error recovery or- syntax-directed compilers. 

Of course, in our simple case, an ad hoc te(!b,tlque could have been 

de\'i:.ed to recover from such a blunder But ; • a more general case, the 

probletll ')f error recovery, when the program fails to detect •.ne boundaries 
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of one word !s one of the most difficult sub-problems in the general 

problem of connected speech recognition. 

Although the recognition times presented are already short (an 

average of 9 seconds was taken for the recognition of the longest sentences), 

o.. could effectively eliminate the time requited for segmentation by 

using the r~al-time s~gmentation program described in the next chapter 

(desk-calculator) which divides the utterance into discrete parts while 

the experimenter is talking. Likewise, the replacement of the actual 

ar...ar by a stricter one (without the terminal symbol EMPTY added to 

allow the decoding of quasi natural english sentence) in which a left­

to-riabt oarsing algorithm can be applied could slightly reduce the 

decoding ttme. Under these conditions, a 4 second long sentence could 

be recognized in .3 to 4 seconds, that is about 3 times faster than a 

trained typist can type it. 

V-5-2. Conclusions 

It will be probably a long time before a computer can equal the 

perception and dextertty of a human being. This will require not only 

advances in the area of computer architecture and in the quality of the 

e~ternal devices, but also a better understanding of perceptual and motor 

processes. 

Bven the limited progress achieved so far can result in comp·:ter 

hand-eye-ear syatems that are better suited ~or some purposes than 

h....an beings. For example, they may see .:h1..ngs and hear sounds that a 

person cannot and they can work in areas prohibited to human11 {nuclear 

energy laboratories for example). They may be faster, stronger, more 

econaa~ical or more expandable than men. 
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The fact that a computer may not be able to "unde:utand" all the 

things it can see or carry on fluent conversation should not be a cause 

for extra concern. Let us consider the case of programming languages. 

Although we have not been able to cOIIDIIUnicate with computers in a natural 

language, a great deal is achieved using structured ad hoc languages like 

Fortran or Algol. We believe that this will be the case with visual 

and voice i11put to the computers or with computer control of manipulators. 

We foresee several practical applications that can profitably uae 

the techniques described in this chapter. One tl~t is ~oat often 

mentio .. ed is the possible bandwith reduction in picture and speech 

transmission systems. Computer concrolle.: carts which can navigate 
I 

themselves, automated factories, where computer controlled manipulators 

with visual feedback can handle many situations which cannot be presently 

handled by fixed ~equence manipulators, voice controlled data retrieval 

systems are within the range of the present state of the art. 
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Chapter VI 

DES CAL 

A VOICE CONTROLLED DESK-CALCULATOR 

v:; -1. INTRODUCTION 

The speech analysis ::;u'J~ystem of the HAND-EYE-EAR system (i.e., the 

EAR part) does I:Jt lully utilize the P·Jwer of the word recognizer which 
-. Ll• 

~ . 
::s availt~ble to it. This word recogr,izer, which is able to accurately 

differentiate between the words of iarge vocabu !aries, is only n'CJl• :-,·ed 

in this case to decode sentences con!>tructecl fron. a Lo wo1·d voca1JU 1 ar:.r. 

Syntactical contraints further reduce the list of candidates to at most 

4 entries each time a recognition is attempted. In this especially simple 

case, a much sfinpler ad-hoc algoritr~ could have been devised to resolve 

any remaining ambiguities. In this chapter, we shall describe a more 

exacting application of the speech recognition system: a voice controlled 

desk-calculator DESCAL. 

The sentences ar·~ structured by a linear gra11111er acting on a 

vocabulary (i.e,, set of terminal symbols of the grau1nar) cnn1posed of 

46 words (or terms like RUB OLT). While processing spoken c"'''''tiHIS, liw 

grammar is utilized t~ice, namely: 

-1. To reduce the search and eliminate phonetic ambiguities by 

look-ahead during the decoding of the sentence. 

-2. To cli.rect the left-to-right parsing algoritlun while executing 

the c011111and. 

Desirable characteristics of a voice controlled desk-calculator are: 

-1. The uttered words should euto;;latically appear as yc.u speak, 

182 





without waiting for the compl.:!tion of tr.c 1vhole sentence (unlike the 

in a connected speech utteran~e). 

-;) Should the c001puter make a mistake at any given point, it siwuld 

i.>c possibie lo altt::r by voice cor.Ulland tile word whicit was erron.~ously 

recogniz:"d. This requirement is in contradiction ,.,ith the preceding one 

if the c0111puter system uti::.ized is unable to rec:ognize words much fast"'r 

than a person ~an utter them. If an error is noticed after several other 

words have been uttered, it becomes necessary to "erase" the symbols 

following the error before attempting to fix it and to rP.peat all of them 

afterwards. 

-). The language used for controlling the calculator should be 

natural so that users will concentrate on their computation and not on the 

form of the statements. 

To satisfy the first requirement we had to reprogram the utterance 

description generating process and. the utterance recognition in order to 

increase their speed. Sir.ce the previous chapters have shown that the 

speech analysis processes (segmentation and classification into phoneme­

like-groups) were abDost performed in real-time, we decided to execute 

them while the experimenter is talking. To per:orm this transformation, 

the corrf'.sponding programs were simplified, coded ~.n ::-achine language 

am.1 :i.nc;,rporated i.nto the hard\Jo:tn' ?rep;:occssor set·vice routine, the only 

progrUI capable of processing the micropi1one input buffer while the input 

operation is executed (in a parallel fashio.•). 

Because of syGtem limitations which are mainly due to the slowness of 

the available computer (1.0 ~8 or 2.0 ~·memory cycle time, 2.5 ~· for 
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a fixed point addition), it was impossible to recognize a given terminal 

synbol in real-timl'. even with th: 9earch space reduction resulting from 

the syntactical constraints. The a·nount of computation time l'ecessary 

to recognize a word is typically 0.5 ~o l second, but since this program 

is run under tJu_, timL-sharing system, this basic time ca.1 be largely 

increased if thert! are several users working on themachine and if the 

program is stvappcd iu and out o:· memory. .. 
To overcome these :irdtaticns, we could h.1ve implemented a speech-

l.nput similar to the HAND-EYE-EAR !:ystem spPech-input (Chapter V); that 

ls, a full desk-cal:u 1 ator statement. is read-in through the microphonto and 
/ 

the!J".analyzed, 
/ 

In this hypothesis, the decoding of the statem~n't would 

have been done by first delerrnining the syllable boundarirs and then by 

recognizing each word in the ~arne manner the EAR part does. Of course, 

the wor:l recognizer would have to be trained with actual words taken from 

few typicfl. ~P~~ef!--'rer tence&. If this had been done, an·J if a recognition 

error occtred,(hc onl·; solution would be to reject the whole statement 

and to repeat it, whi•:it is annoying if only one of the symbols is erroneous. 
~ 

To satisfy the st•cond requirement, we decided to use a word at' a time 

input because it tlimi.nates the erasing problem and it makes the calculator 

independent of the speed of the machine. At present, the experimenter 

has to wait one second befo.-e saying t:1t! next word. Of course, this is 

not fully satisfactory, bu~ if a faster computer was available (J ike CDC• 1 

l b600 or IBM )t0/91), a short silence" between words ·.,rc•uld be sufficient to 

perform the recognition of the preViously uttered word. In fact, since 
\ •· 

the recognition is performed in 0.5 to 1 second, a 5 times faster computer 

would be sufficient to impl~ent a real-time desk-calculator (such a 
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computer is already c~on since an IBM 360/91 is 30 times faster than the 

PDP-10 we used). 

The language described in the <~ext section attempts to !!atisfy the 

third requirement. 

The chapter will present the structure of DESCAL along with the 

modifications effected on the recognition system in order to increase its 

speed which is one of the ~ain goals of this last application. The chaptEr 

can be summarized as follows: 

-1. Presentation of a language adapted to the specific voice 

controlled desk-calculator task. 

-2. Description of efficient speech analysis and recognition 

procedures capable of decoding and executing syntactical correct commands 

in real-ttoe (or a~ost real-time. The words are read in one at a time and 

are recognized in 0.5 second to 1 second). 

-3. Description of the results obtained and conclusions. A set of 

\ 
photographs exhibi.ting t:he e.-<ecudon of a simple canputation as displayed 

on the CRT console used as physical support of DESCAL terminates the 

chaptel·. 

The collection of subroutines ~ch compose DESCAL occupies lGK worda 

of 111e1110ry: 7 K words of buffer and lexicon storage area an:i 9K of machine 

code. 
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VI-:'. THE JANr.UAGE OF J)f:SCAL 

Thn usefulness of any desk-calculator will depend on its conveniencr. 

Jt has to be at least as good as usual dt.sk-calculators as far as the 

Z:"'-·<'rnl.i.t; of the op;rations which can be pf•rfoi'I'Ied on such a device is 
,~-

concerned. This wi1~ ach i.eved by implementing a 10 register machine 

provided with 7 basic operations and 10 arithmetic functions. All these 

basic components are easily .nodifiable and expanciable by a t:ew modifications 

performed on the tables whi~h implement the grammar. 

Languages for speaking to machine:s would in general have a different 

structure t!lan their written counterparts. Desirable characteristics of 

a spoken command language are: 

-1. The sentences of the language have to be easy to speak and 

natura 1 sounding. For example, sentences like: "ALPHA EQUALS BETA PLUS 

GAMA SEMI-COLON" are unsatisfactory for speaking. 

-? The ~erminal symbols (i.e., words of the vocabulary) have to be 

chosen so that the phone~ic ambiguities and word boundary ambiguities are 

minJ.mized. 
I. 
The language desr.ribed in this section attempts to satisfy these 

requirements. Whenever these requirements are in contradiction, the convenience 

has precedence over the choice of the terminal symbols (e.g., the digits 

were left in their normal spoken forms even though ambiguities may arise 

from the acoustic similarity between FIVE and NINE). 

For reason of convenience, and to allow interesting arithmetic 

functions, all the mUllbers of D~'iCAL are real. Of course, integer numbers 

are permitted in fnput, but they are tmmediately converted to their 

real representation. 
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VI-2-1. Syntax of the Language 

The language of DESCAL is defined by the linear grammar which is 

representcu by t:he folloPing set o( i><tckus-Naur productioas: 

<command> : :• <statement> EXECUTE j <statement> ERASE 

<statement> : :"' --store statcr.\Cnt> -l:OCJputc statet.Jeut> I 
· arithmetic statement> 

<Jatore :;tatement> : :• STOllE <real number> INTO <register> 

<real number> : :• <!number> j <£number> ~ <snumber> 

<fnuaber-... : :• <snumber> I <snumber> <number> 

<amaber> : :• <ll\DDber>l- <number> 

<D~ber> : :• <digit> 1 <digit> <number> 

<digit> : :• 0 I t 121 ) 1415 161 ·r I~ 19 

<Compute statement> ::• COMPUTE <function> OF <register> 

<function> : :• SQUAROOT I SINE I COSINE I TANGENT I LOGARITHM I 
NATUBAIDG I EXPONENT I ARCSINE I AP.COSINE I ARCTANGENT 

<arithmetic statement> ::• <operator> <~egister> <preposition> 

<register~ 

<operator> : :• K>V! I ADD I SUBTRACT I MULTIPLY i DIVIDE 

<:prepoaiticm> : : • BY I 'lO I FltOK 

<resister> : :• ZUW J STIK J STAR I lC.ILO I OSCAR j 
PAPA I WEST I SISTEK I WHISKY 1 FOX 
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Vl-;'-?. Sc"'1antics of the Language 

F.XF.CUTr. When a desk-calculator statement has been correctly recor.nized 

ERASE 

RUB OUT 

by the sentence recognizer, its execution is requested by 

saying "F."(F.<":Un:". Two different actions take place at that 

point 

- The command is executed by an interpretive program. 

- The representations of the utterances marginally rccogni:..ed 

are introduced into the lexicon, so that the system is 

continuously improving 1ts performances. 

If an error has occured, or if the experimenter changes his 

mind, he rejects the cnt ire :;t.;:tement by saying "ERAS•:". The 

statement is erascu and i;~norcd (not executed}. 

(not in the grammar) This terminal symbol is allowed at any 

moment in a statement. It provokes the deletion of the 

previously uttered termi"~l symbol and plal·es till' syntax· 

directed sentence analyz.•·r in the corresponding state. 

To explain the other statements we shall use a convenient algol-like 

notation. 

STORE real number INTO register .. rE"r,ister -re~lmunber 

Cot-lPUTJo; func t ion OF rer,hter ,_. register -function (re~istcr) 

MULTIPLY register! BY register:' .... rcr,istcr ~re!•,hter 1 X rP~.i~~lcr,) 

nrv r1>•: rc~istcrl BY register ., ... register 1- reAisterl I register:' 

ADD register TO register;• ~ rcgister?-registerl + register~' 
K>VE register} TO register~ ~ rrp;i!': er?-registcr 

SUBTRACT registerl FROM register;'.,.register;•-regislcr.' - regislcrl 
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Vl-2 -). Implementation of the Synta:<-Dlrected Statement Analyzer 

Syntax-directed reco&tlitiotl is implemented by means of tables of 

syntactically cor:Leco:: _..inal s.>~:.bols at th';l current stage or the analysis. 

A flowchart of the sentence analyzer is given on Figure VI-1. Each box 

RECORU and KECOGNIZE •.•. contains, between parenthesis, the list of 

syntactically correct temul symbols. Only these will be considered as 

possible candidat~s by the re~ognition process. In the implementation, a 

table of allowed terminal symbols is attached to each of these boxes. Any 

probable candidate, which was selected by the lex1con search procedures 

(Chapter IV), and whose print-name is not preaent in the current table of 

allowed symbols is elimi~ted trom r.:te list .)..: ·~·ol·able candidates. This 

process considerably reduces the s•.'·'1.rch :. ""'';•' of the word recognition 

pr:·cl': :; and eliminate!! all ambiguities mainly because the vocabulary ia 

carefully dto!lett. When a symbol is recognized, its print-name is pla.:ed 

in a storage ar.ca which contair.s the print -names of tile :~tat:ement parts 

already recogni~ed. We will refer to this storage area which is used by 

the statement interpreter during the execution of the command as the 

written-form of the statement. Then, the syntax-directed analyzer assumes 

the next state (i.e., set up for the next table of allowed symbols) 

dependina on the name of the last recognized terminal symbol For exami:)le, 

if STORE has been recognized as operator, the program gets reac~y to 

recognize a number a~d will stay in this state until INTO is recognized, 

then it ~ill aet ready to recognize a re~iater and so on .••..•. 

AI lona as a terminal symbol is not recognized, the pru~ess stays in 

the s ... state (i.e., utilizes the same table of allowed symbols) and 

requests new utterances of this word by displaying question-marks. 
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RECORD AIID RECOGNIZE 
EACH !lUMBER COMPONENT. 

10,1,2 ,3,4,5,!>J7 ,8,9, 
-,·,~,INIOI 

STORE 

RECOIID AND RECOCNIZ£ 
OPERATOR. 

<STORE, COMPUTE, 
MULTIPLY DIVIDE, 

II.DD, MOVE. ~UBTRACTI 

RECORD AND RECOGNIZE 
FUNCTIOtl. 

'r~~~~T t:~~~Ei.~~~~ · 
LOGA~!Ti/1,1, NATURAL(It:, 
A~CSINE, ARCCOSINE, 

APCTA!It:ENTl 

-DO SUBTRACT MOVE 

'-'ULTIPLY, DIVIDE 

INTfRPRET TH£ 
DECODED STATE~ENT. 

LEARN THE N~!ll' W::JP 
REPRCSENTATIQ"S 

MARGINAllY R(Cfl·~.IZED. 

rlgure Vl-J. The Svntax-Directecl Suntence Analy.cer 



When t.he word-recognizer makes an identification error, the experimenter 

may use the RUB OUT feature. The word RUB OUT is allowed anywhere within 

a statement (i.e., its print-name is part of all the tables of allowed 

symbols). Whenever this word is recognized, the process suppress the 

last recognized symbol from the statement written-form and replaces the 

syntax-directed sentence analyzer in its previous state by utilizing the 

remaining parts in the written-form of the statement. The process which 

returns to the previous state utilizes the grammar in the san•e manner as 

the interpreter uses it to analyze the stored written-form during execution. 

VI -2-4 • C011111ents 

The sentences of the lang•~ge defined by this grammar are short and 

quasi-natural. People can speak and remember these statements easily: 

ADD STI:< TO ZULU 

COMPUTE LOGARITHM OF FOX 

DIVIDl STAR BY SISTER 

EXECUTE 

EXECUTE 

EXECUTE 

Acoustic ambiguities arise only during the recog~ition of the digits 

(in particular 5 and 9). But for the sake of convenience, we decided not 

to change their names. 

Although the DES~L vocabulary may be globaly ambiguous (e.g., TO and 

TWO, FOR and FROM, BY and NINE are very likely to be confused), these 

ambiguities do not create any problem as a result of the use of the 

gr8111Ur. 
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VI-3. THE WORD RECOGNITION SYSTEM OF DESCAL 

The previou::; section has described the language of DESCAL and how a 

grammar can be used to decode sentences made of several words. The present 

section explains the process which records and recognizes a spoken terminal 

symbol, each time this action is requested by the syntax-directed analyzer. 

As in the previous chapters, the recognition of a given utterance is 

performed in two clistinct steps, namely: generation of a description of 

the utterance and : slection of a best,~atch candidate in a lexicon which 

contains the descriptions of previously "learn~d·· ut tera.1c:es. The 

procedures lihic'l are described in the next three subsections are conceptually 

identical to those described in the Chapters III and IV of the present 

dissert~tion. However, since speed is one of the main goals of this 

second application, srveral important modifications had to be made to 

the system in order to reduce as much as possible the time necessary to 

recogn1ze a given utterance. 

VI<-1. The Utterarce Description Generating Process 

Utilizing the heuristics presented in Chapter III, a completely new 

process which analy~es the utterance and generates a compact description 

while the experimenter is talking was programmed. A detailed flowchart 

of this fast segmentation-classification-into-pll>nenc-;:.roups is presented 

on figure VI-2. This program is a real-time user's program, i.e., it is 

restarted every 16.7 ms by the supervisor and runs in parallel with the 

regular user's program. In fact, the latter is not running at that time 

since it is waiting for the A/D converter input operation to be finished 

(I/0 which is terminat~d by the real-time user's program as shown on the 

flowchart) . The sequenct! of OP"'l"at ions is as follows: the regular user's 

192 



rtpn VI-2. 'rile ... l•T'-e Utterance Deecriptiaa Generatlq Prop-• 



prograrr. initiates the real-time program and the A/V converter input, 

these t'lo.'O processes are executed in parallel on the microphone input buffer. 

The control is returned to the regular program when a long enough silence 

has been detected in the input speech data. 

;y examining carefully the new segmentation process, one •~ill be 

a')J.e to isolate the primary segmentation, the most important part of the 

set~oncary set,'lllerl'ltion (parameters with too much variation in a ~ustained 

segwe~t), the combining proces3, and the classification process. All 

of the·n are described in Chapter III. The main difference is that instead 

of a sequential execution, ~11 the processes are now organized in a 

coroutine fashion. The primary and secondary segmentations are performed 

directly on the minimal segments. The combining, detection of extrema and 

classjfication are performed each time a low amplitude segment, which is 

necE"::>sarily a FRICS, STOP or BURST is found. The conceptual idea behind 

this classification scheme is that in general, one needs contextual 

information to d(<Cide the type of a given sonorant segment (VOWEL, CONST 1 

NASAL). On the other hand low amplitude segments can be classified 

'"ithout referring to their adja'-ent segments. TherefC"re, they furnish 

anchor points betwe@n which a classification can ~~ ~erformerl. 

·::he functj.on ·.vhich computes the close!'lc·.~s [;etween any two segments 

(closeness function) is descriiJ.:d in Section Ul-.-'. The classification 

algorithm is kept in its criginal form (Sec.tion III·)), and so are the 

combining procesc and the extrema detection proc~dure (Section III-4). 

The complete real-ttme program returns to the regular user's program a 

standard feature matrix as presented on Section III-6 which enters directly 

the recognition process. 
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VI-3-2. The Recognition Process 

The recognition process is ahnost identical to the proc~ss described 

in Chapter IV. The only two modifications which were performed are a 

translation of all the procedures into machine language and the removal 

of the error recovery procedure (Section IV-4-4) which has proven to be 

ttme consuming for a little improvement of performance. Since the 

exper~enter is able to repeat his last utterance, in case of failure, 

we felt that tile s"ving in time realized was worth the few additional 

errors. 

VI-3-3· The Learning Process 

The organization of the lexicon, which is described in the Section 

IV-2, is not altered for use •n DESCAL. Consequently, the lexicon handler 

subroutines are left in the same form. Only the lea~ning scheme 

was slightly modified so as to make the program self-improving. Two 

distinct learning phases are executed by the program. The first one 

takes place when the program is started. The experimenter is requested 

to apeak three times the words of the vocabulary. These utterances are 

analyzed. the descriptions are generated and stored in the lexicon along 

with the corresponding character strings. Then the program accepts 

desk-calculator statements and recognizes each utterance. While this 

process is going on the utterance d~scriptions which represents the words 

of the aentence are stored along with the recognition scores they 

obtained and their corresponding character strings. When the word EXECUTE 

is recognized, the program, assuming that it correctly identified all 

the previous utterances, stores in the lexicon all the utterances which 

obtained low stmilarity scor~s. thut constantly improving its performances 
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by a continuous learning. This process '-<•ntinues until the lexicon is 

full of learned data. The utterance description storage is, of course, 

altered by the RUB OUT command which deletes the last uttered word whirh 

is supposed incorrectly recognized. 

VI·)-4. Comments 

Since no statistical tests were perfo~ed on this word recognition 

process, we cannot compare it precisely to the process presented in Chapter 

IV. On the utterances it had to recognize, its performances were 

satisfactory (about 90 percent were correctly recognized), but these 

sentences were easy to segment (utterances composed of vowels, silences 

and fr.icatives) and the grammar was helping a great deal the recogni~io4 

process. We believe that this program might not have performed as well 

if we had to segment several adjacent sonorant sounds or if we had to 

distinguish phonemlc.l.lly ambiguous words. 
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VI-4 RESULTS AND CONCLUSIONS 

As in many of the preceding chapters, a typical computation executed on 

DESCAL will be explained by means of CRT pictures (Figures VI-3 through 

VI-14). They exhibit the computation of the hypotenuse length of a 

rightangled triangle when the lengths of the other sides are known. 

When the computation ends, the lengths of the sides are stored in the 

registers STIK and STAR, and the hypotenuse length is in PAPA. Besides 

the syntax-directed sentence decoder and the real·time utterance description 

generating process, DESCAL is provided with conversion routines for numbers 

(character string to floating-point representation and vice-versa) and a 

..all interpreter which executes the desk-calculator statements. Since 

thel'le procedures have not special interest, they will not O\) rl~~>scribed 

here. 

FigureE VI-15 and VI-16 ~xhibit two error messages issued by DESCAL. 

S~ ERROR means that the input sentence is not syntactically correct. 

Sl~ce the only symbols accepted by the input routine are the syntactically 

valid terminal symbols, this~r message occurs very unfrequently, 

(unless there ia an error in the coding of the algorithm which can then 

be traced and fixed). ARITHMETIC OVERFLOW means that one of the register 

value is too large (f~r example when iividing by 0). In this case, the 

ca.aand is not executed. 

DISCAL is a working system which demonstrates that a reasonable desk­

calculator responding in real-time to the experimenter's voice can be built 

on today'• existing computers (about 5 times faster than a PDP-10). If 

we h.1d a 30 times faster computer (like CDC 6600 or IBM 360/91), it may be 

,o.sible to handle 20 people in time-sharing, which would perhaps be of 
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interest, not so much for a desk-calculator type application, but as a c<>ta­

retrieval system. 
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Figure vt-6. The desk-calculator 
stat-nt has been entirely daco-
ded and appears at the bottlllll of 
the CRT display • 

Figure VI-7. When the expert.enter 
says EXECUTE , the c~nd ia 
executed • The value appears in 
the reglst.~r STIK • 

Figure VI-8. The naxt statement 
has been decoded and -eeuted • 
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.... • -- • ,.. ... • .. 
,.. • -· ... • ....... 
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~ rs ~ "~ MM ~If« 
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11!111 f ••• -.. -r.M , .. - , -- . 
IQIUI ' ...... . 

... lS~ATftUt~ 

-.v • - .... -.. ... . •J.-.t 
,.. s 

IQIUI , 

- . - ........ 
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of it before atte.ptina tbe reco-
pitioa • 

ftpre VI-10. The ca.putatien 
-eeutecl on DESCAL proceeda • 

llpre YI-ll. ODe can euily 
folto. the Ca.p~&t&tiOil Oil tba 
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Oaly the ~ 110et recent etate­
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~ :S ;aQII. AT nut ~ 
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~··-~ .. ••J·-· ..,. 
~·~--· - , .-. I , ... , - • , 
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Figure VI-12. The progr• coaaputed 
the aquareeof the two aides of the 
rightangled triangle in the regia-
tera PAPA and WEST • 

Figure VI-1~. PAPA now contains 
the square of the hypotenuse 
length • 

Figure VI-14. The COIIlputation 
ter.inates here • The lengths of 
the aides are in STIK and STAR • 
The hypotenuse length ia in PAPA. 

N.v • 
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- • ..... • 

- .,. ,. - - ,. .... ,....,, """' 
, .... ,....,, ...., , 

lii&.U • 
.mil .... _... . - •• :r.-..t - • ..... • - - ,. .... ,....,., ..... , .... ,....,., ...., , - ...., ,. 

lii&.U • .,. ····-· - '•J.-..f - • ..... • 
.... ,....,, ..... , 
.u.'l'ftr - ... - ...., .,. 
...,. .._, .. 
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2\I.U • c.:wt • 
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.... TI"L, ..r ., .., 
/liD - ,. fW'I' 

~ ....... • --S'llfrollll -- ... 

Figure VI-15. The decoded statement was not 
syntactically valid • The statement was 
erased, replaced by the inscription : 
*** SYNTAX ERROR ***• and not executed • 

~ IS ~ AT 'I'GLft !1ft\'%~ 

2\I.V • ._ • 
~ . ···---· ,... .. , ....... ... . .,._... ..,. .. , ....... 
,.. • -- • • ... • ..... • • 
,. ., ,. fW'I' ...... - • ...... -----............ -

Figure VI-16. A division by 0.0 baa been 
ordered • The desk-calculator complains , 
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Chapter VII 

CONCLUSIONS 

The principal goal of this work has been the efhcient recognition 

of speech by a computer. To achieve this, several hardware and software 

techniques had to be developed. New approaches to probl.~ms already solved, 

and roew solutions to problems not investigated before have bl!e.t descriht>d 

Amongst these are: 

-1. Implementation of a preprocessor, which E'~tracts amplitude 

and zero-crossing parameters in adequate frequency bands 

.. ;' Use of a closeness function to segment the utterances on the 

basis of their acoustical properties 

--· Investigation of the segment synchroniz.Hion problem and 

design of a working solution which uses the segments obtained through 

the segmentation process 

-4, Reduction of the candidate space by a carefully organized 

lexicon and by tests performed on rough global feaLirJ\ characterizing 
I 

the utterances to be matched 

-5. Investigation of the problem of recognition of connected 

speech utterances and imolLmentation of two working systems able to 

decode sentences of 1 imited lanp,uap,cs. 

The research described in the prececiing chapters leads us to tltc 

following conclusions about the nature and methodology of speech analysis 

and recognition by a computer. 

-1. The fact that, using very simpie~inded and crude parameters, 

we have been able to achieve very high recognition sc~res implies that 

the present preoccupation with spectrum, formant trackers, polynomial 
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expansions, etc.. seem~ unwarranted, and any one of these schemes will 

work reasonably well provided th~ subseq11~nt algorithms are carefully 

designed. The reasons we usedthe ?.ere-crossing technique are that it is 

simple and direct to obtain. One should be able to replace it by any 

other technique and still obtain good, it not better, results If the 

prime interest of tne reader is speech recognition, we suggest that hP 

get out of the preprocessing loop and investigate the subsequent and 

intellectually stimulating problems. 

-2. The present controversy about the impossibility of phonemic 

sesmentation also seems unwarranted. In our investigation, we do not ask 

whether phoneme, syllable, or ~ord are the units to be dealt with. We 

use every one of these concepts ranging from subphonemic level to word 

level at various stages of the analysis 

-). In the recognition of limited languages (even with large 

vocabularies), it is unnecessary to have very accurate phoneme-like 

classification, although such feature might be useful to reduce the 

search, it remains to be seen whether the reduction resulting from 

highly accurate classification will exceed the amount of work needed to 

perform the necessary classification and associated error recovery task. 

-4. Almost any reasonable classification technique will work in 

speech recognition, however if one is to hope to achieve recognition 

close to human abilities, then one has to rely heavily on the t~chniques 

developed in Artificial Intelligence research, namely: reduction of search 

space by •eans of heuristics based on the problem characteristics. 

-5. It is not clear whether one has to ever try to distinguish 

between unvoiced stops jpj, /t/, /k/, (or other such similar groups) 
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if he is dealing with limited languages, even if the language is some 

form o~ simplified English It appears that the syntactic constraints 

providet1 hy the ~rammar are sufficiently powerful to resolve any su..:h 

ambiguitj'. In the light of our experiments, it seetr.s reason:.: 1le tL spend 

effort in devising techniques to build more and more powerful grammar 

rather :han in deciding what preprocessing techniques to use. 

Because of the innnensity of the task, it was not possible to 

consider some other aspects of speech recognition which have to be solved 

before we can have any semblance of a sophisticated speech recognition 

system. Future work on the subject should include: 

-1 Implementation of a learning system. 

The success of this speech recoAnition system and its accuracy 

are based on a large number of weights and thresholds. At present, 

these quantities are adjusted by hand through long and tedious debug-modify 

cycles. The implementation of a learning program which will replace these 

"handcrafted" values by accurate numbers deduced from the examination 

of thousands of data sho~ld considerably improve the system. 

-2. Elimination of the variation of parameters from one speaker to 

another At present, the system must be trained with the experimenter's 

voices in order to have a good recognition rate. This defect may partly 

diHappear if the system is provided with "learned" coefficients obtained 

through the processing of speech data uttered by a large number of 

different speakers. A more promising approach which is unaer investigation 

at the moment is the normalization of the preprocessor output on the 

basis of voice characteristics for a given speaker. The data necessary 

to the normalization program c•mld be obtained by the analysis of a 



standard set of words uttered by tlw speaker bE'torc any experimentation 

-3. Study and design of lat:guages well suited for speech 

recognition. 

The main shortcoming of the two languages presented in this thesis 

is their simplicity. A careful choice of the vocabularies and more 

sophisticated grammars should allow the implementation ol: what we can 

call: spoken programming languages. For these, not only should the 

sentences be syntactically unambiguous, but it should be possible to 

determine word boundaries and to recognize words unambiguously. This 

extension of the present work is also under investigation, and interesting 

soh:ti.ons should be obtained in the next few years. 

Tbe list of possible extensions of this thesis could be easily 

expanded. It is clear that a large number of problems remain to be 

solved in the are~of automatic speech recognition. The computers are 
/ 

/ 

not yet capable of carrying on fluent conversations, but for the first 

tille, a cooaputer program was able to "understand" a simple English 

sentence made of several words and to "execute" the corresponding task. 
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