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po Abstract 1 Introduction and moti-
High-performance wide-area networks are re- vation

a quired to interconnect clusters of computers i CL
[- connected by local area and metropolitan area 10¢ Potential of computer communication is,
aS networks. Optical fiber technology provides 3b Present, severely handicapped by the poor
L-.- long distance channels in the multi-gigabit per Performance of wide-area networks. Toe ge-
1g second range. The challenge is to provide ©8raphically dispersed clusters of machines
® switching nodes that handle these data rates ©Perated by military, commercial, govern-
Te with minimum delay, and at a reasonable cost. ment, and research organizations are infor-
3 In this paper, we describe a packet switch- mation and resource ‘islands” that limit the
oa ing network, christened Blazenet!, that pro- cfficiency, capability, and responsiveness of
he vides low delay and has minimal memory re- ‘these organizations. Distributed cnviron-
‘Sh quirements. It can be extended to support ments and more performance-demanding ap-
( multicast and priority delivery. Such a net- plications will characterize future wide-area
a work can revolutionize the opportunities for communication, requiring wide-area networks
a distributed command and control, information that are matched in delay and bandwidth to
br and resources sharing, real-time conferencing, the performance and requirements of local-
Rs and wide-area parallel computation, to men- 22 and metropolitan-area networks.AH tion but a few applications. Optical fiber provides a long distance chan-
® This work was sponsored in part by the De- Rel technology that makes this goal feasible.
a fense Advanced Research Projects Agency un- 1ransmission rates of gigabits per second with
§I der contract N00039-86-K-0431, by the Digital oi error rate on the order of 10~> over tens ofho, Equipment Corporation, by ATT Information Kilometers are already achieved today [6,7.9].
NN Systems and by Bell Northern Research. Fibers are being installed extensively [4], re-
Neg placing twisted pairs and coaxial cables, and

g ° bringing with them the benefit of very high
- bandwidth, two or three orders of magnitude

hot higher than that of the existing networks. The
heh challenge is to provide switching nodes that —
oh handle these high data rates with minimal de-A g
Ls lay and at a reasonable cost.
° Optical switching and processing of the J

ra optical transmission opens new dimensions -
" 1 The name Blazenet refers to the use of lasers with in future networking. Photonic implemen-
"a fiber optics as well as the boomerang aspect of the (ation, as opposed to a conventional elec- ~ —
Jy returning packets that cannot proceed onwards, ie. 1 ,nie implementation, offers increased switch-
Pals Boomerang Laser network. It also refers to the notion | dits built TTTa of a packet “blazing” a route through the network, and 118 speeds [15,9]. In addition a network uilt
® the speed at which it does so. totally out of optical components is more __ ___.__
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A: immune to electro-magnetic interference and (KOST | [wos |
JL electro-magnetic pulse and provides more se-

{ cure transmission. Since the technology of op- 7 »
In tical devices 18 still in its infancy, a network )

3 <i design based on simple node design is highly
Woh desirable.

eh In this paper, we deacribe Blazenet, a //ht packet-switched network based on optical fiber \
- and high-performance switching nodes. Three
EN key ideas behind Blazenet design are: source
We routing, packet loopback on blockage, and

ps photonic implementation made possible by [roe] Looer ost|A

he the first two. Fiber loops that constitute
> a Blazenet links provide the temporary stor- nose

| age for blocked packets in transit, thus us-
Be ing the storage inherently present in the links. \J
‘ Ns Blazenet is presented here as a wide-area net-
on work. We see it as a backbone network, whose

(oe nodes are gateways to other networks. Nev-
Mt ertheless, the concept of Blazenet is easily ap-

® ) plied to smaller networks and, with some con- most | ~~
Ins straints on transmission rate and on maximum Fi L Af ode Bi confi "

\ ~T packet size, even to local area networks. igure 1: A lour node Slazenet configuration
Wad Section 2 describes Blazenet design, ad-
BY dressing the issues of packet-switching and
ya's traffic congestion. Section 3 presents a de- |

{ ! tailed switching node design. Section 4 shows LC —=— 7
the expected Blazenet’'s performance results

es determined by simulation. Section 5 discusses
pe some extended features that can be incorpo- Figure 2: A Blazenet loop
EN rated into Blazenet’s design, such as priority,
Ny te . .

] onulticast, and the loop reservation scheme. the switching node and passed to the destina-ection 6 presents some higher layers issues
- : ves , tion host. An example of a four node Blazenet
oe that have direct implication on Blazenet’s op- . ay
EAS : : is shown in Figure 1.
eh eration. The final Section 7 summarizes our CT
AN conclusions about the design and the implica- A 100p, shown in Figure 2, is built of two

| a tions. point-to-point logical links. In such a configu-
ne, ration each bidirectional link connecting two
® adjacent nodes is replaced by a single-loop.

i) 2 Blazenet design A number of loops can be multiplexed on a
at, single fiber (if the fiber provides enough ca-
OSs A Blazenet is composed of a set of switching pacity) by Wavelength Division Multsplersng
| pha nodes interconnected by point-to-point logical technique, for example. :
SREY links formed by the fiber loops. The hosts and
® gateways on the periphery of the network act

8 as sources and sinks for the network traffic.

J> Packets generated by hosts are passed to the HEBEREESTa switching nodes to which they are connected. co |
“oe The packets are then forwarded from node to .
aa node until they arrive at the switching node
® connected to the destination host, removed by Figure 3: The Blazenet packet format
ig bal

or :
al

} ok.
7

® {

FY SN LS TR RRS LY SRTRR PS RE EE LS RE Rl US SPR NE Jor. CE WLR NGrRg SP RE SP Ri i ou J Fy Sy
BrA A A iSEE A COA BAT



NY

\d

Nr
a The Blazenet packet format, shown in introduced by a switching node is estimated to

Figure 3, is composed of two delimiting syn- be a few tens of bits, this delay is only a small
chronization fields (syncs), a header, and a fraction of the propagation delay of a link in

Pe data portion. Within the header, the token a wide-area network. Finally, the simplicity of
NN identifies whether the packet is a blocked the node logic suggests that a photonics im-

NR packet (set token) or not (reset token), the plementation is feasible.
Cur loopcount limits the packet lifetime within the
a) network (as described later), and the hop-

1) selects dictate the hop-by-hop route for the 2.2 Handling packet blockage
HL packet to reach its destination. The data por- . oo

. 3 tion contains higher level protocol data and wihine is called Slocked uu output pity
a e. can, optionally, be protected by a checksum. is unavailable. A blocked packet is routed
y ot back to the previous switching node on the
( | 2.1 Source route packet switch- reverse link of the loop that the packet ar-
bo, ing rived on. Upon its arrival at the previous
bo switching node, the returned packet is sent

[2 Blazenet uses source routing. Each packet again to arrive at the blocking switching node
TR contains a sequence of hop-selects, specified one round-trip time after its first arrival at
¥ oe by the source host. The hop-selects represent this node. Thus, the loop effectively provides
"o" the switching operations to be taken in the se- short-term storage of the packet, causing the
Sie quence of nodes along the packet path through packet to reappear at the blocking switching
po the network from its source to its destination. node a short time later. The loopcount field is
a Each hop-select field indicates the output link decremented and examined each time a packet
= on which the packet is to be forwarded for that is returned. When loopcount reaches zero, the
pn hop. When a packet arrives at a switching packet is removed from the network, prevent-

{ i node with its token reset, the first Aop-select ing a packet from indefinitely looping within
yo field in the packet is examined to determine the network under failure or very heavy load

the next output link for the packet. If that conditions.
ad output link is available for transmission of a This approach to handling blockage has sev-
hey new packet, the first hop-select field is zeroed eral advantages. First, Blazenet dramatically
ny and the packet is immediately routed to the reduces the average packet delay through a

® available output link. The zeroing of the first loaded network and increases the network ca-
“ hop-select field during the forwarding process pacity, compared with a design in which the
as) means that the first non-zero Aop-select field in packet is simply dropped when blocked at
oN the packet always represents the current hop the outgoing link, referred to here as a Lossy
po selection. A packet with a set token arriving network. When a packet is dropped in a
Chet at a switching node is simply left on the loop Lossy network, it has to be retransmitted by

° “ to be returned to the blocking node, aiier the the source after some timeout, at least one
oH token field is reset. round-trip time long. Since the probability
No This design has several advantages. First, of a packet being blocked increases with path
SEN because of the simple logic required to make length, as does the network investment in the
AA the hop selection, it is feasible to perform the blocked packet, dropping the packet seriously
nN switching function at gigabit per second data degrades the network performance under load
® rates. In particular, no table lookup is re- for wide-area networks with realistic diameter.
FAR quired for the switching decision. Second, the Second, the design does not require mem-
ony delay for switching in a node is limited to the ory in the switching node of the size and speed
A time required to interpret the packet header, required to store all blocked packets, such as
Sol check the availability of the output link, and would be needed for a conventional Store-and-

ih perform the actual switching operation (if the Forward design. Several megabytes of mem-
® " output link is available). Since the extra delay ory operating at 1 Gbps would increase the
on

® .
LA"
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pn cost of the switching nodes and make their
LY realization in optics less attractive (at least LOOP1

f in the near future). The combination of the END-OF-PACKET
Po high data rates, the wide-area span of the DETECTOR
ny links, and the low-cost of the fiber makes LOOE RELAY LIN
Ta this form of storage attractive. For example, HE..
Bt a 100 km link ( = 200 km loop) operating at
eo 1 Gbps can store nearly 1 Mbit or 125 packets
t) of 1 khyte each.
1 Ng

; o Finally, the loopback technique exerts back IR ]
p pressure on the link over which the packet was

' received, because the loop is then less available LOOP DELAY LINE
wa for new packets to be forwarded on it. In the END-OF-PACKET

ty extreme, this back pressure extends back from PTECTOR »
{ the point of contention to one or more packet Loor:
oN sources. Besides alerting the packet source Figure 4: The switching node design
oe of congestion, the back pressure provides fast
es feedback to the source routing mechanism, al-
2S lowing it to react quickly to network load and has smaller effect on the packet delay.
: topological changes.
m= A potential disadvantage arises when the . . .

go link between switching nodes is very long, 3 Switching node design
“aT since the round-trip delay on the loop may be
eat excessive. We avoid this problem by including A Blazenet switching node can be imple-
» loopback support in the optical repeaters that mented as simple interconnection of a num-

4 are required every few tens of kilometers on a ber of photonic components. We assume the
i fiber optic link. Thus, & packet that is blocked availability of fast switching devices capable
I at a switching node is looped back either to the of switching within a small fraction of dura-

A y previous switching node or to the previous re- tion of a header bit, once the switching com-
Ls peater, whicheveris closer. If, for example, the mand has been initiated. Such devices exist
0 distance between adjacent switching nodes is for at least as fast as 3 GHz operation speed.
9) 100 km, the round-trip delay is approximately Slower devices can be employed for lower cost
oN 1 msec. Because a Blazenel switching node in- by maintaining an adequate inter-packet gap.
1 cludes the regeneration function between the Figure 4 shows the block design of a
'y input and output ports, it can be used as are- Blazenet switching node. Each Loop has a
Ht peater, thereby automatically supporting the Delay Line, build out of a piece of fiber. The

! Wy loopback function. (In this use, only twoinput Delay Line is long enough to contain a packet
® and two output loops are used.) The network header, a maximum sized packet, and the
a is then built from one type of interconnection number of bits corresponding to the time the

component, rather than two. By using such a control logic requires to do the actual switch-
a, design, packets can loop at intermediate loops ing. Figure 5 shows the signals extracted from

Ne on a long link, reducing its delay through the the transmission entering the Delay Line and :
a network (assuming the congestion clears be- the corresponding timing. The signal extrac-
® fore the packet is dropped). Consequently, tion is initiated by the new-packet signal gen-
oc the packet is delayed in time units correspond- erated by a pattern detection circuit, which :
i ~ ing to the round trip time on the intermediate search for the sync pattern. Upon sync de-
Ko loop rather thar that for the entire link. An- tection, the circuit raises the new-packet line,
en other improvement consists of designing the indicating to the Control a new packet arrival.
ra last loop shorter than other loops on the link. At this time the Control looks {ur the val-
® Consequently, blockage at low-load operation ues of the token, the loop-count, and the hop-

3 4’

® |
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NY .
( | select signals. The indication that a packet |
wt leaves the Delay Line is provided to the Con-  p— |BRR

| a trol by the end-of-packet line of the input or pd eee CTA the output loop, depending if the packet is Peay Liss
mers forwarded or blocked. The switching deci-
‘IN sion is performed during the period of time Loo? dof -oacket
oe named “switching delay,” at the end of which ed detector
IRE a switching command is issued.
CAL ' . . .
te The Delay Line is considered to be free if _, Co

wy it does not contain a packet or any part of Figure 6: The switching node design using a
$ od a packet. By using the two signals new-packet switching matrix
( | and end-of-packet the Control can uniquely de-
— termine the status of the Delay Line.

WON When a packet is to be forwarded to a loop the case the loop is busy (forwarding another
Sls the availability of this loop (i.e, if no connec- packet), the returned packet is entered into
Sh ) ! the Delay Line. A packet is, however, directly
0 tion of any other loop to this loop already clocked out if the1 is found f on th
SN exists) and the availability of its Delay Line o¢ Oop 18 tOunc lree upon Lae

N are checked. If both are available, the packet retutned packet arrival. This improvernent has
a from the input loop is clocked onto the output the advantage of including an additional Delay

Sor loop. If, on the other hand, the output loop one :clay only i" the case the loop 18 busy.
whi and/or its Delay Line are busy, the packet is nt e other hand, ¢ 18 imp ementation 188 |
A blocked and returned by being clocked out a disadvantage of complicating the switching

Y being cocked ovt on d therefore, the Control itself
yy the loop it came on, after its token is set. In process and therelore, the Control itseli.
® ) case more than one packet tries to enter a spe- The Switching Element 18 capable of con- |
Ss cific loop, only one packet wins (the one with necting each one of its inputs to any one of its
Fos the higher priority, or one chosen randomly in outputs. The Switching Element can be de-
= case of equal priorities), and the other(s) are signed In several ways. One such a possibility
SN clocked out on their loops. Upon its arrival to 18 to use a switching matrix, as shown on Fig-
= the other end of the loop, the blocked packet ure 6. In this case maximal connectivity can
o is clocked into the corresponding Delay Line, be achieved.
fo | blocking access to this loop for any new arrival. The Control performs the actual routing de-
SKN When the packet reaches the end of the Delay cisions based on the signals that indicate the
ol Line it is clocked out onto the loop it came on, status of the loops. The signals entering the
aN after the token is reset. (Another possible im- Control are shown in Figure 7. The routing
CN plementation is to check the loop availability algorithm takes into account the following pa-

® " upon reception of a returned packet. Only in rameters:
7
"

_— 5

Rs
a J!

9
®
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-. : 1 : The output traffic destined to a host con- ]
Figure 7: The switching node control signals nected to the switching node is received on |

= one of the outputs of the Switching Element

( 1. input packet destination, and passed to the appropriate host. A host is
_ assumed to be always ready to accept its traf-

> 2. availability of the output loop and its De- fic. If the host is unavailable, the packets are
- lay line simply discarded. Therefore, the major differ-

| = ence between the through traffic and the exit-
y 3. priority of the packet (as explained in Sec- ing traffic is that the latter is never returned.

tion 5.1). The reason for not returning exiting blocked
traffic is to avoid situations in which the net-

0 In general, a packet is either completely for- work can possibly be blocked because of a host \
oN warded or returned. However, in some cases malfunction. )

\ where extraordinary priority is needed, it may If the speed of the lines increases to the value |
ne be necessary to abort transmission of a packet where bit recognition of the header becomes a

'* currently being forwarded. A simple mecha- problem, representing a header bit by several y
x nism can be incorporated into the design such actual bits will allow more time for decoding. :
A that upon reception of a high priority packet, Thus, by keeping the header bit “duration” |

the packet is immediately forwarded on the constant, the problem of header bits recogni-

"3 appropriate loop. tion is essentially independent of the actual Co
fe-. The input traffic from a host connected to line speed.
° the switching node is switched in a similar way

. the traffic from any loop is. The main differ- EE:

-. ence is in the indication of an available packet. 4 Blazenet performance
ho) An indication line, from a host to the Control, !
\ continues to show the presence of a packet un- Average packet delay through the network as )
7 til it is forwarded. No returning ofan incoming the function of the network throughput is the
¢ packet is ever performed. main performance criterion we chose to con- |

v 6 |

¢
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o_ sider in this paper. Average packet delay is 0d IP headers could total 100 bytes, requir-
he the period of time from when the packet is 1282 10 kbit packet to put the overhead under
Ct passed to the network until it is delivered to 10%. On the other hand, 5 kbit and 10 kbit
Oo, its destination averaged over all packets en- correspond to 1 km and 2 km Delay Line on |
NN tering the network, and includes the queuing 1 Gbps link (or transimssion times of Susec

0 3! time at the network entrances. andLDksec) respectively, thus representing aa To evaluate Blazenet performance, a gen- casible Saign.
Foye eral event-driven simulation program was de. _ In the Section 5.5 the double-loop Blazenet
>on veloped. The simulation enabled us to evalu- > introduced. In the following graphs we in-
W “ ate Blazenet performance, as well as to com- clude the performance of the double-loop ap-
Ny pare Blazenet performance with the idealis- Proach for comparison and later reference.

ho tic case of nonblocking network, that is with ‘The first example is of the Star topology
| the propagation delay only. We also com- with 9 inputs. General Star topology with M
- pared Blazenel performance with the case of inputs is shown in Figure 8. The delays as

IN the Lossy approach. The following graphs 8 function of network throughput, evaluated
3 Ho) show Blazenet performance for several differ- for single- and double-loop configurations, are
LNA ent network architectures and different packet Presented in Figure 11. The propagation delay
PA sizes. In 2 of the examples we assume that through the network is also shown for compar-
ha the traffic matrix is symmetric, the link capac- 180n.
oh ity is 1 Gbps, and the links are all equal and The second example is the Star-of-Stlars
aiY approximately 100 km long. We also assume topology, shown in Figure 9. The simulation
aS infinite loop-counter value, and equal priority results are presented in Figure 12.
al of all packets. The final case is of the Triangle-of-Stars
o> A :

PY Blazenet performance was evaiuated for topology shown in Figure 10, with correspond-
= packet sizes of5 kbit and 10 Kbit. These val- ng results in Figure 13.
hb ues represent reasonable trade-off between the The comparison of Blazenet performance
" Ny long Delay Line for large packet size and ex- with the Lossy for Star-of-Stars network is
AT cessive header (Blazenet and high-level pro- shown in Figure 14. In the Lossy network caseyin
Al tocol) overhead of small packets. For exam- it is assumed that a blocked packet is retrans-
® ple, the combination of a Blazenet, VMTP mitted immediately after a single round trip
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oy delay between the source and the destination

ats without any processing overhead, thus favor- |

ing the Lossy case. Also, the small network BHEHEEHEESx span somewhat favors the Lossy approack in

ee this comparison, since the Blazenet advantages n_—
po are emphasized in networks with large average Figure 15: Modified packet format
WA path length. |
AEN From these and other simulation results we
>) conclude that the penalty in delay paid by Looe
es Blazenet as oppposed to the ideal case of non- EO a
aay blocking network is in the range of a few tens of LOOP DELAY LIN
sO percents at lower load, for which the network is

\ Moh assumed to be designed. In addition Blazenet ne
- experiences considerable shorter delay than |

& the Lossy approach. Double-loop Blazenet
ee does not have excessive delay and decrease in

Ny the network throughput for heavy-load oper- BE.
~ ation (“Aloha-like” behavior), behavior that
AORN single-loop configuration experience. (We be- LOOP DELAY LINE

SA lieve that the future networks will offer very | ron BB
® high bandwidth, leaving the network to op-
oT erate in the low-load. For example, consider Loor3
oo a Blazenet connecting a collection of 10 Mbps . . . ,

Ethernets operating at 10% utilization. As- Figure 16: Modified node design
ol sume further that 25% of an Ethernet traffic

is to be transferred on the backbone Slazenet, 5.1 Priority traffic
[| built of links of ten 1 Gbps fibers each link.
aN Thus, as many as 4000 Ethernets can coex- The implementation of priority traffic in
QO ist on Blazenet utilizing the network only in Blazenet can be accomplished in two ways: by
OR 10%, utilization that represents low-load con- including a priority field in the packet format,
WN dition.) Consequently, we consider the single- or by giving preference to some traffic during
Sn and double-loop Blazenet as an attractive fu- the forwarding process. The former approach

) ture high-performance network design. is considered first. The packet format with the
nS priority field is presented in Figure 15.
pv The priority traffic implementation is
oa achieved by delaying the forwarding of a
p. packet by a period equal to the transmission

a 5 Extended features time of a maximum packet length. At the end
® of this period, the packet with the highest pri-
a ority is forwarded, while other packets (if any)
“ The Section 3 presented the basic Blazenet and 2r¢ looped back. The hardware of the basic
po its node design. This Section expands on the Blazenet node design has to be modified 1n or-
Ss basic node design to include some of the more der to accommodatethis additional function-
Sen sophisticated features: priority traffic, limiting ality. The main adjustment 18 tO include a
® . of the life-time of a packet, broadcast and mul- packet detector circuit within the Delay Line |
w ticast, and network monitoring. Besides pro- that initiate the packet-ready signal. The mod-
oN viding very important services to the network ified node design is shownin Figure 16 and the
- users, these features increase the strength of modified Delay Line in Figure 17.
Lee the network to cope with abnormal situations, A packet that is clocked into a Delay Line

° ) increasing, therefore, the network reliability. and has not reached the packet-ready point is
oo
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2: warded packet is increased by the transmission
Wav time of a packet of the maximum size. How-

{ HEADER kK packer suzs ever, this time is negligible compared with the

or HERE propagation delay encountered by a packet ona c RE J a link in wide-area network. (For example, for
. > - Se — ——— 10 kbit packets on 1 Gbps Blazenet the addi-NS [rererspuckat tional delay is only 10 usec, delay that is small
p- rm compared to 500 usec that is the propagation

s priority time of a 100 km link.) The total delay is,
; os SYNC. LCaLOORCOUNTIR,PePRIORITY. usaiorstuscrs  bherefore, essentially unaffected by this hard- |
Ys, ware modification.

: ~ Figure 17: Modified Delay Line structure Another way to implement priority traffic in
np Blazenet is to give preferences to some traffic
Nd during the forwarding process. One such pos-
({ : called an active packet. The set of active pack- sibility is to prefer always the traffic coming
ns ets at any point in time is the set of packets from the hosts connected to the node over all
Lt competing on the loops. the other traffic. Such a mechanism is useful
Oa ~ The new packet arriving ona Loop is clocked for coping with temporary traffic surges from
oh into the Delay Line. After its main-header the node’s hosts. However, although this ap-
roe (composed of the fields: sync, token, loop- proach lowers the delay of the preferred traffic,
® counter, priority, and the hop-selects) are re- the mean packet delay in the whole network is
SRA ceived, the Control is notified of the packet ar- increased. Therefore, in order to insure fair-
- rival and the packet main-header information pegs usage of such a mechanism should be re-
SOR 18 passed to the Control. The Control gathers girpicted.

er all such information from all the Delay Lines. The preferences given to some traffic can
7 When a packet is shifted to the packet-ready eo baged on other criteria. Traffic arriving on

| point in the Delay Line, the decision is taken gome loops (for example, traffic coming from
po whether the packet will be forwarded or looped congested areas) may be given higher prior-
w- back. ‘The decision is made according to the ity in the forwarding process. The preferences |

following algorithm: criteria can be based on various network pa-

NN [F ( (priority > priority of all active packets vine2nd oy be adjustable in time, as the
S with the same hop-select) networ and topology change.
49 AND (no transmission in progress)

oo -~ (destination Delay Line is free) ) 5.2 Limiting packet life-timeAY orward the packet
a ELSE loop the packet back: The network needs to limit packet life-time be-
on cause of three reasons: to eliminate erroneous
hy The forwarding or blocking (namely the traffic to exist in the network and interfere
<r switching) operations are, otherwise, done as with valid traffic, to discard real-time traffic
7 before. that could not be delivered on time and be-
eo The essence of the above procedure is that, came obsolete, and to avoid wrap-around of
en by delaying all packets by one packet length packet sequence numbers in high-level proto-
oe (i.e, one packet look-ahead), the priorities of cols.
® all the relevant packets can be gathered and In Blazenet, the loop-counter provides the
"AN the correct decision about which packet to for- mechanism for limiting the life-time of pack-
(ve ward can be made. Therefore, the only differ- ets within the network. The loop-counter is
AS ence in this modified version of Blazenet is the decreased each time a packet is blocked and
vo, instant in time when the Control decision i8 returned. When the loop-counter reaches zero,
a made. the packet is discarded. The loop-counter rep-
® Using the above scheme, the delay of a for- resents, therefore, the maximum number of
Io?
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: : times a packet can loopback. The value of the | ;
Pu loop-counter is set by the source host, accord- LOOP 1 LOOB.COUNTER
{ ing to packet type and time limitations for the
oC packet delivery. END-OF-PACKET
Ny Unless the loops are of equal length, the LOOF PEAY LIN ar
nN loop-counter mechanism does not provide an CC
Ln, accurate mean for limiting a packet life-time
eS within the network. In the case the loops are

' of unequal length, using the minimum loop

on length of the packet path for the calculation HR.
hl of the loop-counter can be an adequate ap-

A proach. Assign n to represent the refractive in- LOOPDRLAYLINE oiOF.PACKET u \Nn dex of the fiber, l,i» the minimum loop length DETECTOR :
‘oll of the packet path (= twice the distance be- LOOP-COUNTER |
{ tween the adjacent switching nodes), I; the Looe cane LJ
- length of the i** loop, A number of hops on _ !
N the packet path (= number of switching nodes Figure 18: Node design with loop-counter im-
‘oa on the path - 1), tn, minimum life-time of a plementation
NG packet in the network and ¢ the speed of light
> in vacuum. Therefore, the value of the loop-

® counter can be calculated using: DELAY LINE
:

+ ¢- tmin 1 A EEADER PACKEY STZX +
~ loop-counter> ——— —— You !

nelnin 2 lmin im1 1 il \
PA"

{ Another approach would be to use some "0 Ey
A weighted average of the loops lengths of the aT ===N _Mochst-sachw A
- packet path, [,,,. In this case the loop-counter [ privity
N is calculated by the same formula as above, [|topes |

A substituting lag for Imin. SeSYNC,YaTOKENLCaLOOP-COUNTER PPRIORITY HSuHOP SELECTS
Ys If the general repeater/switching node de- )
; sign is used, all network loops are of equal Figure 19: Delay Line with loop-counter im-
a length, | (possibly with the exception of the plementation
3 last loop hitting the node), and the calcula-
Le. tion of the required value of the loop-counter
Le. becomes: = d more concerned with the access load created |
2 by an obsolete traffic than of the possibility
+ loop-counter > C tmin _h of discarding valid traffic, we should use some
vy - nl 2 maximum permissible value for the packet life- i
h time, tmaz, instead. (The above formulas con-
» By imposing some minimum value on the tinue to be valid in this case, with the substi-
H packet life-time, tmin, the packet will not be tution of maximum loop length Imas for the Cg
RY discarded because of its lifetime expiration for Imin and reversing the unequality sign.) Note,
p at least this period of time. This is advan that by manipulating the current value of the |
Ie tageous in situations where we are more con- Packet life-time, the network Co regulate its 9g
Nn cerned with the possibility of discarding still load. Of course, such a manipulation re

, valid packet, than with the possibility of an tified in some special circumstances and for \
2 obsolete packet living in the network or even traffic that does not require reliable transport 1
o being passed to the destination. When we are through the network. )
e in the opposite situation, namely when we are The implementation of the loop-counter :
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’ ok mechanism includes a decrement circuit. This time, as well as the possibility of selectively
RS circuit, as well as the circuit that tests the limiting the delay of each of the loops on the

{ | value of the loop-counter, operate on returned packet’s path.
ha) packets only. No action i8 necessary when the

uN packet is forwarded. The modified node de- ;
he sign that includes the implementation of the 5.3 Broadcast and multicast
A loop-counter is presented in Figure 18. ‘The Multicast refers to sending a packet to multiplea structure of a Delay Line is shown in Figure 4.q¢inations by a single transmission from the
) 19. While the packet enters a Delay Line the packet source.
ons loop-counierIs checked by the Control. In case Routing of multicast packets on Blazenet is
wl the value of the loop- counter1s zero, the packet ,}:oved by a tree-like forwardiug path, where4 is discarded by connecting the output ofthe 4} 0100 %s the root and the destinations are

' ao 0elay zme wo the ground. he other poseiblh the leaves. A multicast packet is forwarded as
{ | erforming the function of the switching node a single packet up to the point where it is split
_ beSe onin (named Monito g to two or more packets forwarded on different4 J r). links. The split packets can also be multicast

tt As a blocked packet is clocked out of the De- packets, in which case each one is split again
or lay Line, the blocked-packet circuit detects the at some subsequent node.
oD sync and the token of the packet which initiate ~~ A multicast packet address is, in fact, a
[Nr a decrease-loop-counter signal if the token i8 mapping of this tree graph to a linear notation.
® « set. The delay between the blocked-packet and The linear notation consists of a list of hop-
y- the decrease-loop-counter circuits ate exactly selects while searching the tree in the follow-
(=. ofsuch a distance that when the blocked-packel ing way: visit the leftmost unvisited son of the
oA signal is raised, the loop-counter is received by current node, if any, whose subtree contains at
os the decrease-loop-counter circuit. The oper- east one destination. Each hop-select consists
( ation is, therefore, fully autonomous, not ré- pow of two subfields: the level-indicator and\ quiring any intervention of the Control. the output-number. The level-indicator indi-
5; " When the loop-counter is represented by a cates the level of the current node in the whole
* Ww binary number, the hardware needed to im- tree, while the output-numberis the number of
'v JO plement the decrement may be difficult to im- the loop the packet has to be forwar .ed on (in
Wo plement. A somewhat easier solution may be the current node). The level-indicator is actu-

of to use a bit pattern as a loop-counter. In ally the hop distance of the current node from> this scheme the loop-counter is composed of a the source. Figure 20 shows the Ahop-select
fd string of 1's, equal in number to the required structure incorporating the above changes.
bo value of the loop-counter. Each decrement of Upon packet arrival at a switching node, the

| Lo the loop-counter consists now of resetting one requested loops are checked for availability and
Se such bit. Zero is detected by having all zero the packet is split to all these requested output |
pe pattern. This scheme has the disadvantage of loops that are available, if any. The packet is
®- providing unnecessary long loop-counter field. also returned carrying the addressing informa-
nes Fortunately, the maximum value of the loop- tion of all the blocked outputs, if at least one
or counter is expected to be small. Consequently, output loop is unavailable.

or the ease of implementation justifies the bit While a multicast packet is split within a
oN wastage. switching node, the new generated packets
® Yet another approach to the loop-counter carry the addressing representation of the rel-
INS usage i8 to provide a special loop-counter per evant subtree only. The address field is, there-
aE each hop. In this case, instead of the hop- fore, divided among the new generated pack-
- selects fields, the packet header contains fields ets, whereas the syncs, the token, the loop-
Zod composed of hop-selects and loop-counters. counter, the priority, and the data portion of
pL The advantage of this scheme is the possibil- the packet are replicated within each one of
° ity of an exact calculation of the packet's life the new packets. The replication is performed
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or equal to 0.

bsa | ms2 Hs | When the packet in the example arrives at{ the first node, it is split into two packets: one
MN |e fue ne to be multicast to destinations: 1, 2, 3, and
pre | the second to be unicast to destination 4. The
SON Li=Level-indicator, L#=loop-number second packet 18 forwarded to its destination

2 io Figure 20: Modified Aop-select structure for along the route: 2, 5, 0, whereas the first |
' 3 multicast delivery packet, when arrived to the second node on its
. : path, is split once more. One of the new pack-
dt ets goes on output line number 2, the other is |
Sof forwarded directly to its destination on output
Het 2 3 LEVEL 0 .
An 3 line number 5.

0 hoy L ‘ LeveL The address adjustment for multicast
( 3 4 1 packet is more complicated than for unicast. ye case, because of the necessity of splitting the
os 2 A ' g 3 address field. The Control looks for the level-
ok ¥ indicator in the first hop-select. The whole ad-
on LIVELY dress is then split into as many pieces as there

on are hop-selects with the same value of the first
LL Figure 21: Tree graph of the multicast exam- level-indicator. The division of the packet ad-
hd ple dress filed into pieces is performed by break-
F. ing the address field on the boundary of hop-
SN selects with values of level-indicator equal to
ot by connecting the input loop to more then one the value of the level-indicator of the first hop-
er output loops. The division of the address field ,o/.ct. Each new packet carries one such piece
Se 1s performed by replicating the whole address 14 is then forwarded according to the first
( field in each one of the new packets and eras- op. ge/ect. During the forwarding process the
oe ing the irrelevant portion of the address field firgy Aop-select is erased. The address field of
A he in any one of the new packets. the new packet is, therefore, composed of only
a The following example clarify the multicast the relevant sub-tree.
SY addressing structure. Assume a single packet Another possible addressing scheme for mul-
nl is to be multicasted to four destinations. The ticast on Blazenet is the usage of a single hop-
D corresponding tree graph is shown in Figure select field to indicate multiple output connec-
P- 21. The initial address field is presented in tion. In this scheme M bits are used for each
ee Figure 22. The first number of each hop-select route, each bit for one of the M possible out-
es represents the level indicator and the second put loops. A bit is set if the packet has to be
a one the output loop number. The first path forwarded on the corresponding output loop.
» is composed of the following sequence of Aop- [pn this scheme, as in the previous one, the
e : selects: 3, 2, 3, 0. The second: 3, 2, 4, 0. The pegted structure of the various paths realize
La third: 3, §, 0. The fourth: 5, 2, 5,0. A hop- the multicast delivery. This scheme is more
Po select of the last forwarding node on the packet efficient in the case of multicast to many des-
Lr. path (the destination node), is by definition 0. tinations, however, the control has to be able
oN Therefore, all the paths end with hop-select 44 create the hop-select of the returned packet
4 containing the indication of the blocked loops.

® | Thus, this scheme requires more complex Con-
A trol design. Consequently, the preferred solu-
Yu CO CHER CACACACD @:ja.ja. tion depends on the implementation require-
WAR ’ TATE PRAT Toon sta ments. Figure 23 shows such a representation
x Figure 22: Initial address field for the multi- for the above multicast example.
Py cast example It is to be noted that in both addressing
«3%
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7. Figure 23: Address field for the multicast ex- Figure 25: Test packet structure
re ample using bit representation.

‘ of the flooding process is guaranteed. The
a Loop 1 loop-counter modification consists of decreas-
" N END. OF-PACKET ing the loop-counter value each time a packet
: NY DETECTOR i8 received by a switching node, whenever the
Cy OOP DELAY LIN packet is blocked or successfully forwarded.
bo “HR This modification requires placing the loop-
‘ counter decrement unit before the switch of

: the Delay Line, as shown in Figure 24. In or-
Xp der to make the packet reception by all the

. H network nodes possible, the value of the loop-
Oh counter should be specified to the maximum
Na LOOP DELAY UNR path length from the packet source to any net-

DECREMENT | moormackET | | work destination with some reasonable addi-
a tion for packet loopbacking. Using this flood-
Ll LOOP 2 ing mechanism a broadcasted packet can be re-
oo Figure 24: The Blazenet node design, as mod- ceived more than once. Consequently, higher
J ified to include flooding. layers protocols must discard the duplicated
oo packets. Flooding can be used to cope with ab-

( normal network behavior and to increase the
= schemes the packets created by splitting the network reliability.
- original packet have unused gaps in the ad-

“ dress field. Moreover, even in the unicast case, 5.4 Monitoring the network
5 erasing the used hop-selects creates gaps. Al-

ry though it is possible to eliminate these gaps, Topological and load condition changes in
the cost of the gaps is insignificant, since typ- the network require constant adjustments of

or ically the header is only a small portion of the routing tables and forwarding policies within
W whole packet. hosts. The source routing used in Blazenet
“a Broadcast is a special case of multicast, gives an upportunity to easily acquire the net-
a where a packet is to be transmitted to all the work changes in a distributed manner. This
™ possible network destinations. Broadcast can is performed by hosts named Monitors, possi-
iy be implemented on Blazenet in two different bly one for each switching node, that perform
eg ways: by using the multicast mechanism with the network data collection operation. Each
NA address of all the network destinations, or by Monitor initiates tests for link availability and
‘SN a flooding approach. link load condition. These tests are performed
NN Flooding can be implemented by dedicat- bY sending packets by the Monitor back to it-
oa ing a specific hop-select value to instruct the Self over specific paths in the network, using
® forwarding nodes to forward the packet on all Source routing. Packets sent through an unop-
i its loops (possibly with the exception of the €rative link are not delivered back to the Moni-
- loop directed to the node the packet comes tor. By analyzing information from many net-
Ye. from). The first hop-select does not need work paths, the Monitor can detect incremen- |
Oo to be erased in the forwarding process. By tal changes in the network load and network
a slightly modifying the treatment of the loop- toPology (i.e, availability of a specific link).
Py counter in the switching nodes, the damping A test packet structure is shown in
ETAL
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\ “a Figure 25. In order to avoid confusion, the factor in determining the forwarding policies
a test-nr field differentiates between various and alternate routing schemes. It should be
{ tests (that can be performed concurrently) and pointed out that these tests should be im-
Y W the path-nr field uniquely identifies the specific plemented in such a way that they do not
) path under the test. The input-time records significantly contribute to the network load.
‘hy the time the packet was entered into the net- This is accomplished by cleverly designing the
oN work and serves for calculation of the packet tests, so to decrease their number, by perform-

! delay through the specific path. ing them with proper frequency, and by using
t) In the following discussion we assume that small test packet size.
NN the network changes are incremental, that is The Monitor, besides continuously deter- :

Ta the probability of a failure of more than one mining the state of the network, can be assign

Na link or node between any two tests is negli- other tasks. One such a task may be to serve
CN gible. Therefore, we can assume that at any asa collector of discarded packets. Packet that
JO time the Monitor ignorance of the network's is discarded in the switching node the Monitor

status is at most a state of one variable. is connected to, is passed to the Monitor. An

"oN The tests are performed in the following additional field in the Blazenet packet format
nove manner. Each Monitor sents packets over the might instruct the Monitor on the necessity of
a network to cover all the network links. If a announcing the source of the packet about the
it packet does not return, more tests are initi- discarding operation. The Monitor examines
RE ated in order to determine which link on the the discarded packet and may initiate a spe-
® missing packet path is down. The intersec- ¢ial NAK packet back to the packet’s source.
ey tion of all the missing packets paths’ gives the The NAK packet is composed of the discarded
a unoperative link (to remind, there is only one Packet header and the reason why the packet
Croat unoperative link, if any). However, in the case Was discarded.
oy a link does not have an alternative, the link The Monitor, as presented in this subsec-
rN failure cannot be uniquely identified. tion, serves as a network tool to cope with net-
( If 2 Monitor decides on a link being unop- work malfunctions and with network abnormal
Wy erative, it passes this information to all the behavior. By performing such a function, the
: ] other hosts connected to the Monitor's switch- Monitor turns Blazenet into an immune com-
HL ing node and causes changes in their routing munication channel, unloading some process-
nl tables. Later, from time to time, the Monitor ing burden from the network interfaces, and
pO might reissue some tests to check if the status Increasing the reliability of the whole commu-
9) of an unoperative link has changed. RICaYon process.
7 The same approach can be used in order to
; oy locate the areas of congestion in the network. 55 Alternative design choices
oA However, more sophisticated algorithms must
Pe be used in order to analyze the packets’ de- One alternative of Blazenet implementation to
o. lays and to evaluate the state of the conges- that presented is to use slotted loops. Yet an-
Ix tion of a specific link or group of links. A other variation is achieved by using double-
Poe useful assumption is that a link’s load does loop configuration for the bi-directional trans-
Lor not change rapidly. This assumption can be mission. Consider first the slotted version.

) Te justified by the fact that the network is of [In the slotted version, the loops are divided
AS the high-throughput characteristic. Therefore, into slots of the packet size (in case of vari-
® ) the influence of a single event that might have able packet size, the slots are of the maximum
y a dramatic effect on a link’s load in a low- packet size). Packets can be inserted only into
= throughput networks is decreased by the high- empty slots, indicated by some bit within the
0 capacity of high-speed networks. Also, the fact packet format. By appropriately delaying each

that the networks are of a mesh topology, con- input traffic, slots’ arrivals to a switching node
$l tributes to the smoothing effect. are synchronized, so that all the packets arrive

ry Conclusions from these tests serve as a at the same time. Packet can be, then, inter-
~
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a INPUT DELAY LINE END-OF-PACKET |
eo Figure 26: A double-loop configuration DETECTOR |
Ns LOOPBACK DELAY LINEEy K,

0 |=FEE=]oo - END-OF-PACKET |
Syaly Figure 27: The packet format for the dou-
pv. ble-loop Blazenet
( Figure 28: The double-loop switching node de- |
\ ny sign
ReX changed between the slots of the various loops.
ON The slotted version has some advantage in per-

$~: formance over the non-slotted approach. Nev- rn ———
Si ertheless, the required slot synchronization is a==—uj® a serious disadvantage of the slotted version.

h A Also, in a network with a variable packet size om BCi . cour

MA the usage of the maximum packet length as
orl the slot size may be of some disadvantage. HRADSR SUTTCINNG DRLAY
ado A BND-ORPACKET

mo, In the double-loop version of the network WUT ORAY LIN DETRCTOR
y ) two loops replace a bi-directional link of a con- Figure 29: The Input Delay Line signals and |
To ventional network. Such a configuration is pre- their timing
NI sented in Figure 26. Lower portion of loop
ye 1 serves transmission from node 2 to node 1,

\ nN while transmission from node 1 to node 2 uses pattern detection circuit raises the new-packet |
) ~ lower portion of loop 2. Blocked transmission line, indicating to the Control a new packet
= is returned on the upper portion of the loop it arrival. At this time the Control looks for the
®) came on. No indication of a packet being a re- values of the loop-count and the hop-select sig-
Ria turned packet is necessary in the double-loop nals. The indication that a packet leaves the

pe case, since the usage of the upper portion of Input Delay Line is provided to the Control by
oF a loop indicates that the packet is a blocked the end-of-input line.

i W one. The modified packet format is shown in Fach Qufput Loop also has its own Delay
° ) Figure 27. Line, the Loopback Delay Line. The Loop-
SAC Figure 28 shows the modified block design of back Delay Line must be the length of the
. a Blazenet switching node to accommodate the maximum packet size plus the switching de-
“7 double-loop configuration. Each Input Loop lay. The signals extracted from the informa-
a has a Delay Line (Input Delay Line), build out tion within the Loopback Delay Line and their
+“i of a piece of fiber. The Input Delay Line is timing are presented in Figure 30. Upon detec-
° long enough to contain the leading sync, the tion of the leading sync pattern of a returned
PE loopcount, the hop-selects, and the number of packet, the return-packet signal is raised. This
AM bits corresponding to the time for the con- indicates the occupation of the Loopback Delay
_ trol logic to do the actual switching. Figure Line. Similar circuit, positioned at the end of

N, 29 shows the signals extracted from the trans- the Loopback Delay Line, scans for the trailing
>oe mission entering the Input Delay Line and the sync. Detection of the trailing sync by this cir-
o corresponding timing. Upon sync detection, a cuit initiates the end-of-output signal, indicat-
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at loop on each link is of the length of a single
AY |__roum-pechet _engotouput| packet size, the implementation tends to re-
1 semble more the full virtual cut-through tech-

to mvchE he nc nique. Although, the storage is still “accessed”no at discrete instances in this case, the access
[ IN pax noorsacxar 18 more frequent, leaving the gap between the
pa 0) DETECTOR end of the current transmitted packet and the
1 LOOPBACK b “stored” packet of the maximum size of one
PD) CLAY LINE packet length.
Ue Figure 3C: The Loopback Delay Line signals As pointed out ia (3], for wide-area networks |
NS and their timing operating under low-load conditions, there is
oy marginal gain to have a single very high-speed
Nn channel of capacity larger then some thresh-
has ing when a packet leaves the Loopback Delay old value (which is in the range of Gbps). It
{ Line. Using the two signals, the Control can is more advantageous to have multiple par-
NN uniquely decide on the Loopback Delay Line allel high-speed channels (loops in Blazenet
le state. case) operating at the capacity of the thresh-
NN The process of forwarding a packet in the old. This arrangement has also the advantage

double-loop configuration is similar to that of of providing an increased network reliability.

the single- loop oo” TDPe differentiation In order to improve Blazenet performance
A elween the Input Lelay Line and Loopoack for transmissions that are more of the stream
PON Delay Line functions. type, we present a different switching scheme
oh, The main advantage of the single-loop Over that can be incorporated into the Blazenet
Le the double-loop version is in reduction of Gesign, and that can integrate stream traffic
ho hardware: fibers, transmitters, receivers, etc. without the excessive overhead of conventional

( : The double-loop version 18 simpler to imple- circuit-switching, yet capable of dedicating a
vc ment, possesses some reliability advantages, path through the network. For reference we
hey has lower delay and stable throughput under (ii this scheme Loop-Switching. The basic
x heavy-load. idea is to reserve a loop for the duration of
> | Blazenet variations can be combined. Thus, the whole message. This is done in the follow-
h. single-loop and double-loop Blazenet can oper ing manner: a host generating traffic injects
40 ate on slotted or unslotted loops. In this paper jig packets into a loop. Upon its arrival at
9) we concentrate on the non-slotted single-loop the pext switching node, the stream of these
on version. packets try to reserve the next loop on the
oe, path. If the loop is unavailable, some of the
i 5.6 Support for stream traffic first packets might be returned, the following
oo | | ones will be forwarded on the now-reserved
> As showed in (2], the virtual partial cui- loop. A reserved loop is dedicated for the
o . through switching method is the preferred transmission until there is no arriving packet
a switching technique in the transactional en- to be forwarded on the loop for a period of at
Ny vironment. Blazenet is not an exact im- least one round trip time of the loop. At this
- plementation of any conventional cut-through point the end of the message is declared and :
Loo technique. The reason is that even though the loop is freed for other connection. Thus,
ots Blazenet does not store an unblocked packet, the packets of the message diffuse through the
° a blocked packet is stored for longer time than network reserving the path for itself. Loop- .
Lo necessary due to the fact that storage of the Switching assumes existence of many parallelly
-o- loops can be “accessed” only at discrete in- operating loops, forminga single link. The us-
& stances. Simulation results, presented in Sec- age of the scheme is justified only for stream
| ne tion 4 shows that delay degradation is not sig- transmissions that occupy the channel for du-
Py nificant (especially at low-load). If the last ration of the order of the propagation delay
&
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oe of a single hop. Also, special indication must with smaller residue life time will be increased.
ts be included in the packets header to indicate Transport layer, session layer and possibly
“ that the Loop-SwilcAing service is required. even the application layer may play role in the
) We note the ease of integration of stream and determination of the value of the loop counter.bursty traffic whea the Loop-Switching tech-

nique is optionally provided.

Pr 7 Summary and conclu-
al .

OC) 6 Higher layers sions

ON Since Blazenet does not provide error detec- In this paper we have presented Blazenet, a
oO tion on the header portion of a packet, pack- Wide-area high-speed packet-switched network
' I ets, besides the possibility of being lost or dis- suitable for fiber optics implementation. We

| ~ carded, can also arrive at a wrong destination. have discussed Blazenet architecture, Blazenet
( The data portion of the packet can, option- operation, Blazenet switching node design,
SIR ally, have error protection. However, if the Blazenet performance, and Blazenet extended
NEN information of the packet destination is em- features.
Cals bedded into the data portion of the packet, Closer look on Blazenet reveals some of
GN the transport layer discovers packet misdeliv- the network’s salient properties: high-speed
Ns ery and discards the erroneous packet. Pack- switching, the lack of conventional memories,
® ets discarded by the destination, packets dis- good behavior under traffic load, flow con-
SNE carded by the network, and packets lost while trol by the back-pressure mechanism, prior-
Co in transit are retransmitted by the source of ity tratiic, multicast delivery, and the possibil-

ol the packet after a NAK is received or after ity of photonic implementation. Specifically,
RS some time-out expired. Blazenet provides switching of multi-gigabit
ad Packets are also not guaranteed to arrive in per second data rates, low delay, and good be-
( the order they are sent into the network, since havior under load.
Ne a formerly sent packet can be blocked and ar- The use of source routing allows each
no rive after a later sent packet, which does not switching node to make switching decisions on
MY undergo blockage. Also here, transport layer the fly, minimizing the switching delay. The
Ig has to take care of the packet reordering, cre- use of a loopback channel, which effectively
ya ating a transparent service for the end-to-end stores packets that are blocked at the switch,

communication. minimizes the packet loss under load with-
py Blazenet provides some limited flow con- out requiring additional memory within the

ns trol on the physical layer. When the load switch. Simulation results indicate that the
pi increases the loops become more populated Blazenet performance is comparable for low-
B-7s and less traffic can be inserted into the loops. load operation to the ideal case of a nonblock-
i Thus, the flow control is performed by the ing network, and is much better than that of
Pe back-pressure that propagates from the point the Lossy networks.

dai of congestion to the entrances of the network. Finally, the simplicity of the switching node
“i ‘This flow control is basically at the Aop level as a result of the use of source routing, and the
oy and in a limited sense also at the entry-to-ezit absence of switching buffer memory makes it

: ¥ level. Blazenet does not support higher level feasible to realize the switching node throughpt flow control. the use of photonics. Photonics makes the
® Time stamps, done by the loop-counter switching node more immune than electronics
Oa mechanism, have two major roles: to sup- to electromagnetic monitoring or interference.
bo port real-time traffic delivery and to avoid er- It also provides greater performance and reli-
poe roneous infinite traffic circulation. In more ability, especially as photonic technology ma-
on sophisticated application, the priority of the tures ([16]).
SEN packet can be varied according to the value The importance of Blazenet extends beyond
° ] of the time stamp. The priority of packet the mere fact of the existence of another com-
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as munication network design. The Blazenet con- Signal Processing, Victoria, B.C.,
A! cept demonstrates the feasibility of packet- June 4-5, 1987.

L x switching in high speed Betworks, In the 2ther (2) Z. Haas, “Packet-Switching in Future
ot words, the Blazenet design shows that it is not High-Performance Wide-Area
38 necessary to resort to circuit-switching to han- i. :
1 dle 1... data rates made possible by optical Networks, Ph.D. dissertation,ot P y oP Electrical Engineering Dept.
[a2 fiber. In fact, when computer traffic has to gineering Lepl., :

: ve : Stanford University, in preparation."ls be carried, packet-switching has some crucial ¥; In prep
! h advantages over circuit-switching, advantages [3] Z. Haas and D. R. Cheriton, “A Case for
ia that are emphasized in high-speed networks. Packet-Switching in :
ad: Consequently, Blazenet provides the basis for High-Performance Wide-Area
Be packet-switched, high-speed networks designs. Networks,” in Proceedings of
084 In general, the Blazenet switching node is SIGCOMM ‘87 Workshop, Stove VT,

a a simple, universal, high-performance compo- Aug 11-13, 1987.nent suitable for optical implementation, pro- “Qugitrhi :

N ”h viding low delay and high bandwidth commu- 4] A. Bellman, orNmap ehitectures
ht nication, with support for multicast, priority Proceedings of the International
nv traffic, and real-time traffic, features that ap- Seminar on Digital Communications,
a pear essential for the next generation of com- New Directions in Switching and
A munication applications. Networks, Zirich, Switzerland,

| We see Blazenet as a representative of a fu- March 11-13, 1986.
a ture class of networks that behave as passive . Co
dog! “light pipes” for data, offering high through- [3] J- S. Turner, “New Directions m
Wr put, low delay, and high reliability. With Communications,” in Proceedings of
' the introduction of this class of wide-area net- the International Seminar on Digital
Ph works, we expect that the computer interfaces, Communications, New Directions in
{ rather than the networks, will appear to be Switching and Networks, Zurich,
Ko the performance and functionality bottlenecks Switzerland, March 11-13, 1986.
on of the communication process. However, fur- [6) L. C. Blank et al., “120-GFit - km
I ther research and development are required to lightwave system experiments using
mt make this perception of the future a reality. 1.478-pum and 1.52-pm distributed
) In particular, an actual photonic realization feedback lasers,” ir. Proceedings of
2 of the Blazenet concept is of great importance. the Conference on Optical Fiber

WN Today’s state of the art in Photonic switching Communication, 1985, pp. 86-87.rd permits such a realization only to a limited de- oe

& gree ([16]). Nevertheless, this limited realiza- [7] S- v Nagel, Optical ere
tt tion bo. serve as a fires step towarce a future Commonications Magazine, April 87,
. all-photonic communication network. vol. 25. No.4, pp. 33-43.
Xe [8] L. Thylén, “High Speed, Wide
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