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Abstract

The cxtensive usc of local networks is beginning to drive
requircments for internetwork facilitics that connect these local
nctworks. In particular. the availability of multicast addressing in
many local nct works nnd its usc by sophisticated distributed
applications motivates providing muiticast across internctworks.

In this paper. we proposc a model of scrvice for multicast in an
internetwork, daseribe how this service can be used, and describe
aspects of its implementation, including how it would fit into one
cxisting interneiwork architecture, namely the US Do) Internet
Architecture.

1. Introduction

Multicast is the transmission of a datagram packet to a set of
7er0 or more destination hosts in a network or internctwork, wilh
a single address specifying the set of destination hosls.  lor
example, hosts A, B, €' and 1) may bec associated with mullicast
address X, On 1 ransmission, a packet with destination address X is
delivered with datagram reliability to hosts A, I3, C and 1.

Multicast has wo primary uscs, namely distributed binding
and multi-destination delivery. Il is usclul for binding when one
or more of a sc ol hosts contain Ihe desirccl objeet but particular
host addresses arc not known, only 4 multicast address. lor
cxample, in a distributed fife system, all the hile scrvers may be
associated with one multicast address. To bind a file name 10 a
patticular server, a client sends a query packet containing Ihe file
name to the file server multicast address, which is delivered 1o alt
the file servers. ‘The server that recogmizes the file name then
responds to tne client. allowing subscequent interaction directly
with that scrver host. This also iffustrates the use of multicast for
logical addrescing. The multicast address for a group of hosts can

“ denote function rather than location. One can similarly associale
the group of timie scrvers, name scrvers, computation servers and
so on cach wita their own multicast address.

Multi-destination delivery is useful 10 several applications,
including:

®  cisiribulcclreplicateddatabases’
® confcrcncing3.

e distributed parallel computation, including distributed
gamiug".

Mrhis work was sponsored in part by the Defense Advanced Research
Projects Agency under contract N00039-83-K-0431 and National Science
FFoundation Grant DCR-83-52048.

Ideally, multicast transmission lo a set of hosts is nol more
complicated or cxpensive for the scnder than transmission 1o a
single host. Similarly. multicast transmission should not be more
cxpensive for the network than traversing the shortest path tree
that conncets Ihe sending host 10 the hosts identified by Ihc
multicast address.

Mullticast, transmission 10 a sct of hosts. is properly
distinguished from from broadcast, transmission lo all hosts on a
network or internctwork. Broadeast i s not a gencrally useful
facility since Ihcre are few reasons for communicaling with all
hosts. In fact, itis best viewed as an "accident of the technology™”
for broadcast networks in (he same way that sell-modifying
programs arc an accident of Ihc technology for stored program
machines: just because the lechnology pro\ ides it does not mican
it is cfficicnt or safe to use. A proper multicast facility allows
cfficient transmission 1 o multiple hosts whilcavoiding
unnecessary loading of Lthe netw ork and recciv ing hosts that arises
with broadcast.

Multicast is now available in standard local nctworksS. For
example. the Fthernet® provides 247 multicast addresses. Sending
a packel 1 o an Fthernet nmlticast address delivers it (w i t h
datagram rehability) o the set of hosts listening to that multicast
address. A varicty of local nctwork applications and systems
make usc of this facility. I'or mstance, the V distributed system
uses  unetwork-level  multicast  for implementing  efficient
operations on groups of processes spanning multiple machines.
Simifar usc is being made for replicated databases! and other
distr ibuted applications®. Prov iding multicast in the internetwork
cny ironment would allow porting such local network distributed
applications lo the internctwork, as well as making, some existing
internetwork applications more robust and portable (by . for
example, removing wired-mn lists of addresses, such as gateway
add rcsscs).

In current internetwork environments, an application logically
requiring multicast must send indiv idually addressed packets to
cach recipient.  ‘There arc two problems with Ibis approach.
Firstly, requiring the sending host lo know the specific addresses
of all the recipients defeats its use as a binding mechanism. For
cxample, a diskless workstation needs on boot to determine the
network address of a disk server and it is undesirable lo "wire in”
spectlic network addresses. With a multicast facility, the multicast
address of the disk servers (or name servers that holds the nddress
of the disksery er) can be well k now 1, allowing, the workstation to
transnutits inttial quenies lo this address,

Sccondly, transmitting multiple copics of the same packet
makes inefficient use of networ k bandwidth, gateway resources
and sender resources.  lor instance, the same packet m a y
repeatedly traverse the same network links and pass through the
same gateways. lurthermore., the network level cannot recognize
multi-destination delivery 10 ake advantage of multicast facilitics
that the underlying networ k technologies may provide.  For
example, local-arca bus, nng, or radio netwot ks and cven
satelhite-based wide-arca networks can provide efficient multicast
delivery direetly.  Besides using excessive communication
resources, the use of multiple transmissions 1 o clfect multicast
severely limits The amount of parallclism in transmission and



processing that can be achicved compared to an integrated
multicast facility.

In this paper, we describe a model of multicast service we call
host groups and discuss aspects of implementing this service in a
datagram intcrnctwork env ironment. We argue that it is feasible
10 implement this facility in an internctwork as an extension of
the  cxisting "unicast” internctwork datagram model a n d
mechanism.

We restrict ourselves to the communication environment of a
datagram-based inter nclwork. like the 19 or XNS10 inlcrnctwork
architectures. In these architectures, all hosts employ a common
internetwork datagram format and a common intcrnctwork
addressing convention to identify the sources and destinations of
datagrams. O n transmission, an internetwork datagram i s
delivered 1o its destination address with “best efforts” reliability,
v ia the transmission sery ices of the underlying networks and the
relaving services of (he gateways. This service best corresponds to
OSl layer 3 o r the network lev ¢ | i n providing host-to-host
dehvery,  Reliable deliv ery, including crror handling and flow
control. is handled by higher-level protocols that operate in terms
of miernctwork datagrams.

Figure Iillustrates a heterogencous collection of independent
nctworks interconnected by hosts that serve as store-and-forward
gateways typical of datagraminternetwor ks.

Satelite Network e LOCOI Arca Network
O Galeway

Wide Area Nelwork
- @ O Host

Figure 1 A Typical Internctwork

InPigure 1, a sateflite network and a wide arca, storc-and-forward
nelwork conneet several local arca networks as well as individual
hosts.  The combination o f
technolopy plus the usual complications of dilferent speeds, delay
and  mavmum tansmission umt - make  an o efficient
implementation of multicast a challenge

The next seet on deseribes the host group model of multicast
service  Section 3 deset ibes The implementation strategy wc
proposc. Section 4 describes h o w  this extension fits into the
current US Dol) Internet architecture and briefly louchcs on
other internetwork architectures Section § illustrates how this
factlity can be used by a varicty of applications. Scction 6 relates
this model 10 other proposals. Iinally, we conclude with remarks
on Ihc status of our ¢xperimental prototype implementation of
host groups and our future directions for investigation.

broadecast and point-to-point

2. The Host Group Model

In an internctwork designed in the host group model, each
internetwork address identifics a host groun. A host group is a set
of 7CT0 or morc hosts in one internctwork. When an
internetwork packet is sent, it is delivercd with “best efforts”
datagram reliability to all members of the hosl group identiticd
by the internetwork address in the packet destination field.

The sender need not be @ member of the destination group.
We refer lo such a group as open, in contrast to a closed group
where only members are allowed to send to the group. Wc chose
1o provide open groups because they arc more flexible and more
consisient as an ex tension of conventional unicasts models (even
though they arc harder o implement).

Dynamic management of group membcership provides flexible
binding of internctwork addresses lo hosts. 1 losts may join and
leave groups over time. A hosl may also betong lo more than one
group at a time. I“inally, a host may belong 10 no groups at times,
during which that host is unrcachable within the inlcrnctwork
architecture. 1 n fact, an internetwork he st need not have a n
individual internetwork address at all. Some hosts may only be
associitted with multi-host group addresses. Uor instance, there
may bc no reason to contact an individeal time server in the
internetwork, so time servers would nof require individual
addresscs. Similarly, a hank of shared processors may be identical
from the standpoint of clients and only acquire individual
internetwork addresses while they arc servii g individual clients.

Internetwork addresscs arc dynamically allocated for transient
groups. groups Lhat often last only as long as the cxecution of a
single distributed program. A range of host group identifiers is
reserved for identily ing permanent groups. One use of permanent
haost groups identifiers is for host groups with standard logical
meanings such as "name server group”. "boot server group”,
"internetwork monitor group”, cle.  Permancntly assigned
addresses arc also used for conventional single-host addresscs.

‘The host group model of internetwork gencralizes the binding
of internetwork addresses 10 internetwork hosts by allowing one
address 10 bind 10 multiple hosts on multipic netwoi ks, more than
one address o be bound (in part) 10 one hest, and the binding of
an address lo host lo be dynamic, ic. possible to modify under
application control. | ‘or performance reasons, Lhe conventional
case o f single-member groups s handled specially as a n
optimization. A range of inter network addresses arc rescrved for
designating groups of at most one internetwork host, allowing the
delivery  mechansm | o
Marcover, if the internetwork address is statically bound (0 a host
permanently attached through one nelwork. a network identilier
can be embedded as a sublicld of its internetwork address in
order 10 simplify gateway routing. As should be apparent, this
special case corresponds 1o the unicast facility provided by several
current datagram-based inlernclwork architectures, including 1P
and XNS. 'Thus, the host group model is a compatible extension
of these architectures.

The following subsections provide further details of the model.
2.1 Host Group Management
Dynamic binding of internctwork addrcsscs o hosts is

managed by the following three operations available to higher-
level protocols or applications:

3n reality, the internetwork address is bound 10 network interfaces or
host access ports, not the host machine per se.

N0 this procedure call notation, the arguments for an operation are
fisted in parentheses after the operation name, and the returned values, if
any, are listed aler a ==> symbol.

make appropriate optimizations.



CreateGroup ( type )
--> outcome, group-address, access-key

rcquests the creation of a new transient host group with the
invoking host as its only member. The type argument specifies
cither a gencral group or a one-member-only group plus whether
the group is restricled or unrestricted. A restricted group restricts
membership based on the access-key. Only hosts presenting a
valid host access key arc allowed 10 join. All unrestricted host
groups have a null access-key. outcome indicates whether the
request is approved or denicd. If it is approved, a new transient
group address is returned in group-address. access-key s
the protection kev (or password) associated with the new group.
‘This should fail only if therc arc no free transient group
ad dresscs.

JoinGroup ( group-address, access- key )
--> 0u tcome

rcqucsts that the invoking host become a mcember of the
identificd host group (pcrmancnt or transient). outcome
indicates whether (he request is approved or denicd. A rcqucst
may bc denicd ifthe access key is invalid.

LeaveGroup ( group-address )
--> outcone

rcquests that the invoking host be dropped from membership in
the ideniified eroup (pcrmancnt or transient).  outcome
indicates whether the request is approved or denicd.

‘There is no operation to destroy a transicnt host group becausc
. a transient host group is deecmed to no longer exist when its
mcmbcrship gees to zero.

Note that in conventional intcrnctworks allocation and
binding of internctwork addresses is typically performed statically
by intcrnctworb administrators

2.2 Packet Transmission

I'ransmission of a packet in the host group modc! is controlled
by two paramelers o f  scope, onc being the destination
mternetwork address and the other being the "distance” 10 the
members in the group. In particular,

Send ( dest-address, source-address,
data, distance )

transmits the specificd data in an internctwork datagram to the
hosts in the host group specificd by dest-address that arc
wilhin Ihe specified di stance.  “The destination address is thus
similar lo conventional networks excepl that delivery may be to
multiple hosts; the distance parameter requires further discussion.

I Jistance may be measured in several ways. including number
of nctwork hops, tme 10 detiver and what might be called
administrative distance.  Administrative distance refets | o the
distance between the administrations of two ditferent networks.
Ior example, i a company the networks of the research group
ana advanced development group might be considered quite
close to cach other, networks of the corporate management more
distant. and nct works of other companics much more distant.
One may wish lo restrict a query lo members within one's own
administrative domain because scrvers outside that domain may
not be trusted. Similarly. crror reporting outside of an
administrative domain may not be productive and may in fact be
confusing.

Besides 1imiting the scope of transmission, the distance
paramceter can be used to control the scope of mullicast as a

binding mechanism and to implement an expanding scope of
scarch for a desired scrvice. Ior instance, to locale a name server
familiar with a given name, onc might check with nearby name
servers and expand the distance (by incrementing the distance on
retransmission) lo include more distant name servers until the
namc is found.

To reach all members of a group. a sender specifics the
maximum valuc for the distance parameter. This maximum must
exceed the "diameter” of the internetwork.

The distnnce parameter can be viewed as an extension of the
time-to-live or hop count parameters that arc used in several
intcrnctwork architectures to prevent infinite routing cycles. In
thosc cascs, the distance paramcter basically cnsures that the
delivery mcchnnism only expends a [inite amount of work in
delivery and rhercfore discards a packet caught in a routing loop.
The distance paramcter in the host group model refines this finite
bound into further gradations.

Rather than define specific semantics of the distance
parameter in the model. we see it having a refinement of the
scmantics of the time-to-live or hop count parameters specific to
each internctwork architccturc. [lowever, in all cases, therc is a
need f o r well-known boundarics values t h at coincide with
administrative domains.  l‘or instance. there is a need for a
distance value that corresponds to “not outside this local
network” .

Packet rcceplion is the samc as conventional architectures.
That is,

Receive ()
--> dest-address, source-address, data

returns Lhc next internetwork datagram that is, or has been,
rcceived.

2.3 Delivery Requirements

W e identify several requirements f o r the packet delivery
mcchnnism that arc cssential to host groups being a usclul and
used facility.

Firstly, given Ihc predominance of broadcast local-area
nctworks and the locality of communication 10 individual
networ ks. the delivery mechanism must be nblc to cxploit the
hardwire’s capability for very elficient multicast within a single
local-nrca net work.

Secondly, the delivery mechanism must scale in sophistication
10 cfficient delivery across the internctwork as intcrnctworks
acquire high-speed wide-arca communication links and high
pei formance pateways.  The former are being provided by the
introduction of high-speed satellite channels and long-haul fiber
optic links. 'The latter arc made feasible by the falling cost of
memory nnd processing power plus the increasing importance in
controlling access to relatively unprotected local network
cnvironments. A host group delivery mechanism must be able to
take advantage of these trends as they materialize,

Finally, the delivery mechanism must a v o i d "systematic
crrors” in dehivery to members of the host group. That is. a small
number of repeated transmissions must result in delivery to all
group members within the specified distance, unless a member is
disconnected or has failed. We veler 10 this property as coverage.
In general. most reliable protocols make this basic assumption for
unicast delivery. Il is important lo guarantee this assumption for
multicast 3s well or clse applications using multicast may fail in
uncxpected ways when coverage is not provided. I'or cfficiency,
the multicast dehivery mechanism should also avoid regularly
delivering multiple copies of a packet 10 individual hosts.

lailure notification is riot viewed as an essential requirement
given the datagram semantics of delivery. | lowever, a host group
cstension of internelwork architectures such as 1P and XNS



should provide "hint"-level failure notification asthe natural
extension of their failurc notification for unicasl.

3. Implementation

In this section, wc sketch a design for implementing the host
group modecl in a datagran: internetwork. ‘This description of the
design is given to further support the feasibility of the host group
model as well as point out some of the problems yet to be
addressed.

Implementation of host groups involves implecmenting a
binding mechanism (binding intcrnctwork addresses to zcro or
morc hosts) and a packet delivery mechanism (delivering a packet
to each host to which its deslination address binds). This facility
fits most naturally into the gateways of the internctwork and the
switching nodes of the constiluent point-to-point networks (as
opposed to scpararc machings) because multicast binding and
delivery is a natural ex tenston of the unicast binding and delivery
(i ¢. routing plus srorc-and-forward). ‘Thal is. a multicast packet is
routed and transmitted to multiple destinations, rather than to a
single destination.

A gpaleway in a host group internctwork is thus viewed as a
“communication server”, providing multicast delivery and host
group management. The multicast delivery service is invoked
implicitly by sending packels addressed to host groups. with
unicast dehiy ery as a special case. The group management scrvice
is invoked cxplicitly using a request-response transiction protocol
between the client hosts and the server gatewavs. In addition to
the operations for creating transicnt host groups and adding and
deleting host memberships in groups (Section 2.1). the gateway
supports operations for administrativ ¢ atlocation o f permancnt
group addrcsscs. including static, single-host group addresscs (i.e.
unicast addresscs).

In the following description, we start with a basic, simple
implementation that provides coverage and thenrefinc this
mechanism with various optimizations to improve cfficiency of
deliv ery and group management.

3.1 Basic Implementation

A host group defines a nerwork group, which is the scl of
uctworks containing current members of the host group. When a
packet 1s sentto a host group, a copy is delivered to cach network
- the corresponding network group. ' hen, within cach network.
a copy s delivered (o cach host belonging, to the group.

o support such multicast dclivery, cvery internct gateway
maintains the following data structures:

o routing  table:  conventional  internctwork  routing
information. including the distaince and dircction to the
ncarest gateway on cvery net work.

® network membership table: A set of records, one for cvery
currently existing host group. ‘The nerwork membership
-record for a group lists the network group, i.e. the networks
“that contain members of the group.

o local host membership table: A set of records. one for cach
host group that has members on direetly attached networks,
Lach local host membership record indicates the local hosts
that arc members of (he associed host group.  l'or
nctworks that support multicast or broadcast. the record
may contain only (he local network-specijic multicast
address used by the group plus a count of local members.
Othcrwisc. local group mcmbers may be identified by a list
of unicast addrcsscs to be used in the software
implementation of multicast within the network.

A host invokes thc mullicast dclivery scrvicc by sending an
inter network datagram o an immediate neighbour galeway (i.c. a
gateway that s directly attached I o the same network as
sending host).  Upon receiving a datagram from a directly
attached network. a gateway looks up the network membcership

the

record corresponding to the destination address of the datagram.
Tor cach of the networks listed in the membership record, the
gateway consults its routing table. If, according to thc routing
table, a member network is dircclly attached, the gateway
transmits a copy of {he dalagram on that nctwork, using the
network-specific multicast address allocated for the group on that
network, For a member network that is not directly attached and
is within the distance constramt specified in the datagram, the
galeway creates a copy of the datagram with an additional inter-
gateway header identifying the destination network, This inter-
gateway datagram is forwarded to the ncarcst gateway on the
destination nctwork, using conventional  storc-and-forward
routing lechniques. Ar the pateway on the destination network,
the datagram is stripped of its inter-gateway header and
transmitted to the group’s mullicast address on that network.
Member networks that arc beyond the datagram’s distance
constraint are ignored.

The network membership records and the network-specific
multicasl structures arc updated in response to group
management requests from hosts. A host sends a request to
create, join. or leave a group (o an immediate neighbour gateway.
Il the host requests creation of a group. a new network
mcmbership record is created by the serving gateway and
distributed lo all other gateways. I the host is the first on its
nctwork to join a group. or if the host is the last on its network to
lcave a group, the group’s network membership record is updated
in all pateways. ‘The updates need not be performed atomically at
all gateways, due to the datagram delivery semantics: hosts can
tolerate misrouted and lost packets caused by temporary gateway
inconsistencics, as long as the inconsistencices are resolved within
normal host retransmission periods. i this respect, the network
membership data is similar 10 the network rcachability data
maintained by conventional routing algorithms, and can be
handled by similar mechanisms.

In many cascs. a host joins a group that already has membcrs
on the same network. or leaves a group that has remaining
members o n the same network. This i s then a  local matter
between the hosts and gateways on a single network: only the
local host mcmbership table needs to be updaled to include or
cxclude the host:

This  basic implementation  strategy mecls the dclivery
requiremients stated at the end of Scction 2. | lowever. it is far
from optimal, in terms of cither delivery cfficiency or group
management overhead. One simple improvement is lo recognize
the important special case of static, onc-member-only groups.
This agam corresponds to the conventional umicast provided in
(for example) 1P and NNS. i this casc, the internetwork address
for the sin&host group cncodes within it (he network of the one
host so there is no need 10 maintain ;1 separale group membership
record for that group. ( ‘onsequently, the number of group
mcmbership records in the pateways is greatly reduced. Also,
dclivery to these groups degencrates to convent ional unicast
techniques such as currently used in I' and XNS
implementations. Below, we discuss some further refinements to
the basic implementation.

3.2 Multicast Routing Between Networks

Multicast routing among the internctwork pateways is similar
to store-and-forward routing in a point-to-point network. 'the
man diflerence is that the links between the nodes (galeways) can
bc a mixture of broadcast and unicast-type networks with widely
di [ferent throughput and delay characterist ics.  In addition,
packels arc addressed to networks rather than hosts (al the
gateway level).

We usc the extended reverse path forwarding algorithm of
Dalal and Metcalfe!l,  Although originally designed f o r
broadeast, it is a simple and efficient technigue that can serve well
for multicast delivery if network membership records in cach
gateway are aupmented with information from neighbouring



galeways. 'Th is algorithm uscs the source net work identi fier,
rather than a destination network identifier to make routing
decisions. Since he source address of a datagram is a general
group address. it cannot be used to identify the source network of
the datagram; the first gateway must add a hcader specifying the
SOUTCC  network ‘This  approach minimizes  redundant
Iransmissions when nutltiple destination networks arc reachable
across a common intcrgateway link, a problem with the basic
implementation described carlier.

Note that we climinated from consideration techniques that
fail lo deliver along the branches of the shortest detay tree rooted
at the source, such as Wall's center-based l’orwarding12 because
this compromiscs Ihc meaning of the multicast distance parameter
and detracts from multicast performance in gencral. W also
rejected the approach of having a multicast packet Carry more
than onc network identifier in its inter-gateway hender to indicate
muitiple destination nctworks because the resulting variable
length headers would cause buffering and fragmentation
problems in the gatcways.

3.3 Multicasting Within Networks

A simple optimization within a nclwork is to have the scnder
use the local multicast address of a host group for its initial
Iransmission. This allows the local host group members 1o reccive
the transmission immediately along with Inc gateways (which
must now "cavesdrop” on all multicast transmissions). A gatcway
only forwards the datagram if Ihe destination host group includes
members on other nciworks.  ‘This scheme reduces the cost 1 o
reach local group members o one packet transmission from two
required in the basic implementation® so Iransmission to local
members is basivally as cfficient as the local multicast support
provided by the nclwork.

A similar opportunity for reducing packet traffic arises when a
" datagram mus' (raverse a network 10 get from onc gateway to
another, and thii network also holds members of the destination
group. Again. usc of a nctwork-specific multicast address which
includes member hosts plus galeways can achicve the desired
cffect. I lowever, in this casc, hosts must be prepared o aceept
datagrams that include an inter-gateway header or, alternatively,
every datagram must include a spare ficld in its header for use by
gateways i licu of an additional inter-gateway hcader.

3.4 Distributing Mcmbershipinformation

A refinement 10 host group membership maintenance is 1o
store the host group membership record for a group only in those
galeways that are directly connected | o

= Information about other groups is cached in the gateway only
while itis required lo route lo those other groups When a gateway
recenves o datagram o be forwarded 1o a group for which it has
no network membership record (which can only happen if the
galeway is nol directly connccled to a member nclwork). it takes
the following action. The gateway assumes temporarily that the
destiniat ion group has mcmbers on every nclwork in the
intet nclwork. exeept those direatly attached 1o the sending
rateway, and routes the datapram accordingly.  In (he inter-
pateway header o+ the outgong packet, the gateway sets ;1 bit
indicating that it wishes | o reecive acopy o the network
membership record for the destination host group. When such a
datagram reaches a gateway on a member network, that gateway
sends a copy of the membership record back to the requesting
gateway and clears the copy request bitin the datagram,

Copics of nctwork membership records sent 1o gatewavs
outside of a group’s mcemher networks arc cached for use in
subscquent transmissions by

S0ne unicast transiission from sender 1 o galeway and one multicast

transmission {rom gateway to local group members

member networks.

thosc gateways. 'That raises (he

danger of a stale cache cnlry lcading to systematic dctivery
failures. To counter that problem, the inler-galeway hendcer
contains a ficld which is a hash valuc or checksum on the nctwork
membership record used 1o route lhe datagram, Gateways on
member networks compare the checksum on incoming datagrams
with their up-to-date records. If the checksums don’t match, an
up-to-date copy of (he record is returned to the gateway with the
bad record.

This caching strategy minimizes intcrgateway traffic for groups
that arc only used within one network or within the sct of
networks on which members reside, the expected common cascs.
Partial replication with caching also reduces the overhead for
nclwork (raffic to disseminatc updates and keep all copics
consistent. I“inally, it also reduces the space cost for data in large
internctworks with large numbers of multiple host groups.

We have not addressed here the problem of maintaining
up-to-date, consistent network membership records within tic set
of gatewavs conncclctl 1o members of a4 group.  This can bc
vicwed as a distributed database problem which has been welt
studicd in other contexts. The loose consistency requirements on
network membership records suggest that the techniques used in
Grapevine!3 might be uscful for this application.

4. Integration into the DoD Internet

To show how the host group model can bc supported by
straight forward ~ exlension ol an  cxisting  internctwork
architecture, we outline how it might fit into lhe US Dol)
Internet.

The current Internet provides unicast datagram  dclivery
between hosts on a wide varicty of networks, both local-area and
wide-arca, broadcast and point-to-point. An luternet address is a
32-bit value consisting of Iwo subficlds: a nctwork number and a
host-within-network number. Every Internet gateway maintains a
routing table that specifies the distance and direction to every
network in the Internet, relative 10 the pateway. ‘lhus, given a
datagram, a gateway can determine from the network number
subficld of its destination address, where lo send it next on the
path towards its destination.  When the datagram reaches a
galeway i n t o ils destination nctwork, that gateway maps the
host-within-network number to a local network address for final
delivery.

The existing architecture supports our model of static, one-
member-only groups  We extend this archilecture Lo support
multiple host groups by reserving a single network number to
wentify all such groups.  Fach muliiple host group is
distinguished b y a unique value i the host-within-network
subfield o f it nternet address. The hnternet pateways ar ¢
augmented with Ihe data structures and procedures discussed in
Section 3 lo support internet multicast.

An 11" dalagram contains a "time to live” ficld which is
decremented by the giteways once a second and on every
nclwork hop. If the time 10 live goes to zero before the datagram
reaches s destination, the datagram is discarded. In the host
group implementation, this ficld is used 1o limit the delivery
distance of mullicasts.

Other datagram internetwork architectures yield 1o similar
extensions. For cxample, the Xcrox Network  Systems
architecture s essentially identical to the Dol) Internet wil h
regards 1o nddress encading (actwork, host-within-network) and
conltents of rouling tables. XNS datagrams contain a hop count
ficld that can be used for multicast scope control,

The proposed ISO internctwork prol(x‘nl” provides the same
style of internetwork datagram service as II' or XNS. ‘The draft
proposal for 1SO internetwork addresses!? specifics 4 much more
complex structure than the fixed-length, Iwo-tcvel hicrarchical
addresses of 1P and XNS. A more sophisticaled, possibly
hicrarchical, distribution of the nclwork membership records
would be appropriate for the cnornious potential size of the 1ISO



“world network”.

5. Use of Multicast

A number of applications that can usc multicast have been
cited carlicr in the paper, including distributed databases,
conferencing.  distributed computation and locating  intcrnctwork
services. Rather than describe these applications in greater detail,
we focus on some general issues that were identified in previous
work”. (1'his work dealt with the usc of local network multicast in
a distributed operating system to support the concept of
Interprocess group communication where process groups are
distributed across host groups.)

A key issue is providing reliable communication as required
by the application. Firstly, some applications, such as real-time
confcrencing. do not need reliable delivery, assuming the periodic
updales arc generally reccived. Sccondly, binding applications.
such as locating a name scrver, do not require delivery to al! but
simply a positive response from al least On¢ host. Retransmission
with possibly expanding scopc of scarch until a response is
reccived provides the required semantics.

As an aside. one might argue that the binding usc is only really
regpuired (o locate a name scrver. While true in theory. it may be
simpler for SOMC applications 10 locate other servers directly using
this simple scaich protocol 'Then they do not need to implement
the protocol 1o lookup a name in the name server as well as this
siniple search protocol 10 locate the name serv er in the first place.
For example. the PROM nclwork loader for diskless workstations
might be simpler if it can locate a boot server using a boot server
group address directly rather than going through a name server.

For applications requiring reliable delivery, there arc basically
two approaches. The most common approach is to place the onus
for reliable delivery on the sendcr. licre, the scnder knows the
membership of a group and retransmits to the group until 1t has
receiy ed acknowledgementstrom each group member. As an
optimization, the sender can usc unicast to retransmit to
particular  group members  if  the  number of  missing
acknowledgements is relatively small compared to the cardinality
of the host group.

The second approach places the ONUS on the receivers to
implement reliable delivery, what we call publishing. Wtis so
named because it mimics real world publishing.  ‘That is,
nformation 1 o besentt o agroup, the subseribers, i s fliered
though the publisher, which collates and numbers the information
before issuing it 1o the subscribers. A subscriber noticing @
missing issuc by 3 gap in the issue numbers or i new issue NO
being received m the expected time interval requests the back
issuc from the publisher. ‘Thus, instcad of automatic
retransmission until lhc rccciver acknowledges the message, the
receiver must requcst retransmission if it is required.

A family_ of reliable multicast protocols is specilicd by Chang
and Maxemchuk!® that combines both techniques built on top of
an unrcliable broadcast or multicast network. 'they describe a
protocal (hat guarantees not onty that all group members receive
all nressages, but a 1s o that they all reccive the messages i n the
same order, regardless of 1 h ¢ number of senders Furthermore,
this strong levet of rehability s achievedw it n onlyone
acknowledgement per messige in the nor mal ¢ase. no single point
o f [failure.and survivali n_the face of multiple host lailures and
recoveries. In another paper’,Chang describes the usc of this
protocol to support a distributed, replicated database.

In general. the problem is not implementing reliable delivery
for multicast dclivery hut choosing the right trade-off between
cost, performance and reliability as required by the application.
wec have bricfly described some basic techniques. | lowever,
further study is required 10 understand these trade-offs with
various applications and internetworking parameters.

6. Related Work

There is relatively little published work on the use or
implementation of intcrnctwork multicasting.

Wall's lhcsis”prcscnls several mechanisms for performing
efficient broadcast and multicast dclivery in point-to-point
networks. 1lis results can bc applied to providing multicast
within point-to-point networks that arc constituents of an
intcrnctwork, and to the problems of multicast routing to
“network groups” of gateways.

Boggs, in his thesis8. describes a number of distributed
applications that arc impossible or very awkward to support
without the flexible binding nature of broadcast addressing.
Although hc TeCOZNIZES that almost ail of his applications would
be best sery ed by a multicast mechanism, he advocales the usc of
"dirceted broadcast” because it is casy 10 implement within many
kinds of networks and can D¢ extended across an intcrnctwork
without piacrng any new burden on intcrnetwork gateways.
Unfortunately, broadcasting has the undesirable side cffect of
delivering packets to more hosts than necessary, thus incurring
overhead on uninvohy cd partics and possibly creating security
problems. [urthermore, dirccted broadcasting supports simple
communication with unknown destinations on directly connected
nctworks only: for destinations on more distant nctworks, the
sender must know their network numbers or perform a search
using pateway routing tables.

Recent proposals by Mogull? and Aguilar!® have addressed
the issuc of multi-destination dclivery within the Dol) Intcrnet.
Mogul proposes an implementation ol Bogg's dirccted broadcast
facility.  Aguilar suggests allowing an IP datagram to carry
additional destination addresses, which arc used oy the gateways
to route the datagram to each recipient. Such a facility would
alleviate some of the inefficiencies of sending individual
datagrams to a group, but it woud not be able lo take advantage
ol Tocal networ k mu lticast facilitics. More seriously, Aguilar’s
scheme requires the sender 10 know the individual [P addresses of
ail members ol the destination group and thus lacks the flexible
binding nature of true mullicast or broadcast.

Blaustein ¢ 1 all%iscuss a varicty of protocols for reliable
multicast delivery based on various (inter)network characteristics
(c.p. point-to-point or broadcast or both, clusters of fast networks
joined by slower networks, degree of multicast support provided
by the networks, ete ). As well as making a case for unrchable
multicast services atthe internctwork level, theirw o r k- suggests
ways ol achieving cfficient multicasta m o n g galewaysi n a
heterogencous internmetwork.,

7. Concluding Remarks

We have described a modct of multicast communication for
datagram-based internelworks.  As an oxiension of existing
internctwork architectures, it views unicast communication and
time-to-live constraints as special cases ol the more gencral form
of communiciion arising with multicast. We have argued that
this modclis mplementable in current and future internctworks
and hatitprovides apowerful facility f - o r avaricty o f
applications, 11 some cases, 11 provides ;1 tacility that i s required
for certarn apphications 1o work in the intcrnctwork environment.
In other cases, it provides a more efficient, robusta n d - possibly
more clegant way o f implementing existing internctwork
applications.

WCc arc currently implementing a protolype host group facility
as an cxlension of 1P, For practical reasons. this prototype
implements all group management functions and mullicast
routing outside of Internet pateways, i n  special hosts called
multicast agents. ‘The collection of multicast agents i n - cffect
provides a sccond pateway system ontop of the existing Internet,
for multicast purposes.  The major costs of this separation are
redundancy of routing tables between gateways and multicast
agents and the increased delay and unrcliability of ¢xtra hops in



the delivery path.  Much of the routing information in the
multicast agents must bc “wired-in” because they do not have
access to the gateways’ routing lables. 1 lowcever, this rudimentary
implementation provides an environment for evaluating the
interface to the multicast service and for investigating group
managcmenl and multicast routing protocols for eventual use in
the gateways. It also serves as a testbed for porting multicast-
based distributed applications to an intcrnctwork from the V
distributed operating system.

For now, WC arc restricting group membership to local
networks that already have a broadcast or mullicast capability,
such as the ithernet. We feel that. in the future, any network that
is to support hosts other than just gateways must have a multicast
addressing mode. Lfficient implementation of multicast within
point-to-point or virtual circuit networks deserves investigation.

A significant issue raised by the host group model is
authentication and access control in intcrnctworks. Gateways
must control which hosts can create and join host groups,
presumably making their decision based on the identity of the
requestor {thus requiring authentication) and permissions (access
con Irol lists).  This issue docs not arise in conventional
intcrnctwork  architectures because host addrcsscs are
administratively assigned with no notion of dynamic assignment
and binding as provided by host groups. WC bclicve that access
control should bc recognized as a proper and necessary function
of gateways so as to protect the hosts of local networks from
general internetwork activity. Thus, group access control can be
subsumed as part of this more general mechanism, although more
investigation of the gencral issue is called for.

On a philosophical point, there has been considerable
reluctance to make open use of multicast on local networks
because it was network-specific and not provided across
intcrnctworks. Wc were originally of that school. However, we
recognized that our “hidden” uses of multicast in the V

" distributed system were essential unless WC resorted to
dramatically poorer solutions - wired-in addresscs. WC also
recognized, as described in this paper, that an adequate multicast
facility for internctworks was feasible. As a consecquence, we now
arguc that multicast is an important and basic facility to provide
in local networks and intcrnctworks. I ligher levels of
communication, including applications, should feel frce lo make
usc of this powerlul facility. Networks and intcrnctworks lacking
multicast should bc regarded as deficient relative lo the future
(and present) requirements o £ sophisticated distributed
applications and communication systems.,
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