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ABSTRACT

The class of typed template dependencies is a class of data dependencies that includes

embedded multivalued and join dependencies. We show that the implication and the finite

implication problems for this class are unsolvable. An immediate corollary is that this class has

no formal system for finite implication. We also show how to construct a finite set of typed

template dependencies whose implication and finite implication problems arc unsolvable.

The class of projected join dcpcendcencics is a proper subclass of the above class, and it

generalizes slightly embedded join dependcencics. It is shown that the implication and the finite

implication problems for this class are also unsolvable. An immediate corollary is that this

class has no universe-bounded formal system for either implication or finite implication.
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1. Introduction

In the relational model one views the database as a collection of relations, each of which

being a set of tuples over some domain of values [Coddl]. One notable feature of this model is

its being almost devoid of semantics. A tuple in a relation represents a relationship between

certain values, but from the mere syntactic definition of the relation one knows nothing about

the nature of this relationship, not even if it is a one-to-one or one-to-many relationship.

Two approaches have been taken to remedy this deficiency. The first approach is to

extend the relational model to capture more semantics [Codd3]. The second approach, which is

the basis for this paper, is to devise means to specify the missing semantics. These semantic

specifications arc often called semantic or integrity constraints, since they specify which data-

bases are meaningful for the application and which are mcaninglcss. Thus, the database

schema is conceived as a syntactic specification accompanied by a semantic specification.

Several approaches have becn taken with regard to integrity constraints. Of particular

interest are the constraints called data dependencies, or depcndencics for short. Essentially,

dependencies are sentences in first-order logic stating that if some tuples, fulfilling certain

equalities, exist in the database then either some other hiples must also exist in the database or

some values in the given tuples must be equal. The study of depcndencics began with the

functional dependencies of [Codd2]. After the introduction of multivalued dependencies by

[Fagl, Zan] the field became chaotic for a few years in which rescarchers introduced many new

classes of dependencies. Recently, two unifying formalisms have been suggested and turned

out to be equivalent. The class of tuple and equality generating dependencies [BV2, Fag2 1],

which is equivalent to the class of algebraic dependencies [YP], seems to contain most cases of

interest.

Most of the papers in dependency theory deal exclusively with various aspects of the

implication problem, i.e., the problem of deciding for a given sect of clcpendencics 2 and a

l These dependencies arc called embedded implicational dependencies in [Fag2).
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dependency o whether 2 logically implies o. The reason for the prominence of this problem

is that an algorithm for deciding implication of dependencies enables us to decide whether two

given sets of dependencies are equivalent or whether a given set of dependencies is redundant.

A solution for the last two problems seems a significant step towards automated database

schema design [Bern, BMSU,BR], which some researchers sce as the ultimate goal for rescarch

in dependency theory [BBG]. Real life databases are inherently finite. When we restrict our

attention to finite databases we face the jinite implication problem, which is independent of the

implication problem.

The class of tuple and equality generating dependencies is quite expressive, in fact,

expressive enough to render the implication and the finite implication problems for this class

unsolvable [BV2, CLM2, Val]. A proper subclass is the class of template dependencies [SU],

which is general enough to contain embedded multivalued dependencies|Fagl), embedded join

dependencies [MMS], and projected join dependencies [YP].

Usually, we require that no valuc appears in two different columns of a relation. Such

relations are called ryped relations, and dcpendencies dealing with such relations arc called

typed dependencies. If we give up this restriction then we get untyped relations and dependen-

cies. Untyped template dependencies are much more cxpressive then typed template dcpen-

dencies, and their implication and finite implication problems arc unsolvable [BV1, CLM].

However, the status of the implication and finite implication problem for typed template dcpen-

dencies was left open by the above mentioned papers.

A possible way to prove solvability is to show that implication is equivalent to finite

implication. The refutation of this possibility for typed template dependencies in [ FMUY]

indicated that the problems are more likely to be unsolvable.

Our ultimate result in the paper is that the implication and the finite implication prob-

lems for projected join dependencies are unsolvable. The proof goes in two essential steps.

First, wc reduce the problems for untyped template dependencies to the corresponding prob-
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lems for typed template dependencies, and then we reduce them further to the corresponding

problems for projected join dependencies.

The outline of the paper is as follows. In Section 2 we give the basic definitions. In Sec-

tion 3 we show how to translate untyped tuples and relations to typed ones. This translation is

used in Section 4 to reduce the problems for untyped td’s to the corresponding problems for

typed td’s in a very elegant way. Since we view a template dependency as a pair consisting of

a tuple and a relation, we use the translation to translate untyped dependencies to typed ones,

and we also use it to translate untyped countcrexamplc relations to typed ones. In Section 5 we

show some consequences of the results in Section 4. Mainly, wc show that there is a finite set

of typed template dependencies whose implication and finite implication problems in the class

of typed template dependencies are unsolvable. Finally, in Section 6 we usc the reduction

technique of [YP] to reduce the problems for typed template dependencies to the correspond-

ing problems for projected join dependencies. Wc end that section with a discussion of formal

systems for projected join dependencies. We distinguish between systems that are universe-

bounded and those that are not, and show that the class of projected join dependencies can not

have a sound and complete formal system of the first kind, but it does have such a system of

the second kind. Wc conclude in Section 7 with some remark on the implication problem for

embedded multivalued dcpcendencies.

A preliminary version of this paper appeared in [Va3]. Unsolvability of the implication

and the finite implication problem for projected join dependencies was shown independently by

Gurevich and Lewis [GL1]. However, our results for template dependencies are stronger, since

wc show a specific sct of dcpendcencics for which the problems arc unsolvable.

2. Basic Definitions
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2.1. Attributes, Tuples and Relations

Attributes are symbols taken from a given finite set called the universe. All sets of attri-

butes are subset of thc universe. We use the letters A ,B,(C,.. . to denote attributes and

X,Y, ++ to denote sets of attributes. We do not distinguish between the attribute A and the

set {A). The union of X and Y is denoted by XY, and the complement of X is in the

universe is denoted by X.

Let U be a universe. With each attribute A is associated an infinite set called its domain,

denoted DOM(A). The domain of a set of attributes X is DOM(X)=U DOM(A). An X-
value is a mapping w:X => DOM (X'), such that w(A)EDOM (A) for all A €X. An X-relation

1s a nonempty set (not necessarily finite) of X-values. If X' =U then we may omit it for simpli-

city. A tuple is a U-value. We use a,b,c,... to denote elements of the domains, s, {,u, . ..

to denote tuples, and I,J, .. . to "denote relations.

For a tuple w and a set YC U we denote the restriction of w to Y by w[ Y]. We do not

distinguish between w|[A], which is an A -value, and w(A), which is an clement of DOM(A).

Let / bc an X-relation, and let YCX. Then the projection of I on Y, denoted I[ Y], is a Y-

relation I[Y}={w| Y] : w€/l}. The sct of all attribute values in an X-relation [ is

VAL(D=) 114] For an X-value w,VAL(w) stands for VAL({w}).€X

2.2. Mappings and Valuations

We often use mappings whose domain is a subsct of DOM(U).Let w be an X-value,

and let a bc a mapping defined on VAIL (w). Then we define aw) as aow (ie., a composed

with w). Thus, a(w) is a mapping from the domain of w to the range of a. A valuation is a

partial mapping a:DOM(U)—> DOM (U) such that if a(a) is defined then ala)€ DOM(A) for

all A €U and a € DOM (A). Wc say that a is a valuation on a tuple w (a relation 7) if a is

dcfincd cxactly on VAL (w) (VAL(I)). Let a be a valuation on a relation I, and let w be a

tuple. An extension of ato w is a valuation on /U{w} that agrees with a on VAL(1).



5

2.3. Dependencies and Implication

For any given.application only a subset of all possible relations is of interest. This subset

is defined by constraints that are to be satisfied by the relations of interest. A class of con-

straints that was intensively studied is the class of the so called data dependencies.

A template dependency (abbr. td) [SU] says that if some tuples, fulfilling certain equalities,

exist in the relation, then necessarily another tuple (possibly with some components

unspecified) exists in the relation. Formally, a td is a pair <w,/> of a tuple w and a finite rela-

tion 1. It is satisfied by a relation J, denoted J |=<w,I>, if every valuation a on / such that

a(/)CJ can be extended to w so that a{w)€J. Let V be the maximal set such that

VAL(W[VDCVAL(I).<w,[> is called V-total.

Afunctional dependency (abbr. fd) [Codd2] says that if two tuples agree on some of their

attributes, then necessarily they agree also on other attributes. Formally, an fd is a statement

X—Y for some scts of attributes X and Y. It is satisfied by a relation J, denoted J EX— VY,

if for any two tuples u,v €J, if u[X]=v[X] then u] Y] = v[ Y].

From now on let 2 dcnotc a finite sct of dependencies and let ¢ and 8 dcnotc individual

dependencies. When we want to specify explicitly the universe U we’ll talk about U-

dependencies. Wc say that implies o, denoted 2 fo, if I EZ entails / [=o for every rela-

tion I. 2 finitely implies a, denoted Z|so, if I |F2 entails / [=o for every finite relation I.

Let ¥ be a class of depcndencics. The implication problem for Wis to decide, given

2ZCV¥ and 6 €V¥, whether Z| o. The finite implication problem for ¥ is to decide, given ZCW¥

and o€W¥, whether 2 | 0. The two problems arc independent cach of the other, because one

can have Z|ro but 2 fo. In fact, if X|=,0 entails 2 =o then not only arc the two prob-

lems equivalent but they arc also solvable.
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2.4. Untyped and Typed Dependencies

Until now we have not said anything about the relationship between domains of different

attributes. We now present the two extremes. If we assume that all attributes have the same

domain, i.c., if the universe is =A ;-..A, and

DOM(U)=DOM(A)=-..= DOM(A,),

then the universe, tuples, relations and dependencies arc called untyped. If, on the other hand,

we assume that different attributes have disjoint domains, i.e., A *#B entails

DOM(AYN DOM(B)=4, then the universe, tuples, relations and dependencies are called

typed.

Let us now fix a universe U'=A4 'B ‘C’ for the untyped case, and let

DOM’ =DOM(U")=DOM(AY=DOM(B")=DOM(C").

Wc denote an untyped tuple w by <w [A L,w[B'],w [C']D. Bceri and Vardi [BV1] have shown

that the implication and the finite implication problems for untyped td’s arc unsolvable. In fact

their result is even stronger.

Theorem 1.[BV1] ‘The implication and the finite implication problems for untyped td’s arc

unsolvable even for those 2 and ¢ that satisfy the following conditions:

(1) ois U'-total.

2) Alltd’sin Z are A 'B ‘total.

(3) If Zo then ZU{A'B= C' } Fr)o.

Furthermore, there is even a fixed o that satisfics the above conditions, for which the problems

are still unsolvable. O

3. Translating Untyped Tuples and Relations to Typed Ones

W c usc a typed universe U = ABCDIF. “Po every element ¢ € DOM’ there correspond

three distinct clements a'€ DOM (A), a>€ DOM (B) and a*€ DOM (C). DOM (4), DOM (B)
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and DOM (C) have also special elements a 0, b0 and c 0, correspondingly. Thus

DOM(A)={a0}U{a': a EDOM}, DOM (B)={b0}U{b?: EDOM}, and

DOM(CY={c0}U{c? : cEDOM'}. The other domains are:

DOM(D)={d0}U{w : w is an untyped tuple), DOM (E)={e0}UDOM’ and

DOM(I)={f0,f1,... }.

We denote a typed tuple w by <w[A},...,w[[]D.

We use mappings between DOM" and DOM = DOM(A)U.--UDOM(F). Three such

mappings are the one-to-one mappings *,% and® defined earlier. The inverse mapping is

¢ : pla) =pla®)=gp(a®)=a.

The basic idea is to represent an untyped tuple w = <a ,b,c> by a typed tuple

T(w)=<a',b?,c3,w,e0,f1>. Note that p(T (w)[ABC])=w. To represent an untyped relation

by a typed one we have to convey the message that a', a?, and a are just three names for the

same element. For this wc use the typed tuple N(a)=<a',a%,a’,d0,a,f 1>. We also use a typed

tuple 5s=<a0,60,c0,d0,e0,/0>. Now we represent an untyped relation / by replacing every

tuple w€I by T(w), by adding N(a) for every a €VAL(I) and by adding s, that is,

T(I)= ® Ton U N(@|Uis}w€l a€vAL()



Example 1.

Let I be the untyped relation:

A’ BC

wy: a b Cc

Wy. bh a C

T(I) is the typed relation:

A B C D FE F

S: a0 O60 cO0 do e0 fO

Tw): a b? 3 w, el fl

T(wy: ol 4S wy, el fl
N(a): al a a> do a fl

N(b): lve wo ob 1

N(c): dS cof

We now make a few observations on 7. First, 7 is a monotone operator on relations,

i.e., ICJ entails T(I)C T(J). Secondly, T preserve finiteness, i.e., if I is finite then T(I) is

also finite. Furthermore, if wc restrict our attention to finite relations, then 7 can bc viewed as

an effective translation. Finally, T(Z) has a very specific structure. In particular, it satisfies cer-

tain functional dependencies.

Lemmal. Let 7 be an untyped relation. Then

T()F{AD—>U,BD—>U,CD—>U,ABCE—U}.

Proof. Let us show that T(I) | AD — U (the proof for BD — U and CD —U is analogous.)

letuvET() and u[dD]=v[AD]). If u#v then u[D]=v[D]=d0. If u=s then v=s

because a 0% a! for all « €EDOM’, and if u = N(a) for some a €V AI (I) then v = N(a) because

lis one-to-one. So u{AD]=v[AD] implies u =v.

Let us now show that T(I)lE ABCE =U. lctu,v€T(I) and u[ABCE]=v[ABCE]. If

u#v then u[ll]=v[L]=¢0. If u=sthen v =s and vice versa, because a0#a' for all
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a€DOM'. Tt follows that u =T(p) and v =T(g) for some p,g€I. But u[ABC]=v[4BC]

entails p =gq, because 12 and3 arc one-to-one. Necessarily, u = v. O

4. The Reduction

Our goal is to reduce the (finite) implication problem for untyped td’s to the (finite)

implication problem for typed td’s via a many-to-one reduction. So far we have shown how to

translate untyped tuples and relations to typed ones. To translate an untyped td oc =<w,/> to a

typed td, we translate both the antecedent / and the consequent w, i.c., T(a)=<T(w),TI).

Example 2.

Leto be the untyped td <w,l>, Z=(u):

A B C

w. b a d

| uw: a bc

; T(a) is the typed td <T(w),T({I)>:

A B CC D FE F

T(w): »! & £ w el fl
| a0 b0 c0O do ed SO

a b? 3 u el fl

T(I): d Pd a fl

ol vw sf

dC Sw C fl

We'll also define later the translation function 7 on sets of untyped td’s so that given

untyped Z and 0,2 Fo iff T(2)T(s) and 2,0iff T(2)k=,T(0). Thus, given an

untyped relation I such that IFZ but [Ho T we’ll show that T(/) = 7(C) but TU )ET (0).

We'll also define T~'the "inverse" of T that translates typed relations into untyped ones, so

that given a typed relation / such that I |= T(C) but [ FET(o), we'll show that TY) EZ but

1 Such arclationis called a counterexample relation for the implication 3: |= yo.
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TYI)Hoe. Both T and 7-1 preserve finiteness, which makes the reduction conservative.

That means that both the finite implication problem and the implication problem arc reduced

simultaneously.

Our first candidate for T(C) is (T(8) : 8€ 2}. Indeed, as the next lemma shows, that

works fine in one direction, from [EX and I Fo to T(I) ET(Z) and T(I) ¥T (0). Because

of Theorem 1, we don’t have to deal with arbitrary untyped td’s but only with A ‘B’-total

untyped td’s, i.e., untyped td’s <w,I> where VAL(w[A'B'NCVAL(I).

Lemma 2. Let I be an untyped relation and let 8 be an A 'B'-total untyped td. Then I |= § if

and only if T(/)  T(0).

Proof. Let 8 be <w,J>, w=Xa,b,c>.

If: Suppose that T(I) E T(8). Let a be a valuation on J such that a(J)C/. Define a valuation

B on T(J) as follows: B is the identity on {a0,60,c0,d0,e0,/0,f1}, B(d')=a(d) and

Pd) =a(d) for all d€EVAL(I), and B(t)=alr) for all t€J. Let t =<d,e,.f>€J. Then

T()=<d"e? f3,1,e0,f1> and

B(T())=<ald)ale),a(f) al1),e0,f 1>=T(al(?)).

Let d €VAL (J). Then N(d) =<d*,d%d?d0,d,f1> and

BN(d)=<a(d),ald)? a(d),d0,a(d),f1>=N(a(d)).

Also, B(s) = 5,50 we get B(T'(J))=T(a(/))C T(I). By assumption, B can be extended to T(w)

so that B(T(w)ET(I). But B(a")=ala)'#a0, so B(T(w))#s. That is, there is a tuple u €1

such that B(T(w))=T(u), because B(e0)=¢0. If c EVAL(JS) then

a(w)=<ala),ad),alc)>=p(B(a"),8(b2).B(c3»)=

= p(B(TWNABC)= p(T (uw) ABC) =u€l

Otherwise, wc define alc)=@(B(c?)) and get a(w) =u.

Only if: Suppose that /}=6. Let a bc a valuation on T(J) such that a(7(J)CT(I). If

la(T(J)|=1 wen «(TY)={u} for some u ET(I). It is easy to sce that a can be cxtended
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to T(w) so that a{T(w))=u€T(I), so we can assume that |a(7T(J))|>1. What we’ll now

show is that a maps T(J) to T({} in a very specific way.

Claim 1. a(T(J)— {sHDCTU)-{s}.

Assume to the contrary that there is a tuple u ET(J)-(s) such that a(u)=s. Then

a(f1)=f0. But £0 has a unique occurrence in T(Z), so it follows that a(T(J)—{s}={s}.

Thus, a(d0)=d0 and a(e0)=e0. But for every u€T(I)—{s} either u[D]#d0 or u[E]+#e0,

so necessarily a(s) =s and | (T(J)) |= 1 - contradiction.

Claim 2. afs)=s.

Assume to the contrary that there is a tuple 4 €/ such that a(s)= T(x). Then a(d0)=4. But u

has a unique occurrence in T(I), so it follows that for all d €VAL(J), a{N(d))= T(u). Let

v=<e,f,g>€J. Then aN()=alN(N=a(N(g)=Tw). Le, ale)=Tw)4]

af) =Tw)[B] and a(g)=TW)[C]. Also, a(e0)=e0=T(u)[E], and consequently,

a(T(W[ABCED=T(u)ABCE). By Lemma 1, T(I) EABCE—=U, so a(T(v))= T(u). It fol-

lows that |a(T'(J))|= 1 - contradiction.

If @(s)# g, then the only other possibility is that there is a value d €VAL(I) such that

a(s) = N(d). Then a(e0) = d. But 4 has a unique occurrence in T(I), so it follows that for all

u€J,a(T(w))=N(d). If e€EVAL(J), then there is a tuplc v€J such that either v[4']=e, or

v[B’J=e, or v[C']=e; so either T(W)[A]=el, or TW)[B]=¢€% or TW)[C]=¢e’. But

a(T(v)= N(d), so either ale)=N(d)fA], or ale?)= N(D[B], or ale’)= N(D[C]. aiso.

a(d0)=d0= N(d)[D], so either a(N{(e)[AD]= N(d)N AD], or a(N{(e)[BD]= N(d)[BD], or

a(N(eWCD]=N([CP].By Lemma 1, TU)E{AD—=>U,BD—->U,CD—>U}, so in cither

casc a(N(e))=N(d). It follows that |a(T(J))|=1- contradiction.

Claim 3. For every tuplc u €J there is a tuple v€7 such that a(T(u))= T(v).

Assume to the contrary that a(7(v))= N(d) for some d€VAL(/). Then, a(e0)=d. But d

has a unique occurrence in 7(I), so a(s)= N(d) - contradicting Claim 2.
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Claim 4. For each value d€VAL(J) there is a value e€ VAL(I) such that a(N(d))= N(e).

Assume to the contrary that a(N(d))= T(u) for some u#€/. Then a(d0)=u. But u has a

unique occurrence in T(I), so afs)= T(u) - contradicting Claim 2.

Claim 5. a can be extended to T(w) so that a(T(w))ET(I).

Define a valuation 8 on J by B(d)=¢(al(d’)). B is well-defined, because, by Claim 4,

a(d')=e' for some e€VAIL(I]). Let u=<d,e,f>€J.Then, by Claim 3, a(7(u))=T(v) for

some v €/. But now

Bu) =p(aldh),ale?).a(f*P) = p(a(T(u)[ ABC)=

=@(T(W)ABCD=vEL

That is, B(J)C I. It follows that 8 can be extended to w so that B(w)€[. Either ¢c € VAL (I)

and a(c3)=p(c)}, or wc can define alc?) to be B(c)’. Also, we can define at(w) to be B(w),

and get a(T(w)=TPWNET(I). + I

Things arc more complicated when, given a counterexample relation to the implication

T(C) =n T (0), we try to find a countcrexample relation to the implication 2 }=(s)0. The rea-

son for that is that the counterexample relation I, I'ET(Z) and I’ ¥T (0), is not necessarily a

translation T(I) of some untyped relation /. Thus, it is not sufficient to define Tin the

obvious way on the collection (T(J): J is an untyped relation}. On the other hand, it is not

clear how to define 771 on the collection (I’ : I’is a typed relation}.

The solution is to ensure that the typed countercxample relations have some structure to

them. For example, we require that they satisfy the fd’s that are satisfied by 7(/) as in Lemma

1. But that is not enough. T(I) also has the property that if 7(Ka,b,c>)€7T(I) then also

N(a),N(b),N(c)ET (I). Unfortunately, we can not express this property by a td, so we’ll have

to do with a weaker statcment, saying that if 7(Ka,b,c>)ET (I) and also N(a),N(b)ET(I),

then also N(c)ET(I). The rcason that this weaker statement suffices is that wc are dealing

with 4'B'-total dcpendcncics. The weaker statement can be expressed by a typed td

oo=<wy, Io, [i= 1{s,wi,wy,ws}:
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A B C D E F

ss a0 bo co dO 0 0
wis al b2 c3 dl el f1
wy! al a2 al do el f1
wy: bl b2 b3 do e2 fl

wo: cl 2 c3 do e3 2

Let 2p be the set {og AD—=U ,BD—>U,CD—>U,ABCE—U}. Wc are now in position to

define our inverse mapping 71.

Lemma 3. Let ¢ bc a U'-total untyped td, and let I” be a typed relation such that I'ET (0)

and I’ |= Zo Then we can construct an untyped relation 7-1") =I such that I Fo, and for

every A'B’-total untyped td 8 such that I’ | T(8) we have [ 86.

Proof.

Let o be <w,J>,w=Xa,b,c>, {a,b,c }CVALJ).I'E<T(w),T(JP, i.e. there is a valua-

tion‘ a such that a(7(J))CI' but a can not be extended to 7(w) so that a(T(w))€I". Assume,

without loss of generality, that a(s)=s (we can always rename values to assure that), in partic-

ular a(d0)=d0, and a(e0)=e0. Wc define an equivalence relation = on VAL(I') as follows:

d=e ifd = e or if there is a tuplc u€I' such that u[D]=d0 and {d,e}YCVAL(u[ABC)).

Clearly, = is reflexive and symmetric. To show that it is transitive, suppose that d=e, e=f,

d*e, and e*f. Le. there are tuples TRAN such that

u[D1=v[D]=d0,{d,e}CVAL(u[ABC]) and {e.f }CVALG[ABCY. Since 1 is typed, either

ul[Al=v[dl=e, u[Bl=v[B]l=e, or u[Cl=v[C]=e; that is, either u[dD]=v[AD]},

ulBD)=v[BD] or u[CD]=v[CD]. But I'{AD—>U.BD—=U,CD—> U}, so in cither casc

u =v and d=f. Note that, since I’ is typed, for all u,v €1', u[A]=v[A] iff u[d]=v[A],

ulBl=v[B] iff u[B]=v[B], and u[Cl=v[C] iff u[C]=v[C].

Let p:VAL(I")—> DOM’ bc a mapping such that p(d)= ple) iff d=e. Wc define [ by:
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[={pu[ABCY) : u€l' u[El=e0u[F}=a(f1)

and there are tuples uy,uy,uz€l ' such that

ullD]=u)[D]=u;3[D]=d0, ur[Fl=u[Fl=u;[F]=a(f1),

ufA]=uld], up[B]=u[B], and u3[C]=u[C}]}

(The intuition is that u looks like T'(Ke,f ,g>) and uy, u5, and us look like N(a), N(b), and

N(c), respectively.) Observe that if /' is finite then so is I.

Claim 1. IFo

We want to define a valuation 8 such that S(J)C/! but B(w)€I. If dEVAL(J), then

a(N(@)NEI' and a(N(@)[D=a(d0)=d0, It follows that a(dD)=a(d?)=a(d?). We define a

valuation B on J by: j2(d)= p(ald}))= plal(d?))=p(a(d?®)). Let v =<def >€J. Then it is easy

to verify that a(T'(v}), a{N(d)), a(N(e)), and a{N(f)) satisfy the conditions for u, uy, u,, and

u3 in the definition of I’. It follows that

B(v)=<plald@)).plale®)),p(a(f)>= pla TO) ABCNEL

Consequently, 8(J)C I.

Suppose now that B(w)=<B8(a),B(b).B(cWEI. le. there is a tuple u€/" such that

ulEl=e0, u[Fl=a(f1) and B(w)=p(u[ABC]). Now a€VAL(J), so a{N(a))EI'. Conse-

quently, B(a)=plalaMD =plaN@)[AD=pu][A]), so a(N(a)[A4]=u[4], and consequently

ala)=u[A4]. Similarly, a(b?)=u[B] and alc®)=u[C]; that is a(T(W)ABCEF])=u[4ABCEF].

Defining a(w)=u [D] wc get a(T(w))=u€I’- contradiction.

Claim 2. I'E=T(6) entails / [=8.

Let 8 be <u,K>, and let B be a valuation on K such that 8(K)C J. We want to define a valua-

tion y such. that y( 7( K))C I. Then y can bc cxtended to T(u) so that y(T(u))€!’, and from

this we’ll beable to cxtended B to u so that B(u)E!. Let v =<d,e,f EK, then B(v)E[. That

is, there arc tuples £,(1,65,(3€1 such that ([FF]l= 4[F]= 6[F]= [|= a(f1), ([I]= 0,
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L[D]=6,ID}=13[D])=d0,t[A]=t;[A], t[B]= 13 B], t[C]=1;[C] and B(v)=p(¢[ABC]). Furth-

ermore, we claim that 1, {, {, and {3 arc unique.

Suppose that x satisfies the same condition as ¢. In particular,

B)=p(t{[ABC])=p(x[ABCY)), that is, ([A]=x[A4], t[4]=x[B], and {[C]=x[C], and there-

forc ([ABCl=x[ABC]. But also t{{E]=x[E]=¢e0 and I'E ABCE—U, so x =t.

Suppose that x; satisfies the same conditions as ¢y. In particular, x;{4]=,/A]= t;[4] and

x1{D]=6[D]=d0. But I'EAD =U, so xy={;. Similarly, because I' |g {BD => U,CD—U},

{, and {3 are unique.

We define now a valuation y on T(v), N(d), N(e) and N(f) by: y(T(v))=1,

Y(Nd@)= ty, Y(N(e))= 5, and y(N(f))=1;. Obscrvc that y(d0O)=d0O, y(e0)=e0, and

Y(fD=a(f1). We have to show that in a similar manner we can define y on all tuples in K.

Thus, suppose for example that x = <d,g,h >€ K, then there exist tuplcs y,y1,y2,y3€1" satisfying

conditions analogous to the conditions above for 1,¢, (, and ¢. But then,

Bld)=pU[AD=p([4D so yildAl=yld]l=t[d]=04]. Also, »[D]=0,[P]=d0, so

n[AD]=y[AD] and, since I'EAD—U, y1=1. It follows that defining y(7(x))=y and

Y(N(d))=y, is consistent with the definition y(7'(v))=1 and y(N(d))=(;. Defining y(s)=s

wc get that y(T(K)CI' Letu=<d,e,f>. Since I'E<T(u),T(K)>, wc can cxtend y to T(u)

so that y(T'(u))=z€1".

Our aim is now to show that p(z[ABC]EI. Recall that {d,e}CVAL(K), so let

z21=y(N(d))EI' and z,=y(N(e))EI'. We want to have some z3 that looks like y(N(f)), but

if fEVAL(K) then we don’t know whether Y(N(f))EI’. Now we have to usc the fact that

I" 0g. Define a valuation § on Ig so that 8(s)=s, 8(w)=2z,8(wy)=2z, and 8(w3)=12,.8 is

well-defined because 8{al)=z[A]=2z[A4], §(b2)=z[B]=12zy[B], 6(d0)=d0, §(e0)=¢e0 a n d

§(f1)=a(f1). Since I'E og, we can cxtend 8 to wy so that z3 = §( wg)€ I’. (Clearly, if

fEVAL(K) then z3 is just y(N(f)). In particular, z;[C]=2z[C]=8(c3), so p(z[ABC)EI.
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To complete the proof of the claim we show how to get that B(u) is p(z[ABC]). Now

d€EVAL(K), so v=v(N(d))EI'. But

p([A)=p([BD=p([CD=p(a),

and v[4]=y(@)=z[4], so p(z[4])=B(d). Similarly, p(z[BD=B(e). If f EVAL(K) then

p(z[C]D=B(f). Otherwise, wc can define B(f)=p(z[C]). In either case, B(u)=p(z[ABC]). QO

Following Lemma 3, we are inclined to define 7(C) as {T(B): §€2}U Z,. But now we

see that Lemma 2 does not yet prove the correctness of the first direction of the reduction.

That is, given an untyped relation / such that / |Z and I ¥ 6, Lemma 2 ensurcs that

Tl) ¥T(c) and T(I) E{T(8):0€Z}. Also, Lemma 1 ensures that T(I) satisfies the fd’s in

Zo. But does T(I) satisfyoy? Let a be a valuation such that a(/p)C T(I) and | ally)|>0. If

als) = s, then, as in the proof of Lemma 2, we can show that for some <d,e,f >€I we have

that a(w))=T{Kd,e,f >), a(wy)= N(d), and a(w3)=N(e). So we can extend a to wy to get

a(wg) = N(f)E T(I). But, unlike in the proof of Lemma 2, -we can not show that necessarily

a(s)= s, so we can not prove that 7(/) Fog. However, given an additional constraint on 7,

specifically, /EA B '— C’, wc can prove that T(I) = a.

Lemma 4. Let I be an untyped relation. If IEA B '—C' then T(I) | oy.

Proof. Preliminary to showing that T(/)[ 6, let us show that 7T(I) E ABE-W. Let

uvET(l) and ulABE]=v[ABE]. If ufv then u[l]=v[E]=e0. If u=s then v =s and vice

versa, because a0#a! for all a EDOM’. It follows that u = T(p) and v = T(q) for some p,q€I.

But u[AB]=v[AB] entails p[A'B'}=q[A'B'], because! and ? arc one-to-one, and

plA'B' 1=q[A'B'] entails p = g because I |p A'B'—C". Necessarily, u =v.

Let us show that T(Z) |= oy. Suppose that a is a valuation on I; such that a{/)CT (I). If

a maps either wy, wy, or wy to s then a(f1)=f0 so a(/y)= {s), and a can be extended to wy

so that a( wg) = s. Consequently, we can assume that a(7o—{s})C T(I) — {s). Suppose that

a(s)=s. Then ale0)=¢0, so a{w)=T(1) for some  =<d,e.fO€I. Also a{d0)=d0, so
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a(wy)= N(d) and a(w3)= N(e). Wc can extend a to wg so that a{wg)=N( ETI).

Suppose that a(s)= T(t) for some {€I. Then a(d0)=1, so a(wy)=a(ws3)= T(z). Thus,

awi[4]) = a(w{AD=T(1)4], a(w1[BD=alws[BD=T()[B] and

a(wi[ED)=a(e0)=e0=T()[E]; that is, a(w ABE] =T()ABL). But T(I) EF ABE => U, so

a(w)=T(1). We have shown that a(/g)={T(¢)}, consequently, a can be extended to wg so

that a(wg)= T(r).

Finally, suppose that a(s)= N(a) for some a€VAL(I). Then a(e0)=a, so

a(wp)= N(a). Now a(w[DD=e(ws[D])=d0= N(a)[D], a(wjAD)=alw[A])=N(a)[4] and

a(wy[BD=a(w[B= N(a)[B]; that is a(w)[AD]=N(a)[AD] and a(w3)[BD]= N(a)[BD].

But 7(I) {AD —=>U,BD =U}, so a(ws)=a(ws)=N(a). Wc have shown that a(/g)={N(a)},

consequently, a can be extended to wg so that a(wg)= N(a). « I

There is another problem with our proposed T(Z). It is not a set of td’s! Fortunately,

we know how to replace fd’s by td’s. First, observe that an fd X' — Y is equivalent to the set of

fd’s {X—>A4:A €Y —X}. Thus, wc can assume that all fd’s in 2 arc of the form X—>A with

A¥%X. We now define @y—4 as a U-total td <u,{u,uz,u3}>, where

(1) u[X]=uy[X] and u1[B]+#u,[B] for B €X,

(2) us[A)=uy[A] and uy[A]Fus[B]Fus[A] for BEA, and

(3) u[A]=uy[A] and u[A]= us[A].

Example 3.

8 4p —p is <u, {uyua us}:

A B CC D I F

u: al bl ¢3 d3 e3 13

wy: al bl cl dl el fl

wy al B22 dl 2 2

uy _a3  b2 3 d3 e3 f3
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Lemma 5. Bv3]T Let 2 be a set of typed td’s and fd’s. Let =’ be the set obtained by replac-

ing each fd X—>A in Z by 8x4. Then 2 C, and for all typed td’s o, 2 o if and only if

2'EoandZo if and only if 2’ fo. oI

Thus, we define T(Z) as ({T(B): €EX}U I), with ' defined as in the lemma. We are

now in position to prove the main result.

Theorem 2. The implication and the finite implication problem for typed td’s are unsolvable.

Proof. Let 2 and o be as in Theorem 1. We claim that 3 | (0 iffT(Z)|= ()T (0). Since T

is an effective translation, the claim follows.

Suppose first that Z F(a, then by condition (3) of Theorem 1, ZU{A'B'=C'} Fo.

Thus, there is an untyped (finite) relation 7 such that IEZ, IEA 'B'—=C’' and I ¥ ¢. By

Lemmas 1 and 4, T(I) | 2g, and by Lemma 2, (1) E{T(8) : 0€Z} and T(/)¥T (sc). Itfol-

lows by Lemma 5 that T(I) |= T(E), so T(C) FT (0).

Suppose now that T(Z)F¥T(e). B y Lemma 5 we have that

{T(8):0€ZYUZoH (s)T(0). Thus, there is a typed (finite) relation I, such that

I'E{T(0):0€2}, I'E 24, and I'ET (0). Note that by condition (1) in Theorem 1 we can

assume that ois U'-total. Let / = T~!(I') as in Lemma 3. By that lemma we know that

[EFZand I Ha, so ZH(o.O

Let us make two observations. First, by Theorem 1, there is a fixed untyped ¢ such that

deciding whether 2 |=(/yT(g) is unsolvable. Secondly, it is easy to see that the set

{(2,0) : ZH 0} is recursively enumcrable. It follows that the finite implication problem for

typed td’s is not even partially solvable. Thus, there is no sound and complcte formal system

for finite implication of typed td’s. In contrast, see [BV4, SU] for sound and complete systems

for implication of typed td’s.

T The same result was also shown in [SU] for unrestricted implication.
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5. Some Consequences

Let ¥ be a class of dependencies and XC.W. The (finite) implication problem for 2 in

Vis to decide, given 6€W¥, whether 2 }=(s)o0 Note that the unsolvability results of Theorems 1

and 2 does not say anything about the solvability of the (finite) implication problem for specific

C’s. For example, it is known that the (finite) implication problem for © in the class of

(typed) td’s is solvable [BV1, SU]. Also, in [FMUY] it is shown there is a typed td o that

implies all typed td’s. Thus, the (finite) implication problem for {o} in the class of typed td’s

is trivially solvable. It is conceivable that for every fixed 2 its (finite) implication problem in

the class of (typed) td’s is solvable, yet there is no effective way to find, when given a specific

2, the decision procedure for that Z. In [BV1] a fixed set 2; of untyped td’s is presented,

whose implication problem in the class of untyped td’s is unsolvable. Using a result from

[GI.2] wc can get a much stronger result involving recursive inscparability. Recall ([Ro]) that

two sets X and Y are recursively inseparable if there is no recursive set containing X and dis-

joint from Y.

Theorem 3. There is a set 2, of untyped A ‘B ‘-total td’s such that the set

(a: ois aU’— total untyped td and 2, | a)

and the set

{o:0is al’ total untyped td and Z,U{A'B= C'} Fo}

arc recursively inseparable.

Proof. An equational implication for semigroups (abbr. ei) is a sentence of the form

Vy Iysi=0/\ oo INS =LS1= ler),

where k,n>0 and the s;’s and (sarc terms built from the y;’s by means of the semigroup mul-

tiplication symbol. In [GL2] it is shown that the sct

{@: pis an ei that holds in all scmigroups)

and the set
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{® : @ is an ei that fails in some finite semigroup)

are recursively inseparable. Using thd technique of [BV1] to reduce questions about ei’s in

groupoids to implication of untyped td's, we can prove the claim, where 2, expresses the

axioms for semigroups. O

Corollary 1. The implication and the finite implication problem for 2, in the class of untyped

td’s are unsolvable.

Proof. Observe first that the theorem entails that the set

{0:0 is an untyped td and Z, = a)

and the set

(a: ois an untyped td and ZH 0}

are also recursively inseparable. The claim then follows because by definition a set that is

recursively inseparable from some other set can not be recursive. el

We now note that the td’s in the statement of Theorem 3 satisfy the conditions of

Theorem 1, so by applying the reduction of the previous section we get inseparability results

for typed td’s.

Theorem 4. There is a set 23 of typed td’s such that the set

{a:0isatyped td and 250}

and the set

{o:0 is atyped td and 33H 0}

are recursively inseparable. OO

Corollary 2. "The implication and the finite implication problem for 23 in the class of typed

td’s are unsolvable. OI

An interesting question is whether wc can decide, given a set = of (typed) td’s, if its

(finite) implication problem in the class of (typed) td’s is solvable or not. In{Va2] it is shown

that for set 2 of untyped td's and equality generating dependencies this problem is unsolvable,

By techniques similar to thosc employed in proving [.cmma 5, it can be shown that the prob-
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lcm is unsolvable also for sets 2. of untyped td’s. However, the proof method does not extend

to the typed case.

Corollary 2 has an interesting consequence. Let ¥ be a class of dependencies and ZC.

A finite relation I such that for all c€¥, we have that / [=o if and only if Z|so is called a

finite Armstrong relation for Zin Y¥ [Fag2].

‘Theorem 5. 23 does not have a finite Armstrong relation in the class of typed td’s.

Proof. Suppose to the contrary that 7 is a finite Armstrong relation for 25 in the class of typed

td’s. Let o be a typed td. Now Z;|=ro iff / |= 0. But the sct{o : / |= a) is recursive, which

means that the finite implication problem for 23 in the class typed td’s is solvable - contradic-

tion. Cl

We mention that in [FMUY] a set of two typed td’s is defined, which does not have a

finite Armstrong relation in the class of typed td’s.

6. Projected Join Dependencies

In this section we are dealing exclusively with the typed casc. Let U be a universe, and

k

let R=(R,,..., Ry) be a sequence without repetition of subsets of U, with |JR; =R CU.
i=1

The project-join mapping mi maps U-relations to R -relations as follows:

mgp(l)={t:tis an R —valucs.t. ([R;JEI[R;] for i =1,..., k).

Let XCR . A projected join dependency (abbr. pjd) [YP] is a statement *[R]y. It is

satisfied by a relation[ if (np(I)[X]=1[X]. The interest in pjd’s comes from the question

whether we can compute /[X] when given the projections / [Ry], . . ., I[Rk].

Scveral special cases of pjd’s have been investigated in the literature. If X = R, then we

drop the subscript X and call *{R] a join dependency [ABU, Ri]. If R = U, then *[R] is called

total otherwise it is called embedded [MMS]. If we have above R=(R,R; thenthe join

dependency is also called a multivalued dependency (abbr. mvd) [Fagl]. A total mvd *[R (,R ,]
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is also denoted by RMR,R;—R,. According the definition of satisfaction for pjd’s,

[EX—>Y exactly when, 4.r all uv€El, if u[X]=v[X], then there is a w€I with

w[XY]=u[XY] and w[XY]=w}XY]. Clearly, if FX —Y, then also Il X—>Y.

Even though pjd’s and tds look on the surface completely different, we can in fact view

pjd’s as special td’s. A td <w,I> is called shallow [YP], if whenever u and v are two distinct

tuples in / and u [A ] =v [4], then

(1) if s and ¢ are two distinct tuples in / and s[A]=1t[A] then s[A]=([A]=u[A]=v[A],

and

(2) either wld]=u[A}=v][A]} or w[A]|EVAL(I).

Lemma 6. For every shallow td ¢ there exist a pjd 8, and for every pjd 8 there exists a shal-

low td o, such that for all relations I, I |= o if and only if 7 | 4.

Proof. The claim follows from the connection between relational expressions and tableaux as

described in [ASU]. 4

Thus, instead of talking about pjd’s we can talk about shallow td’s. Our aim in this sec-

tion is to show that the implication and the finite implication problem for td’s are reducible to

the corresponding problems for shallow td’s. The reduction is essentially due to Yannakakis

and Papadimitriou [YP]. However, they have dealt only with the implication problem, and

their proof-theoretic technique does not extend to finite implication. In contrast, our proof,

which is model-theoretic, shows that the reduction is conservative (i.e., preserve finiteness of

relations), and therefore proves simultaneously the correctness of the reduction for both impli-

cation and finite implication.

We note that for a fixed universe U there are only finitely many U-pjd’s, so thc (finite)

implication problem is solvable. Thus, unlike the case with arbitrary td’s, we have to deal here

with arbitrary universes. In fact, the basic idea of the reduction is that given 2, o over a

universe UU, wc translate them to shallow > o over a bigger universe U , whose size depends
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on the size of the td’s in *U{o}.

More specifically, let

m=max{k :<w,I>€2ZU{c} and |I| =k},

and letn =m (m —1)/2. Then we take

U={A4;: A€U and 0<i<n}.

‘The intended interpretation is that the Ag-.. A,,-values in the new universe encode the A -

values in the old universe. For domain we takc DOM (A;) ={A4;} X N (N is the sct of natural

numbers). However, when describing 4;-values we'll usually omit the first component of the

pair; i.e., we write w[A4;]= 1 instead of the more precise w[A;]=<A4;,1>. We assume without

loss of generality that DOM(U)CN.

A U-td 8 is translated to a shallow U-td 8 as follows. Let 8 be <w.,I>. We can assume

without loss of generality that I = {wy,...,w,}. Let us fix some e¢numecration of the set

{{i.j}:1<i,j<m and i Sj). By A;; we mean Ay, where k is the ordinal number of {i,j} in

that enumeration. 8 is <u,I>,I ={uy, .. ., u,}.I is constructed so that lA; j1=u;l4; ;] iff

w;[/]=w;[A], so that the cqualities between A -valucs in I arc spread over Ay, ..., 4, in 1,

which makes8 shallow.

More precisely, I is defined as follows.

(1) For A€U,1<k<m:uA¢l=k.

(2) For A€U,1Li,j,k<m,i#j: For k different from i and j, let wlA; ;J=k. If

wil A1Zu;[ Athen; [A; j)=1i and u;[4; ;]=/. Otherwise, w{A; j1=u;[A; j1=min{i,j}.

u is defined as follows.

(1) For A €U: If w[d]€VAL(I) then w[d]l=w]A]f or some 1<ik<m, s o

ulAo)= k = ui [Ag]. Otherwise, ufAg]l=m -I-I.
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(2) For AEI, 1<i<n: Let u[A;]=m+1.

We leave it to the reader to show that 8 is indeed shallow.

Example 4. Let U = ABC, and let 8 bc a td over U, 8 =<w,I>, I = {wy,w,,w3}:

A B C

Ww: a b 3

Wo al b cl

wy _al bl ¢2

Now U=dAg +. A3By-..B3Cq-.. Cs Let Ajy=Ay, Aj3=A,, and Ay3=A3.0

is <u, I>, I ={uy,uy us}:

Ay 4; 4, A; B, B; B, B, Co Cy C, Cs

w14442 4 4 4 4 4 4 4
ur { / I 1 1 I 1 I 1 1 1

Uy: 2 2 2 2 2 2 2 2 2 / 2 2

Ug: 3 3 3 2 3 3 1 3 3 3 3 3

The following lemma describes the relationship between U-relations and {J relations on

one hand and 4 and 6 on the other hand. We use Uo -to denote the set { Ag: A €U}.

Lemma 7. Let I be a U-relation, and let/ be a c-relation such that

(1) There is a one-to-one mapping y : DOM (U)—> DOM (Uy) such that y(I)=I[Uy).

2) IE A;—4; forall A€U and 0<i,j <n.

Then for all td’s 8 over U. [ [£8 if and only if T £8.

Proof. Wc first show that for every s €1 there is a unique { € 7 such that y(s)= {[ Up). Clearly,

there is at lcast one such ¢ because y(s)€I[ Ug]. Suppose that y(s)= ([Ug] = v[Ugl. Now for

all A €U ana 1<i <n, w chavet[dgl=v[d,] and I'l Ag—>4;, s o t[A;]=v[4;}. 1c follows

that 1 = v. Wc say that / comes from s. Observe that if /},¢/, come from s,s,, respectively, then



25

forall A €U and 0<i <n, we have sy[A] =s5[AJ iff ty] 4;] = to] 4;].

Let 0 =<w,J>,J={wy...,w,} and 0=<uJ> J={uy, co, Up}

If: Suppose that 1 = 8. Let B be a valuation on J such that B(J)C I. Let ty, ..., ty, €1 come

from B(wy),..., B(w,), respectively. Now if u;[A4; ;]=u;[4;;], then w;[4]=w;[4], and

Bw)[A]=p(w;)[4]. Consequently 4[4; ;]=1¢][4;;]. Thus, we can define a valuation a on J

so that a(u,)=1. Since we assumed that IE 4, a can be extended to u so that a(u)€ I. Let

au) come froms€l. We extend B tow so that S(w)=s. If w[A]|€VAL(I), then we define

B(w[A])=s[A4]. Otherwise, w[A]=wi[A] for some [| <k<m. But in that case,

ulAgl=ug[Agl, so a(u)[Ag]=t[4o) and Bw[AD=B(wi)[A]=5[A4]. So we have that B(w)=s

as desired.

Only if: Suppose that | 8. Let a be a valuation on J’ such that a(J)CI'. The tuples

aluy),.... alu,) come from some tuples sy, ...,s,€l, respectively. We claim that if

wi[A]=w;[A4], then si[A]=s5;[4]. Indeed, if w[A]=w;[A]then w[A; ;1=u;[4; ;], so neces

sarily au; )[ 4; j1= afu;) 4; ;], and consequently s;[4]=s;[4]. “Thus, we can define a valuation

f on J so that B(wy)=s; for I<k <m. Since wc assume that / |=, B can be extended to w

so that B(w)E/l. Let (€1 come from B(w). We extenda to u so that a(u)=1t. If

ulA;1€VAL(l'), then we define a(u[A4;])=1[4;]. Otherwise, u[Adgl=u [Ag] for some

1<k<m. But in that case w[A]=wi [4], so Bw)4]=s[A4] and

alu[AgD= alu) Ag]=1[Ao]. So wc have a(u)=1¢ as desired. Cl

By means of Lemma 7 wc can show that the (finite) implication problem for td’s is redu-

cible to the (finite) implication problem for fd’s and pjd’s. Let = be

{8:0€3YU{A;= A;: ACU and 0<i,j <n}.

Lemma 8. To if and only if SE & and = |= so if and only if py Eso.

Proof. As is Section 4, wc show that 2 (yo iff p) FH (10 by constructing countercxample rela-

t 10ns.
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Suppose that ZF r)o. Then there is a (finite) U-relation I such that / | 2 and I Fo.

We construct a e-relation / by duplicating I » + 1 times. That is,

[={s:sisa U — value and there is {€/ s.t. for all A€U and 0<i<n, s[4;]=<4;,1[AP}

Observe that of is finite then so is I. Also, it is easy to verify that for all A €U and

0<i,j<n,wc have TE A= 4, By Lemma 7, I 2 and I # &. It follows that SH ()o.

Suppose that 2 #(r)0. Then there is a (finite) U-relation such that I 2 and IH 5.

Let I be a U-relation that is isomorphic to /[Ugl. That is, there is a one-to-one mapping

y : DOM (U)—DOM(Uy) such that y(/) = I[ Ug]. Clearly, if I is finite then so is I. By

Lemma 7, I}=Z and I #0. It follows that 2H )o.0

It seems now that wc only need to apply Lemma 5 to get rid of the fd’s in >. Alas! A

brief inspection reveals that 44,4, is not shallow. Fortunately, in our case it suffices to

replace A;—>A4; by 4;,—>4;.

Lemma 9. Assume 3<n,0<i,j,k<n,i+#j,jk, and i #k. Then

{Ay==>Ag pg ELIS KIEOs

Proof. Let us describe a o-value w as (w[4;],w[A;]w[A4,].w[4; 4; A4¢]). Then 0.4,-4, is

<t{u,v,wh:

Ai A; Ax A; AjAg
IN a2 bl c¢3 x3

u: al bl cl X 1

v:! al b2 ¢2 x2

we a2 b2 ¢3 x3

Suppose that

TE{A4,—>4,:p,q€{i,j.k}}.

Leta be a valuation such that .afu),a(v).alw)€Tl.alu), av), and a(w) look like u, v and



27

w, except that we have additional equalities like a(a1)=a(a2). Since additional equalities do

not bother us we can assume that u ,v,w € I. We now use the fact that / satisfies the mvd’s

above to infer that / must contain certain tuples. E.g., from v and w we can infer by

A;==>A; that (al,62,¢3,x 2)EI. The following figure shows a chain of such inferences.

Ai A; Ax AA Ag
u: al bl cl x1

v: al b2 c2 x2

w.: a2 b2 c3 x3

s1 a2 b2 c2 x3 (From w and v by 4; => Ay)

Sy al b2 c2 x3 (From s; and v by A; => 4;)

s3 al bl c2 x3 (From s, and u by 4; => Ay)

s4 a2 bl c2 x3 (From s3 and sy by Ag —>A4;)

t a2 bl .c3 x3 (From $4 and w by 4; => A)

Thus, (€1 and [= 644 (Essentially, what we have done here is proving the implication by

the chase proof procedure of [ABU, BV3, MMS, SU]J.) «I

Corollary. Assuming 3 <n,

(04,54, : 00, <n} =| {=> 4; 0<ij <n}.

Proof. The lemma gives us one direction of the implication. The second direction follows

from Lemma 5 together with the fact that X >A EX—=>4.0

Since there is no loss of generality in assuming that 3< nn, wc get the desired reduction.

Theorem 6. The implication and finite implication problems for pjd’s arc unsolvable.

Proof. Let 2,0 over U be given. By Lemma 8, 2 [= (s)o iff

(0:0€2YU{4—4;: 0<i,j<n} ES.

By Lemma 5, the last implication holds iff
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{6:0€23U0,,4,:0<i,j<n} Ep).

By Lemma 9, this implication holds iff

{0:0€3U{A,—>4; : 0<Li,j<n} Eo.

Since (0: gEZIU{4,—>4,;:0<i,j<n}is a set of shallow td’s and pjd’s, and it can be con-

structed effectively, the claim follows. OI

Analogously to the observation in Section 4, unsolvability of the finite implication prob-

lcm for pjd’s entails that the problem is not even partially solvable, and consequently there is

no sound and complete formal system for finite implication of pjd’s. In this observation, the

only thing we assume about formal systems is that having a formal system for a problem

renders it partially solvable.

We now make our notion of a formal system more precise. Most generally, what we

mean by having a formal system for implication is that having an effective way of checking

proofs. There is however a subtle point here. Unlike the case with td’s where the universe is

clear from the syntax, this is not the casc with pjd’s. In fact, pjd’s are oblivious to the universe

k

in a much stronger way. Let8 be the pjd *[Ry, . . ., Rely. We define atr(8)={_JR;, and
i=1

for a set2 of pjd’s we define attr (2)= J atr(8). Now given a set2 of pjd’s and a pjd o,
gex

the only thing we know about the universe is that it contains attr(ZU{c}). It follows that we

can have different notions of implication, depending on thc universe. That is, 2 (finitely) U -

implies o, denoted 2( U)=o, if for all (finite) U-relations / wc have that / |= 2 entails

I Fo. Fortunately, all these “different” notions of implication turn out to be the same. We

leave the casy proof of the following lemma to the rcadcr.

Lemma 10. Let XU {oc} be a set of pjd’s. Then for all U such that attr(ZU {e})C U we have

that Z(U) =o iff Z(aur(ZU{e}))(He. O
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Thus, we can go on using the notation Z =o without specifying the universe. However,

when it comes to formal system the question pops up again. Do we want our formal system to

handle proofs within fixed universes or not? We call a formal system of the first kind

universe- bounded.

More precisely, a formal system for implication of pjd’s is a recursive set IT whose ele-

ments are pairs (2,{o}, ..., 04>), where Z is a set of pjd’s, and 0}, ..., 04 is a sequence

without repetition of pjd’s. The intended interpretation for IT is that (2,04, . . ., ox >)EII

when oy1,...,04 is a proof that Zf ox. Thus, we say that II is sound if

(2<0y,....0,>)EI entails that Zo, and we say that IT is complete if whenever 2 is a set

of pjd’s and o is a pjd such that Z |= o then therc is a pair (2<01, . . . , 04>)EII with 0 =o.

If the formal system II is universe-bounded then instead of pairs it consists of triples

(U,2X01,..., 04>), where U is a universe, is a set of U-pjd’s, and oy, ..., 0x is a

sequence without repetition of U-pjd’s. We say that IT is sound if (U,Z<0y,..., ox>)EIl

entails that 2 oy, and we say that IT is complete if whenever 2 is a set of U-pjd’s and o is a

U-pjd such that 2 =o then there is a triple (U,2 01, . . ., 0, 2)€EIl with oy = 0.

Theorem 7. There is no sound and complete universe-bounded formal system for pjd’s.

Proof. The argument is esscntially that of [BV3]. Suppose that IT is a sound and complete for-

mal system for implication of pjd’s. Let 2 be a set of pjd’s, and let ¢ be a pjd. Take

U = atr(ZU{a}). There arc only finitely many U-pjd’s, and therefore there arc only finitely

many triples (U,Z<0y,..., 04>), where oy, . . ., 0 is a sequence without repetition of U-

pjd’s with og, =o. Wc can enumcrate all these triples, and 2 f= o iff onc of them is in TT. It

follows that the implication problem for pjd’s is solvable - contradiction. O

The crucial point in the proof, and the only property of pjd’s used, is that there are only

finitcly many U-pjd’s for any fixed U. Thus, thcareument applies as well to any class of

dcpendcencics with that property.
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Let § =<w,I> bc a U-td. For any A€U, we define REP(8,4) is the set of repeating

| A -values in 8. That 1s,

| REP(A)={uf[A]:u€l and either u[A]=w[A] or u[A]=v[A] for some vEI,v Fu}.

We say that § is k-simple if for all A €U we have that | REP(8, A )|<k . Thus, the class of

| shallow td’s 1s exactly the class of I-simple td’s. The generalized join dependencies of [Sc] are

equivalent to 2-simple td’s.

Sciore [Sc] has argued heuristically that one can not prove implication of k-simple td’s

without using k + 1-simplc td’s, and conjectured that this is really the case. Since for every

fixed U and k there are only finitely many k-simple U-td’s, the argument in the proof of

Theorem 7 shows that Sciore is right and there can be no sound and complete universe-

: bounded formal system for k-simple td’s.

Two qualifications should be made. First, the proof of Theorem 7 relics on the unsolva-

| bility of the implication problem, and thercfore does not apply to classes of dependencies for

which the implication problem is solvable. Indeed, Sciore’s conjecture that no class of td’s that

contain the class of total join dependencies but is properly contained in the class of td’s has a

sound and complctc formal system is false. In [BVS5] a universe-bounded formal system for

total join dependencies is shown to be sound and complctc. Secondly, the proof of Theorem 7

applies only to universe-bounded formal systems. Furthermore, since the reduction in this sec-

tion shows us how to transform arbitrary td’s to pjd’s, it is not difficult to take a formal system

for td’s (see [BV4, SU]) and to transform it to a formal system for pjd’s. The resulting system

is of course not uUniverse-bounded.

Theorem 8. There is a sound and complcte formal system for pjd’s. O

Question. Is therc a sound and complete formal systcin for embedded join dependencies? For

embedded multivalucd dependencies?
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7. Concluding Remarks

The solvability of the (finite) implication problem for embedded multivalued dependen-

cies is one of the outstanding open question in dependency theory. One of the motivation to

studying larger and larger classes of dependencies was the hope the the regularity of the more

general classes, which in some senscs are more natural then the narrower classes, would enable

us to discover the elusive algorithm for deciding implication.

Unfortunately, a series of negative results shattered, morc or less, that hope. First, in

[BV1,C1.M1] it was shown that the (finite) implication problem for untyped td’s is unsolvable.

Then in [BV2, C1.M2, Val] unsolvability was shown also for typed tuplc generating dependen-

cies. Finally, herc and in [Gl2] unsolvability was extended to projected join dependencies.

Projected join dependencies secm to be a very slight generalization of embedded join depen-

dencies, and wc believe that the unsolvability screw can be tightened that further. What about

embedded multivalued dependencies? That question still haunts and baffles us.
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