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ABSTRACT

Until a recent knowledge-based system is able to learn by itself, it must
acquire new knowledge and new heuristics from human experts. This is
traditionally done with the aid of a computer programmer acting as intermediary.
The direct transfer of knowledge from an expert to the system requires a
natural-language processor capable of handling a substantial subset of English.
The development of such a natural-language processor is a long-term goal of
automating knowledge acquisition; faci 1 i tating the interface between the expert
and the system is a first step toward this goal.

This paper describes BAOBAB, a program designed and implemented for MYCIN

(Short1 i ffe 1974), a medical consultation system for infectious disease diagnosis
and therapy selection. BAOBAB is concerned with the problem of parsing -
recognizing natural language sentences and encoding them into MYCIN's internal
representat ion. For this purpose, it uses a semantic grammar in which the
non-terminal symbols denote semantic categories (e.g., infections and symptons),

or conceptual categories which are common tools of knowledge representation in
artificial intelligence (e.g., attributes, objects, values and predicate functions).
This differs from a syntactic grammar in which non-terminal symbols are syntactic
elements such as nouns or verbs.
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ABSTRACT.

Until a knowledge-based system is able to learn by itself, it must
acquire new knowledge and new heuristics from human experts. This is
traditionally done with the aid 'of a computer programmer acting as

intermediary. The direct transfer of knowledge from an expert to the
system requires a natural-language processor capable of handling a
substantial subset of English. The development of such a

natural-language processor is a long-term goal of automating knowledge
acquisition; faciliting the interface between the expert rind the system
is a first step toward this goal.

This paper describes BAOBAB, a program designed and implemented for
MYCIN (Shortliffe 1974), a medical consultation system for infectious
disease diagnosis and therapy selection. EAOBAB is concerned with the
problem of parsing - recognizing natural language sentences and encoding
tnem into MYCIN's internal representation. For this purpose, it uses a
semantic grammar in which the non-terminal symbols denote semantic

categories (e.g., infections and symptoms), or conceptual categories
which are common tools of knowledge representation in artificial
intelligence (e.g. attributes, objects, values and predicate

functions). This differs from a syntactic grammar in which non-terminal
symbols are syntactic elements such as nouns or verbs.






I. OVERVIEW.
1.1. Introduction.
'whatever formalism is used for parsing: context-free grammar,
context-sensitive grammar, or augmented transition networks, most

syntax-based parsers focus mainly on criteria of acceptability on
syntactic grounds of the input strings. Although this undoubtedly is of
linguistic interest, a different approach has been used in the work
presented here. The reasons for this are several.

For convenient and philosophical reasons, we do not object to
accepting ungrammatical inputs. In addition to this, syntax-based
parsers usually accumulate much information which is useless for our
purpose. For example, "The patient has a fever" and "The patient is
febrile" lead to the same internal representation despite the fact that
“fever" is a noun and "febrile" an adjective. Syntactic analysis 1is
also time consuming and does not avoid semantic checks before building a
representation of the input string. Therefore, if it 1is possible to
determine the meaning of a statement without using syntactic analysis,
we prefer to doso.

A two-part grammar has been designed, choosing efficiency in the
inevitable uniformity/efficiency tradeoff. If certain key-words have
been encountered during tne preprocessing phase, the specific rules
associated are tried, otherwise the general grammar alone is applied.

The general grammnar is, to a certain extent only, domain
independent. Its rules recognize the format of a legal statement
without concern for the meaning of the individual elements. For
example, one legal format is "the <attribute> of the <object> <predicate
function> <value>". This same rule can apply to "The morphology of the
organism is coccus" in the domain of infectious diseases, as well as to
"The landscape of the country is mountainous" in the domain of physical
geography. The requirement for the general grammar to beapplicable is
that the systems for the two different domains must be organized in

similar fashion. One system must have "coccus" as a value of
"morphology", an attribute of the object "organism; the other must have
"mountainous" as a value of "landscape", an attribute of the object
country".

As it is difficult to recognize any input byas general structures
as those dealing with attributes, objects and values, more specific
rules have been incorporated, allowing the presence of specialized terms
such as symptoms, infections, which are typically of no use in another
domain. This part of the complete grammar will be referred to as the
specific grammar.



I .2. environment.

When one speaks of understanding by a program, one usually defines a
test that must bepassed in order to claim that the program has
understood. The aim of this program is to transform a piece of medical
knowledge expressed as a rule (set of premises/set of actions), or as
text, into an internal format. When the program achieves this goal (the
judge is the expert who must agree with the proposed interpretation), we
will say that it has wunderstood or properly interpreted the rule or the
submitted piece of text.

EACOEAB therefore will dealwith natural language in a specific
domain. We expect the interlocutor to be an expert in the medical field.
This means that his expressions are “naturally fairly precise”, i .e. , he
should not have to abandon a usual way of speaking to fit a special
jargon to which he would not be accustomed. Let us here point out the
difference between such a program and programs primarily concerned with
carrying on a dialogue with casual users. For example, Rendezvous (Codd
1974,Codd et al 1978) focussed on clarification dialog strategies
systematically used to make sure that the system correctly understood
the user's request, providing him with facilities to Dbreak down his or
her request into several steps if necessary.

A first demand of the expert sitting at a terminal 1is to get fast
answers from the system. We must also take into consideration the
situation in which a new rule will be entered. Most of the time, this
will occur when an expert detects a missing or erroneous rule while
running the consultation (Davis1976). Accordingly, after adding a rule,
the expert will want to test its expected effect as soon aspossible. A
conventional natural-language processor includes a syntactic treatment
followed by a semantics component converting the linguistic structure
into an internal representation. Here, some of the grammar rules
explicitly contain semantic information and thus do not require any
other semantic processing. On the other hand, general rules do need a
semantic treatment, for example in order to determine whether an
-object-attribute couple makes sense. However, non terminal categories
being more restrictive than nouns or verbs, the amount of work necessary
to check their mutual coherence is lessened.

Another legi timate demand of the expert, closely linked to the
necessity for speed, that he beallowed to express statements in a terse
form, such as using mathematical symbols when that seems to be a
convenient short-cut. For example, "WBC < 80 " is as acceptable as "
the white blood count is less than 80".

The expert must approve the system’s interpretatior > a rule in
order to avoid adding incorrect rules. For this purpose, BAOBAE uses a
generator called PROSE to translate the internal format back into
stylized natural language. The expert is then asked 1f the




interpretation was correct. If the parser has failed to find a correct
interpretation, it must guide the user toward the reason for failure.
For instance, by displaying words that were not recognized, and by
telling what expectations were not fulfilled (grammar rules which were
only partially successful), the system can help the expert to rephrase
the statement , or it can indicate that new objects or attributes have
to be taught before proceeding with incorporating new rules.

I.3 MYCIN background.

MYCIN's judgmental knowledge consists of a set of rules. A rule is
internally represented by a CONDITION part and an ACTION part. Each of
these is a set of clauses linked by the logical operator AND. For
example:

($AND (SAME CNTXT COMPHOMISED)
(GREATERP#* (VAL1 CNTXT PROTEIN) 40))
is the internal representation of:
The patient is a compromised host, and
the CSF protein is more than 40.

An internal clause can roughly beviewed as a quadruple:
<predi cat e function> <object> <attribute> <value>.

The last three elements constitute the usual triple which is a basic
representation formalism within the AI community, <attribute> usually
denoting a property of <object> and having <value> as a possible value.
From now on, <object>might as well bereferred to by <context> which is
the MYCIN version actually used. Similarly, <attribute> is often named
<clinical parameter> or simply <parameter>. 1In reality, there are
several variants of this generic form (e.g., <value> could be missing,
or replaced by a list of values, etc.); Dbut at this point, this
simplification allows easier comprehension.

a) The 'predicate functions are usually indicated by verbs (e.g.,
"is", T"known"). The verbs also may be accompanied by appropriate
modifiers, such as negations or, more generally, adverbs which add
information about the certainty factors associated with the current

information (e.g., definitely). Example: KNOWN is the predicate
function associated with the following statements: * The morphology of
the organism has been determined. * We know the genus of the organism.

* The duration of the neurologic signs is known.

b) There are 5 objects considered here, organized into a context
tree: PATIENT, INFECTION, CULTURE, ORGANISM, THERAPY. The PATIENT
presents a possible INFECTION for which a CULTURE is obtained.
ORGANISMs are likely tobeisolated from this culture and a THERAPY
will berecommanded to fight the organisms.



c) A clinical parameter is a characteristic of one of the contexts
of the context tree.
Example: The SITE of a culture.
The NAME of the therapy.
The GENUS of an organism.
Tne AGE of a patient.

d) A value is one of the possible values of a clinical parameter:
YES or NO for Dbinary parameters often termed yes/no parameters,
otherwise a member of the list of possible values. For example:
PTCONTRA is a parameter indicating whether "there is contraindication of
the current therapy for the patient" its value is simply TRUE or FALSE.
On the other hand, SITE is a multiple-valued parameter and has a large
list of possible values: BLOOD, NOSE, URINE, THROAT, . . . Although I
use the term MULTIPLE PARAMETER for any non-yes/no parameter, this last
category is further divided into SINGLE-VALUED PARAMETERS like SITE,
which can have a single correct wvalue (excluding all others), and
MULTI-VALUED PARAMETERS like SYMPTOMOF and ALLERGY which can have
several values at a time. (Each culture was taken from a single site,
however, the patient might simultaneously have symptoms of pyuria and
frequency, or beallergic to several drugs.)

e) In action clauses, the predicate functions which are dealt with
are CONCLUDE and CONCLUDE* (a variant of CONCLUDE with more than 1 value
specified). A positive statement is indicated by a positive certainty
factor, the negation bya negative one.

I.4 Sample of a rule acquisition.

In the example that follows, BAOBAB's questions and statements
appear in lower case letters, and it displays the internal format of
its interpretation in upper case letters. The user enters the rules in
upper case letters after the double star. A "carriage-return" is typed
to indicate that there are no more clauses in the current part of the
rule. A trace of successful grammar rules is shown so that the reader
can look ahead at the grammar described in III.4.3.

% i % 2ok %%

Would you like to enter a rule?

** YES

If: | - THE ORGANISM IS ROD FACUL
and 2 - IT IS GRAMNEG
and 3- IT DID NOT ACQUIRE THE INFECTION IN THE HOSPITAL
and 4 - THE INFECTION REQUIRING THERAPY IS NOT MENINGITIS
and 5 -

Then: 1 - FOR SURE 1.0 THE ORGANISM IS APSEUDOMNAS-AERUGINOSA
and 2 -



Grammar rule K025 was successful (not to be confused with KYCIN rules).
Grammar rule RO05 was successful

Grammar rule R0O31 was successful

I don't understand IT DID NOT ACQUIRE THE INFECTION IN THE HOSPITAL even
though all the words were recognized.

Do you want to rephrase it?

++%%*YES

THE PATIENT DID NOT GET THE INFECTION IN THE HOSPITAL

Grammar rule R126 was successful
Grammar rule R020 was successful
=PSEUDOMONAS-AERUGINOSA

Grammar rule R0O31 was successful
the internal format of the rule is:

% % 3 o % % % 3% % & ¥#

PREMISE: ($AND (SAME CNTXT atr FACUL)
(SAME CNTXT MORPH ROD)
(SAME CNTXT GRAM GRAMNEG)
(NOTSAME CNTXT NOSOCOMIAL)
(NOTSAME CNTXT TREATINF MENINGITIS))
ACTION: (CONCLUDE CNTXT IDENT PSEUDOMONAS-AERUGINOSA TALLY 1000)

This is my understanding of your rule:

If: 1) The aerobicity of the organism is facul, and

2) The morpnology of the organism is rod, and

3) The stain of the organism is gramneg, and

4) The infection was not acquired while the patient was

hospitalized, and

5) The infection which requires therapy is not meningitis

Then: It is definite (1.0)that the identity of the organism is
"pseudomonas-aeruginosa

do you agree with my interpretation?
** YES
good.

COMMENTS.

1) The parser could figure out that the first premise actually
contained 2 properties (aerobicity and morphology). Consequently, it
split this premise into 2 clauses, which explains the shift in the
numbers of premises. Also, these parameters were not mentioned
explicitly, but were deduced from tneir respective values.



2) In premise 2 (which became clause 3), the analyzer resolved the
pronoun reference byorganism (from the previous premise) and thus
actually analyzed THE ORGANISM IS GRAMNEG.

3) In premise 3 (which became clause 4), the pronoun reference
resolution led to parse: THE ORGANISM DID NOT ACQUIRE THE INFECTION IN
HOSPITAL and thus failed. The rephrasing was unambiguous and was
successful. The system always indicates which words, if any, were
unrecognized in order to guide the user in rephrasing the statement.

4) The objects ORGANISM, PATIENT, INFECTION are always represented
by the standard word "entxt" in clauses but were very important during
tne analysis process. A check for consistency between the object and
the parameter is always performed before generating any clause.

5) SAME, NOTSAME, CONCLUDE are predicate functions.

6) In premise 4 (which became clause 5), TREATINF is a clinical
parameter (attribute) and MENINGITIS is one of its legal values.
Likewise, IDENT is a clinical parameter and PSEUDOMONAS-AERUGINOSA 1is
one of its possible values. Notice that it was respelled using the
INTERLISP spelling corrector (Teitelman 1975).

1.5. Scope of the language accepted.

Interpreting English sentences consists of finding one or several
consistent function-object-attribute-value quadruples. There are
various ways to express any natural language statement (surface level)
with only one internal representation (deeper level). If we do not want
to frustrate the user by the casual computer response: "I do not
understand, please rephrase your statement", the program must achieve
this several-to-one correspondence.

The expert is not given any constraints concerning his phrasing of
. sentences. Be is simply advised to express himself in the most precise
way he can (avoiding poetics), and use appropriate medical words as
Often as possible. This should not be a severe constraint since it is
supposed to be his natural way of expression in his professional life.
For instance, "The site of the culture is nose" will be preferable to:
"a culture was taken from the nose" and obviously to: "A nasal specimen
was obtained and sent to the lab". The second statement is still
explicit enough, wunlike the last one. The program would need strong
general Knowledge outside the medical field to understand the last
statement. This has not been the concern of BAOBAB or MYCIN thus far.
The program has not yet been tested with respect to the "habitability
feature" (Watt 1968), that is to say the ease with which the user can
learn the conventions of the language accepted in order to avoid going
too often beyond the possibilities.



Another characteristic of MYCIN is to deal with non-precise
statements or with incomplete information. Consequently, the predicate
functions associated with a medical fact are not merely TRUE or FALSE
but KNOWN or UNKNOWN, etc. The current program can handle 16 different
predicate functions which are briefly described in III.3.

Objects and values are rarely ambiguous. The main difficulty is to
find the relevant clinical parameter, which plays the dominant role in
the sentence. Some parameters are described with one or two words, like
MOKPHOLOGY, FEBRILE, GROWTH CONFORMATION, and their recognition is
fairly straightforward. On the other hand, some are commonly described
by means of a complex sentence, like NOSOCOKIAL indicating whether "The
patient acquired the infection while in the hospital" or SPECSTAIN
indicating whether "organisms were found on the stain of the culture".

II. RELATION TO OTHER WORKS.

I want to distinguish here between works oriented toward “"general
natural language understanding" and those oriented toward specific
application-s, wusually concerned with building interfaces between a user
and a program which is an expert in a domain. A major distinction
between them is that the first category usually handles a more limited
vocabulary than the second, but attempts to analyze inputs more
completely, drawing non- trivial inferences based on psychological
models or behavior. They usually have ambitious goals, such as building
a theory of language understanding (Schank  1973)(Wilks ..... .
Interesting surveys of these works can be found in (Wilks 1974) and
(kinograd 1974). Fundamental works also include the development of
various tools such as efficient algorithms to parse sentences (ATN of
Woods 1970) (Earley1970), or how to embed semantics during the analysis
process (Procedural semantics, Winograd 1972). Such devices are now
used to a large extent by task-oriented systems which thus are an
essential contribution which can beused to verify the generality and
power of the theoretical tools mentioned above. Question-answering or
querying systems and computer-aided instructional systems are
functionally similar in the sense that they use roughly similar
techniques. The difference lies in the fact that more emphasis is
placed on retrieving the relevant information in one, and on carrying on
a dialogue in the other. The following is a brief description of some
recent systems with which the present work shares some basic features.

In Sophie (Brown 1975), a student is presented with a problem of
troubleshooting an ‘:lectical circuit. A semantic grammar (Brown 1976)
is used to analyze the English sentences that the student uses to
communicate with the system about the problem. An interesting
comparison between a Lisp version (semantic grammar encoded as Interlisp



procedures) and an ATN compiled version is drawn, showing that the
Lisp version is about twice as fast. On the other hand, three
advantages of the AIN formalism are pointed out: (a) conciseness, i.e
facility to write, change and communicate the grammar, (b) conceptual
effectiveness, which is mainly the coherence between the rule
representation (ENF, for instance) and its actual implementation, (c)
flexibility for postponing decisions about a path to take during the
analysis process.

However, the perspicuity of context-free grammars representation i.e
the possibility of telling whether a construction is permitted just by
looking at a rule is not maintained in the ATIN formalism if it is not
implemented on a computer providing graphics facility for displaying the
network. The AIN compiled version, witn a compiler similar to Kaplan's
GPS (Kaplan 1973) is described in detail in (Burton and Woods 1976) and
shown to beaboutl0 times faster than the interpreted version used in
LUNAR (woods e t al,1972).

PLANES (haltz 1975,waltz 8 Goodman 1977)is a system currently
aeveloped for answering user's requests from a large database dealing
with aircraft maintenance and flight information. The parser is based
on the notion of semantic grammar in which the concepts to recognize
are, for example, "plane type" or "aircraft component". An example of a
request handled bythe system is: "Please tell me if Phantom A5544 had

any engine maintenance during April 1974." The program matches the
request against pre-stored schemas and, if successful, displays its
understanding and asks whether the user agrees. If so, the program

retrieves an answer by filling the slots of the relevant answer
template.

G. Hendrix developed a number of convenient devices for rapidly
creating natural-language interfaces between systems and users (Hendrix
1977). This comprises facilities for dealing with incomplete inputs
(ellipsis), and for allowing wusers to extend the language accepted by
the system through paraphrasing facilities. A spelling corrector as well
is a grammar editor make the system more habitable. A first system
called T&LAND (informal natural language access to navy data) has been
built, using these techniques, described in (Sacerdoti 1977). Examples
of sentences nandled bythe current system are: "what is the speed of
the -Kennedy?" then "Its length?", the ellipsis routine leading it to
actually parse: "wnat is the length of the Kennedy??

The primary purpose of MYCIN is the Consultation system. This
program does not contain any natural-language capabilities, since the
questions are asked bythe system. Consequently, little emphasis has
been put on the "language-understanding" aspect. However, the necessity
to make the system credible to physicians led to design an explanation
system (Scott 1977) and thus to the development of a program capable of
answering a limited set of questions that physicians might ask
concerning:
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(a) The status of current knowledge about the patient,
(b) How the system reached its conclusions,
(c) General knowledge contained in Myein's judgmental rules.

This program uses a key-word approach combined with pattern-matching
methods similar to (Colby 1974) and a "scoring technique” to determine
which kind of question is asked or which parameter is relevant to the
question. Examples of questions handled by the program are:

Is blood a sterile site?
How do you treat meningococcal bacteremia ?
Is oganisrn-1 a streptococcus?

While we have not done so, it should be possible to write a similar
semantic grammar for the explanation system. Its adaptation would

include new concepts like <type-of question> (how, why, what...) and
<predicate function> would be replaced by <topic-of-question> such as
“conclude”, "treat", or ‘"rule out". For example : Why did you
conclude. . . ?", "How did you treat the infection?“, Why did you rule out

the possibility.. .?",

All these systems were designed for operating on specific domains.
As a consequence, they do not need to dig out subtleties which would not
be taken into consideration by the knowledge base, nor they have to
perform such delicate tasks as disambiguating between multiple-meanings
words, since, most of the time, the meaning relevant to the domain is
the only one considered in the dictionary. The first point can be
illustrated bythe following example. Suppose there is no distinction
made between "the patient has a fever" and "the patient has a bad
fever", a single parameter FEBRILE existing, it is then clear that "bad"
can just be ignored without affecting the resulting representation of
the input string. This introduction of “fuzziness” is indeed a
characterization of a “shallower level of understanding”, which is
sufficient for such systems, compared to the general understanders
outlined at the beginning of this section.

The second point can beillustrated by the following example. In a
general “idealistic” understander, a word like "patient" might be
considered as an adjective (showing patience) as well as " a person
under medical treatment” which is the only sense considered here. ILet
us note that the same problem was actually encountered by Winograd in
Shrdlu (Winograd1972), where other possible meanings of "block"
-psychological inhibition for example-  were not taken into
consideration.

A common feature of the systems which have been described is that
they do not use an explicit syntactic analyzer. Note however that some
general understanders do not have either (Charniak 1972, Wilks1973).
Instead, the parsing is achieved on semantic basis. The key-word
approach is an ex treine position which has the advantage to be
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unsensitive to the transformational paraphrasings of a same statement.

In active and passive mode, the same words need to be recognized,
regardless of their order 1in the string. Consequently, it allows a
larger freedom in the tray of expressing oneself. On the other hand, the
incapacity of capturing any structure of sentences causes that
meaningless statements are easily accepted - "the febrile is patient” -,
Further, when a conflict appears between two candidates competing for
tne most likely interpretation, it is difficult to decide whether the
conflict must be resolved (choice to make), or whether the two
candidates must be kept because several ideas were expressed in the
sentence.

In fact, analyzers based on a semantic grammar have adopted an
intermediate position (between syntactic and key-word based parsers)
with respect to the two points previously mentioned. The semantic
grammar rules carry an implicit structure of inout strings although
tnere is no explicit check on grammatical agreement.

I'ne main difference between EAQEAE and the other three seems to lie,
on one nand, in the choice of a context-free grammar versus an ATM
formalism, and on the other nand, in the fact that EAQOBAE' s general
grammar 1s only constituted of’ conceptual entities (no surface words),
but this distinction presumably depends on the amount of bottom-up
preprocessinz achieved before actually using the grammar, thus replacing
groups of words by their underlying concept. This nart of the grammar is
transportable to other domains that also use general categories such as
objects, attributes and values.

A significant difference between PLANES and the others is that
PLANES makes little use of the constructions of sentences -order of
words are only taken into consideration in special cases -. Rather,
“concept case frames are utilized to assign a meaning to the input
strings by 1looking at the registers that have been set during the
analysis.

I111.ThE ANALYZER.

Tnis cnapter tiescri ves tne analyzer. e first describe how the
dictionary 1is organized and now the preprocessing phase is achieved.
Then, the su bgrammar tor predicate functions, used in a bottom-up
manner, is shown. rinally, the main grammar used (top-down) to parse the
input strings is described in detail.



13

III.1 The dictionary.

In order to avoid repeating information common to several words
which are close in meaning, it is convenient that one of them be
considered as a terminal word. It will then bethe only one of the
group to be integrated into the semantic network describing the
relationships existing between the different concepts which are dealt
with. The notion of closeness of meaning is partly explained by the
TXTSYN pointer and completed in the description of the preprocessing
phase. 'The pointers described here are only the ones used by the parser.

ITIT.1.1 TXTSYN.

The pointer from a word to its terminal f'orm is called TXTSYK (a
terminal word points to itself). The words related byatxtsyn pointer
may be synonyms in the usual sense, but also abbreviations, root words
or infinitive forms tnat cannot be founo by Winograd's root extraction
algorithm as outlined in III.Z2.

kxample: TXTSYN(escherichea-coli) = e.coli
TXT3Yh(e-coli) = e.coli
which means that e.coli has been arbitrarily chosen as the terminal
word.
Example: TXTSYN(began) = begin (infinitive is terminal)

11I.1.2 INCONCEPT.

When a word suzgests the presence of one or several clinical
parameters, it rrints to it (them) by The INCONCEPT pointer.
Example: INCONCEPT(Morpholozy) = (Morph)
INCONCEPT(pregnant) = (Motherhood)
INCONCEPT(abnormal) = (Abnormal Cxrab Lensign)

The word AFNORMAL might suggest the 3 parameters AENORMAL (an
organism is not normally found at a certain site), CXRAE (The patient's
x-ray 1s abnormal), LENSIGN (The patient had recent abnormal neurologic
signs).

III.1.3 VALUESYN.

This gives the value (in the sense of value of a parameter) that the
word might imply in certain contexts.
mxample: VALUESYN(negative) = gramneg (in context of stain)
VALUESYN(white) = Caucasian (in context of race)

txamining tne context allows the system to decide whether such a value
is correct. For instance, in "whiteblood count", "Caucasian" will be
discarded as a meaning for “white'.
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ITI.1.4 EXPECI/EXPECTED.

These are the pointers between parameters and their possible values,
EXPECT defining the valid set of values for a parameter (NIL for a
yes/no parameter), ©EXPECTED giving the possible parameters implied by
the Value. '

gxample: EXPeCT(Morpn) = (Rod Coccus . ..)
EXPECTED(Rod) = EXPECTED(Coccus) = (Morph)
EXPECT(Site) = (Elood hNose Throat Urine . ..)
cXPECTED(Elood) = EXPECTED(Urine) = (Site Portal
Infsite)
(Urine mizht be the site of a culture, of an infection or the
portal of entryj
EXPECT(whensym)=date
EXPECT(Contaminant) = KIL
EXPECT(AGE) = liumber

111.1.5 COMPOUND and HYPART.

These pointers enable the recognition of groups of words as a whole,
for example *'streptococcus group a' which will be replaced by
“streptococcus—-group-a",

ITI.1.6 NOCONTENT.

This inaicates that a word has no medical meaning. However, the word
might be important to figure out the structure of the sentence. In this
category, "or", "of", "and", etc.

[11.1.7 TEMPLATE.

This gives the template of the internal clause according to the
predicate function.

cxanple: TEMPLATE(<known>) = (cntxt parm)
TEMPLATE(<same>) = (cntxt parm valu)
TEMPLATE(<greaterp#>) = ((vall cntxt parm) num)

III.1.5 PICKGROUP.

It gives the objectof a parameter and is wused in the procedures
which check tor semantic coherence inside the rules.

111.2 Preprocessing.
The preprocessing phase is very similar (from paragraph a to f) to

the one used by tne explanation system from where it was extracted
(Scott 1977).
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The following heuristics are used to accomplish this task.

a) Standard reduction to a canonical form: An implementation of
winograd's root extraction algorithm (Winograd 1972) replaces the plural
form of a noun byits singular and replaces a conjugated form of a verb
by its infinitive. For instance "acquires" and "acquired" are both
replaced by "acquire". Also, it can extract the root of certain
substantives ("combination" giving "combine").

D) Resolution of certain irregular forms which cannot be found bya
general method is then given by the TXTSYN pointer, for instance "began"
is replaced by"begin".

c) Croups of words which have special meaning when they appear
together are taken into account by creating a single hyphenated word,
like ‘'streptococcus-group-a“. In this particular case, “a" might
otherwise be considered as an article which would lead to a
misinterpretation.

d) Conventional words have been cnosen to represent several words
which might be synonyms in context (therapy, treatment) or abbreviations
(echerichea-coli, e-coli).

e) If a word has not been found in the dictionary are, an attembt is
made to respel it using the DWIM Interlisp routine (organisn -=>
organism). (Teitelman 1975).

f) Punctuation is currently ignored. This also includes detaching
punctuation marks from the end of words, since it is most common not to
type a space between the end of a word and the following punctuation.

g) Some no-content words are ignored (the, a, this, that, an,...)
because nuances between articles (e.g., definite versus indefinite) are
not handled by the system. On the other hand, words like '“of" or "from"
are used to recognize certain structures of sentences. Words that are
still unknown after using the spelling corrector are also kept to let
the user know where a failure occured during the analysis.

h) Some yes/no parameters can only be described byusing a complex
piece of' sentence. In order to facilitate the grammar's task, bottom-up
recognition of' some of these parameters is carried out before invoking
general rules. For example, <angrow> and <airgrowd> might be recognized
after the success of some of the following patterns:

<aerobically> --> in aerobic plate
<aerobically> --> in aerobic bottle
<anaerobically> «-> without oxygen
<airgrow> --> grow <aerobically>
<angrow> --> grow <anaerobically>
<airgrow> -=> able to <airgrow>
{angrow> --> able to <angrow>



These patterns permit the recognition of the following 6 sentences
defining the parameter <airgrow:
1. (Tne organism) was able to grow aerobically.
2. (The organism,) was aole to grow in the aerobic plate.
3. (The organism) was abletozrow in the aerobic bottle.
4. (Tne organism) could grow aerobically.
5. (Tne organism) could grow in the aerobic plate.
6. (The organism) could grow in the aerobic bottle.
as well as 4 similar sentences for <angrowd.

I11.3 Subgrammar for predicate functions.

Tne preaicate function of any clause is indicated by verbs (mainly
auxiliaries), negations and some appropriate modifiers. Their
recognition is accomplisned independently of the general grammar for the
following reasons:

a) Auxiliary verbs (is, has, etc.) are used by tne (-A program (part
of tne explanation system) in a manner incompatible with the analyzer
uescribed here. £ convenient way to circumvent this problem Without
modifying the dictionary was to combine verbs before invoking tne
previously wuescribed procedure f'or producing a canonical form of the
statement.

b) It seems to be worthwhile in the tradeoff between bottom-up and
top-down process; for instance (see the grammar rules described in
I1I11.4), <faculfun)> appears in many rules and it seems to be efficient to
recognize it once and for al before using the reneral grammar.

c) Predicate functions may be modified by operators, as described in
111.3.2, wnich appear in non-adjacent part of the sentence. This
phenosenon is difficult to handle with general grammar rules.

J111.3.1 The subgrammar.

The grammar is described in a ENF-like context-free formalism,
square brackets [ ] enclosing optional elements, a slash / separating
alternatives of the expansions of the rules, and angle brackets < >
enclosing non terminal elements. Tne top-level rule is: <Pred-function)
:= <Novaltun>/ <Faculfun> / <ikumlfun> / <Num2fun)>.

These 4 types of predicate functions are now going to be explained
in  terms of values expected. Another classification in terms of
certainty factors can be found in (Snortliffe 1676, pp 102 to 105).



111.3.1.1 <Faculfun> functions.

<Faculfun> stands for facultative values functions, which means that
the template expected by the function may contain values but this is not
compulsory. The two functions of this category are <same> and <notsame>.
Example: (NOTSAME CNTXT FEERILE) represents "The patient is not
febrile".
(SAKE CNTXT SITE HOSE) represents "The site of the
culture is nose",

<Faculfun> := <Same> / <Notsame>
<Same> 1z <Same> <Same>
<Notsame> := <Samed><{Notsame> / <Same><{Notsame><Samed>
<Same> := 1s / nas / was / had / been ...
{Notsame> := not / never / no .
<same> <{Notsame>
<saTa> ) <same> <same> <notsame>
I I “
has been has <notTame> <same>
not been
Figure 1. Figure 2.
111.3.1.2 <Novalfund f-unctions.
<Novalfun> stands for no-value functions, which means that the

template expected by the function must not contain values.
Example: (KNOWN CNTXT MORPH) =-~> "The morphology of the
patient is known."

<Novalfun> :=<pronoun> <novalfun>

<novalfun> := <known> / <notknown> / <definite> / <notdefinite>
<known> := <same> <known>

<known> := know / known/ knew/ determined

<notknown> := <notsame><known> / <same> <notknown>

<definite> := <known> with certainty / definite

<notdefinite)> := <notknown> with certainty / <notsame> <definite>
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<aoval f un>

<pronoun> <novalfun>
;t <notknown>
<notsamed | <known>
{same> <{notsame> ‘
iL nLt determined
Figure 3.

I11.3.1.3 <Numifun> functions.
<{Numifun> stands for functions expecting one numeric value.
Example: (LESSP* (VAL1 CNTXT CSFCELLCOUNT) 10 ) ——> "The white
blood.-count from the cerebro spinal fluid is less than 10."

<Num?1 fun> := <greaterp*>/<greateq*>/<lessp*>/<lesseq*>

{greaterp*> <same> greater than / >
<greateg#*> = <{greaterp*> or equal to / <greaterp#*> =
<lessp*> = <same> less than / <
{lesseqg*> = <lessp*> or equal to / <lessp*> =
<Num1fun>
{greateq*>
<greaterp*> or equal to
l\\\\\
<same> greater than
I
is
Figure 4.

11X 3.1.4 <Num2fun> function.

<hum2 fun> stands f’or functions expecting two numeric values.
Actually, there is only one function called <between*> in this category.

Example: (BETWEEN* (VAL1 CNTXT AGE) 0.25 0.50)) =--> "The age
of the patient is between 3 and 6 months.”

<N um2 fund := <Between*)>
<Between*> := <same>< between>
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IT11.3.2 Modification of the function by an operator.

An operator 1is a prefix of a statement which can zenerate itself a
clause. It can refine or modify the first predicate function found. For
example A

It is definite that the morphology of the organism is coccus

<def> (SAME CNTXT MORPH COCCUS>
Figure 5.

Thus, <def> applied to <same> gives <defis>, and finally, the clause
to build up is: (DEFIS CNTXT MORPH COCCUS>. Five new predicate
functions can thus be built:

<berfis> iz <def> <same>

<defnot> := <def> <notsame>

<notknown> 1z <notknown> <anyfunction>
<tnoughtnot> := there 1is evidence that <notsame>
<mightbe> iz there is no evidence that <notsame>
<couldbe> := there is no evidence that <same>

Notice that in <known> <statement with function>, <known>
will be simply ignored because it does not add any information
(redundant) .
Ex: "It is known that the patient is alcoholie" is absolutely
equivalent to "The patient is alcoholic."

I II .4 GENERAL GRAMMAR .
111.4.1 Grammar as procedures.

The grammar has been encoded as INTERLISP procedures, as opposed to,
say abNF-like f'orm. This allows a better efficiency (see footnote) due
to the possibility to compile it. Such a choice naturally leads to
blend (but not necessarily) several types of knowledge, semantic and
structural for instance. By looking at a rule like:

<KD11> := <object> <faculfun> <ynparm>,
one might think that “The culture is febrile" will be accepted.

Note: The average time for parsing inputs is 1.5 second on the Stanford
PDP-10 time~sharing system, mecdiumly loaded and with the dictionary on a
hash-file. -
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Actually, an implicit check f’or coherence between the object and the
parameter is performed inside the rule, thus allowing the system to
refuse such a statement. Coherence between parameter and value can also
be checked, tnus allowing the system to accept “The infection is
cystitis", but to reject "The morphology is cystitis”.

If’ one encodes a grammar as procedures, the "tightness" of the rule
can be specified dynamically that is, the ability to ignore some words
at specific points during parsing. The "loose" form of the above rule
can be described as:

<R01 1>' := <object> <faculfun> [skip] <ynparm>.
The role of tne SKIP procedure is to permit words like "high" or '"bad"
to pe skipped ("The patient has a high fever”) Dbecause such nuances are
not currently handled bythe system. The procedure for ignoring
words is explained in more detail in IV.?.

On the other hand, having the grammar as a data structure
interpreted by a program al lows:

tasier modifications since it is more convenient to add a piece o f
data than a piece of’ code.

There is no dist: rsion petween the ENF used to display the grammar
and its actual procedural implementation, although the LISP encoding, as
shown in the appendix is fairly straightforward.

I1I .4.2 Taxonomy of’ grammar rules.

In terms of the actions that are triggered when a rule is
successful, grammar rules can be divided into two subsets. Generation
rules are used to build up internal clauses. Conjunction rules are used
to rebuild a piece of the sentence to be analyzed after resolving
anaphori ¢ references. At the moment, this includes pronoun references
and elliptic resolutions such as when the verb has not been repeated.

In terms of generality/specificity, certain rules are general in
that they are not associated with a particular type of information; in
addition , they never include a surface word in their expansion part.
Other rules are specific in that they are associated with a particular
piece of information; also, they often include surface words in their
expansion part.

A table specifies what actions have to be