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[)YINTRODUCTION

| In this paper I want to examine George Lakoff’'s discussion of matural
| logic in some detall, and then ta examine his, closely connected,

thesls of Generative Semantics [GS], He writes:

"Generative semantics olalms that the underlying grammatical

structure of a sentence ls the loglca| form of that senmtenee, and
consequently that the vrulesrelatinglogicaiform to surface form are
exact/Y the rules of grammar,"(16, p. 183

It wlll be one of the princlpal tasks of th!s paper to argue that

thls claimIs false , at least If Its words have anything |Tke thel:
norma| meanings,

Two Immediate comments are appropriate about thls general thes]s:
(a) about Its consequences; and, (b) about its origirmal ity. The
consequences of the thes Is, I[f-It Is true, seem to ne not to have
been suUfflclent]y appreclated, For thls thesis of Lakoff’sls In a
sense a reductlto ad absurdum of modern lIngulstics;in that 1t would
be reduced to a mere handmaiden of logic or worse, whose only
residual role would be to provide the details of the tramsiation of
sentences Into logleal form wh [oh would then be the real, or
or Imary, structure of language, If Lakoff Is rlght in thls matter
then Chomsky’s whole enterprise of the last 13 Years, to construct a

forma| linguistics independent of lo@le, has been a radically
misguided one from the start, Some of wus oould contemplate that

possibpl|ity perhaps, but not the other consequence of GS that there
cannot be any other, non=Chomskyan, |ingulstics Independent of logle
elther,

As to the originality of Lakoff’s thesis,It seems to me Interesting
to point out that It is not as novel Or striking as ls sometimes

assumed:It consists In taking serlousiy an ldea floated by BarHIl||e]
in 1954[4], and to whieh Chomsky replied In one of hls carliest,
least Kmown, and best papers(7],%d

In order to make this polmt let me sketah briefly what seems to me

the flow of energies from logic to |lmnguistics In thls century, That
there gre differences between the analyses that 9Qrammarians and
logliclans provideofthe same sentence8 has been remarked on fOr

miljenla, And much of what , tn recent year8, has been called the
difference between deep and surface Structures Is no nore than a
relabel| ing of that difference, The distinction took asharper form
when Russell and Whitehead provided a notatton In which ¢t0 make
polnts such as that "John Joves" and "John exlsts" have the sane

| grammatical forms, {mn sone sense of those words, but different
logical forns: im that "loves" could be represented BY sone
predicate in the predicate calculus, while "exists" could not,

$$ Jam Indebted to Prof.Jullus Moraveslk for bringlmng thls paper to

my notice,
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It IS not necessary to agree wlth that particular Point of Russell
and Wh! tehead’s to accept that the high polmt of that whole WY of
thinking =ee=e=that |ogle was "deeper" than grammar--=-- wag Carnap'’s
Logical Syntax of Lanmguage, where he wrote [6]:

"By the jogical syntax of a language we mean the formal theory of the
| inguistle forms of that J|anguage ~~=-==the systematic Statement of
the formal rules Whlegh govern It, together wlth the development Of
the consequences whigh follow from these rules, , , The dlfference
between syntactical rules In the narrower %ense and the |oglcal rules
of oeductionis only the difference between FORMATION RULES and
TRANSFORMATION RULES, both of whieh are completely formulable In
syntactical terns, Thus we are Justified in designating as "logical
syntax" the system whiech comprises the rules of formatlon and
transformat Ion",

For Cartnap the formation rules of the loglcal syntax Of a LOGI CAL

I anguade Were to be the rules that produced all and only the
wel |=fopmed formulas of the system The best contemporary example
waS the Provision by Jaskowsk]| [14]) of a set of phrase structure
rules Producing the formulas of the propositional calculus, In the
case Of a NATURAL |anguage Carnap thought Of the formation rules as
an extenslon of lingulstie syntax (as THAT Was then thought to be):in
Carnap’s View |ingulistlic syntax would prohiblt the string "Caesar|s
and" whereas LOGICAL syntax Would prohibit "Caesar is triangular",
while producing "Caesar Is brave",

It was$ Bar-Hillel who, In the paper | mentioned, reminded |inguists
of this largely forgotten work of Carnap. Bar Hillel argued that
sorgone, a linguist presumably, Should extend Carnap’s work In

detal|» and moreover that he should go further and us8 the Carnaplan
notion of transformation to bring muech of conventional loglec withln
linguistics, Bar=HiI |e] Wrote: "There cxists a concept of Syntax,dug tO Carnap, that (8S purej|y formaj(strvctural)anag adequate in a
sense that the concept prevalent among American Structural |ingulists
is not, This conception entails a certain fusion between grammar and
logle +» with grammr treating approximately the formatioma] part of
syntax and logle¢ Its transformatlonal Part, The rejation of
COMMUTABILITY nay be a sufficient basis for formational analyslis, but
ot her relations, such as that of formml CONSEQUENCE : must be added
for transformatlonal analysis",[4]

The malin point Bar Hi |lel was making that concerns US her8 Is his
cfaim™ that the notion of logical consequence has a Proper Place
Within TIlngulstlecs, It was Chomsky who replied to thispaperof
BarHlilliel’s, pointing out that the nNotlons of {inference and
consequence have nothing at al | to d o WIth that of syntax or
wal |=formedness, except In Carnap’s own rather trivial sense of
syntaxas covering any forml operations whatever, Several]
important and closejy related historig¢al Points should be noted heret
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1) Wien he replied to Bar=Hlll®| Chomsky had not produced Rh!8 now
well known theory of grammr, However, when he dld 80, maklng use of
two well worn philosophical metaphors <(Carnap’s of formation vs.
transformation; and Wittgensteln’s of surface vs, deep grammar) Bar
Hille] took Chomsky to have been following UB hls own suggestion,
For Indeed Chomsky had made use of the WORD "transformation" Just a8
Bar-Hille] wanted, What Chomaky had NOT done was to make use of the
Wword’s content, for Chomsky’s transformations(just |lke those o f
Hatrls before him) had only the form of Carnapian ones!that |stosay
the Passage from one string to another, the Passage W&88% not to be
interpreted as ohne from truth to truth for the reasons ChonskY set
out In hls original reply to Bar=~Hl| lel,

2)Thls is not Inconsistent with the facet that certain vestiges of

carnapian transformational CONTENT did remain In chomsky'’s
transformationse~«the relation between GChomsky'’s paradigmcases "John
[ oves Mary" end "MaryIS loved BY John" WAS that of valid Inference

(Carnaplan transformation), ChomskY @&180 hankered after the
establishment of some relation betyeen his kernels and |ogleal form
(9, p, 1621, However, these as | sald were vestiges, and need not
have been there, ( Though It must be admtted that at various
subsequent times, ChomskY has claimed (hat transformatlons ARE
mean!nG~preserving, and thus are rules of valld Inference,) With the
construction of his own system, ChomskY was genuinely extending the

work Of Carnap, though not In the way BarH|||@el| called for, As
will be seen from Carnap’s exanple that] quoted, tt he relJectlonmnas
improper of “Caesar {Ss triangular", this Was Just the sort of task
that Chomsky’s transformat!ons were to carry out

3)Sos ! shall argue that Lakoff’sGSis, In a sense, a return to Bar
Hillel's 1954 suggestion, rejected at the time by Chomsky, and In no
way to be found In Carnap himself, For Carnap, generational
differences In the formation rules of a |0glical syntax Were

categorfal (that is to say, phrase structure )matters , and had no
obvious relatlonship to questions of logical form as Lakoff thinks
they d0, For example, {nm the trlangular/bravegase, the difference
Would be expressed py Carnap With the ald of categoriegsw===for both
these sentences would be related to aloglcal form P(c), or 3x, (xmc,
P(e)), The difference between them would Iie simply in the fagt that
If ¢ was Caesar then P gould be Bravery but not Triangularlty,

My points so far have not been Intended $0 defend Chomsky In any
Particular way, but only to Point out that With Rl® thesis of

GS,Lakoffis claiming what CarnmrapP never considered, what Bar Hillel

adurbrated and ChonmskY rejected, nearly twenty years ago, Mbreover,
that controversy of 1954 in no Way sald the last word on the
difficult questions involved, partleularly because the starting point
of BarHille|’s argument Was the now largely Irrelevant questlon of

distributional analysis, In addition, it will take SOme ar fument onmy part In the body of thls paper to establish my assumption that

Lakoff’s GS not onlY considers loglcal forms to be | Ingulsticallybasic, but also considers the derivations from them that establish
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surface structures |na natural language to have Inferential content,
And so that when Lakoff wrote of grammatical rules as "relating
log lca form to surface form’ he dld not nme an simply rules of
translation, | shal] have no difficulty In establishing thls from the
examples Lakoff uses, hence GS Is a thesls that does brimg the notion
of consequence Into |ingulstics, and in an even stronger form than
Bar HIT lel looked for, For, in the paperI referred to, Bar Hille]

| thought that consequence would probably not be necessary for what he
| cal led "formational analysl!is",

5 ] shal I argue, then, that the notions of Inference with whichlLakoff

is concerned are of no pattlicular |inguistlic Interest, Mreover, in
that Many of the inferences With which he concerns himself are what
would normally be called Induotlve Inferences, they ar® of no
particular |oglcal interest either,

By that |] intendtorefer to the whole areaof inferences that humans

make on the basls of what they see, hear, know, and renenber, but
which are not VALID (inferences, In that they may well turn out £0 be

| wrong, For exanple, |f we hear someone Say "Please sit down", W may

| Infer, as a matter of Soclal habit, such thlngs as that there Is a
| chalrIn the presence of the speakerjthat whatever [8 Spoken to Is

humar; that In obeying the request,If he does so, the hearer wii
move downwards (though he may already be |¥Ing down), Any or all of
these Inferences nmmy be true, and MAY noreover be usually true, but
may alSo be false On any particular occaslon, , These Inferences are
al| Inductive, habitual, emplrical, but have no interesting logleal
cont ent, however, because they are not valld Inferences,

1f,» and 1] shall show this below, the inferences Lakoff deals In are
of this sort, then hls system cannot be any sort Of 10gi¢, other than
a probabl|listic logic, which is not !n question here, However, It
seems to ne that In brlnalng linguistic attention back to the subject

of - general Inference(which [ t ake to Include Inductive
Inference)Lakoff my be doling a service, For the enterprise that IS
concerned wlth such inferences Is neither |0glecy nor linguistliesa s
tragitlonally understood, but artificial Inteliigence(A]l],Al ls much.
concernad with the constructton of a humane|ikeé reasoning and
understanding system, and that Is no small or unworthy task,

MY View Is that such inductive rules can only be a useful part Of a
mechanlsm which is able to FOLLOW UP these, possibly mistaken,
inferences to see whether or not they are Justifled by the
information reaching the system later, and hence |S able to abandon
erroneous inference where possible, No suoh Procedure Is possible
within the conventional! paradigms Of logle Or linguistics); certainly
not Wlthin Inductive |oglc in the probabilistic form in whlch those
words are normal ly taken, Only Within some such context as
artificial Intelligence, then, does |t make much sense to discuss the
sort of dubious inference| am referring to, suoh as whether or not a
chalr was present in the "Please slt down" ecxanple [| gave ear|ler,
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Now, there should be nothing astonishine in claiming that, If
Lakoff’s work has a proper place it is within Al, for npst modern
lInguistics has been fundamentally concerned with the construction of
a Possible mechanism even if in a |888 oiear way than Lakoeff’s work
is, @&ng even though the linguistsIn question might utterly reJee¢t ny
description of What they have been up to al | this (ine,

Chorsky’s se|f=imposed task, It will be renenbered, was t he

description of a poss!bl® nechanism that WOU|ld generate all and Only
the language Strings satisfying some criterion Of correctness, That
reralns the fundanental deserlption of what Chonsky was alming at,
even though It is now cal led "weak generative capeclty",and the
criterion of correctness Itself Has wobbled a bl% over the year$, and

even though Chomsky has given Other desiderata that the meghanism
also hag to satisfy; such a8 being a scientific deserliption of data.
reducing them to order;describing a possible mechanism by whieh
humans IN FACT produce |anguagej;formalising the structure (hat humans
THINK their langyage hag)» and sO on,

There Seems to be a continuing confusion in current linguistics on
this point, in that, }n their eagernesss to diselalm any Intentionto
model the mind or bpajin op other Processes of an actual 89peakepr, Some

[ inguists have gone t00 far and disavowed the original gospel Of
sentence production as well, The task of the Ilngulst {is then
thought to be to assign descriptions to individual sentences, but by
met hods which must remnin Wholly mysterious |f he has already

rejected all specific analytic or productive CI 93 algorithms, As|
shall show, Lakoff himself Is In danger of fal I Ing fnto this
particular procedural | Imbo, Chomsky’s original description [810f
his own enterprise was Undoubtedly productive, and even When he cane
later to clarify the notion of "generation" he continued to draw the
anaI W with Post derivations in logle [9) Py, 93 whlch are
paradigrs of directed mechanical sentence production,

PerhapsI have set rather a wide and extensive scene fOr the detailed

discussion that follows, but then Lakoff hinself does oonsfdsr his
own contributions to be fundanental, and not nerely peripheral, to
linguistics, | must POW establish three polnts by detai|ed
reference to Lakoff’s text, in order to Justify the rather large
general! claims of this introduction, They are (1)that the thesis of
GS Uses conseQuenge to establish linguistic Well formedness}(2)The
notion of consequence used is frequently Inductive
consequence; (3)That the thesis of GS 4 wnlsss it Is merelya

notational Vvarlant of existing linguistic theory, is false whether Or
not it rests on a notiom of consequence,

In the t WO sections t hat follow I first examine the notion of a

natural logic and then proceed to the central thesis of GS,
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11) THE NOTION OF A NATURAL LOGIC

It is Proper to ask first what Lakoff means by a natural leglec, He
writes (16, p, 54): .

"(fv) We want a loegle In whieh all the concepts expressibleIn

naturall anguage can be @xpressed unamblguous|y, that ts,In whloh
all non-synonynous sentences ------ have dlfferent Joglca| forns.

(v) We want a logic which is capabl|® of accounting for all correct

Inferences made!'n natural language and which rules out Ineorrect
ones, We wlll call any loglec meeting the goals (above) a "natural
logI e"",

Again ({bld, , p, 58):

"IP natural legle » , + loglcal equivalences could not JUST be

arbitrarli|y set oaownj rather they would be Just those necessary to
characterize the notlon "va Il | d | nference"™ for natura| I anguage

| arguments”,
And again (lbid, , p. 126)¢

"Natural logle, taken together With linguistics, is the empirical
stuagyY of the nature of human language and human reasoning",

This all sounds a Very nice !dea, and generally a good thing, but
what does It really come to? These auotatjons, for example, taken
together, express a curlous amblvalence towards formal logice that
runs right through Lakoff'’s paper, [akoff weltes Of a natural logle
In terms Of the genera! study Of human reasoning, but thr fact I»
that most real human reasoning Is of a sort that Is of interest to no
ene but psychologists,and sometimes psychiatrists, Real people
argue much of the time along the I|imnes of "That man hasasauint,
therefore he probably wants to mug met, And, of course, sometimes
they are rlght in such inferences, The notion Of Inference, a8 8ugh,
has no real logical content: inferences are Just the Inferences t hat
people actual |Y make, Ph!losophers from More (20) to Lakoff Clbld, ,
p, 9Jhave criticised the baslc connective Mat, of material
Imp | lcatlon, In the Propositional Calculus, on the grounds that It In
no way expressed the natural usage Of "if, , , , then" in ordinary
languaQe, because It allows any statement tO [Imply any other, a3 long
as theflpst is not true whl |l®8 the ssoond Is faise, In the
Propositional Calculus one Oould properly say that "The Apojlospace

craft ls nearing the moon" Inp | les "] havea headache coming on” 1 fIndeed | do, and that has always seemed to nc quite a falr plctureOf
how People ac¢tually reason in real |ife, But nore serfousiy, Lakoff
a! so refers, In the passages ] quoted, to "val 1d" and "correct"
Inference when settling out what a natural logle Is to he,

"va| Id” Is a reasonabl y we | l=Understood term and covers such
inferences as “all f’sae@ and all 9'S are |) therefore al1 f's
are |", aswell as those |lke “John is a Younger son, therefore Jbhn



T

has & brother",

we can easlly construct a sense of "copreoct" inference, too,

different from that of "valld Inference" but still of Interest to

log lec For example, and to use an old |oglca| favorite, we can Infer
from '"ThiIs Is a creature with a heart" that "This Is a2 orsature With
ea |lvern, We can do this because the mlssing premise |s universally
true, since | | creatures WIth hearts do as a matter of faot have
livers, though It does not depend on the meanings of word8 a8 does
the "younger son" case, But Such Inferences wll be correct In some
clear sense In that they WIl) (whlle® the world 8tay$ roughly the sane
as now)alwayslead from true prem|8e8 to true oonclusfons, and $0 a
"natural |0@1e" should probably be oonoerned WIth them But, and
this Is ny polnt, what doeslakoff think |ogiclians, traditional and
modern, have been up to, |f not the discussion and Investigation of
sych vajld, and sonetines, correct Inference83

To be precise, does Lakoff present any Vva|ld or correct Inferences In
his paper, as Part--of a proposed natural |09l¢, that have not been
extenslive|y discussed by loglclans In the normal course of thelr Jbb?
| Would think not, and thls leaves me PUZZ!l@d as t0 what Lakoff
Intends the distinctive contribution of his natural logle to be,

There are, in his paper, a considerable nunber of relationships

estab|!shed of the sort that have constituted one of Lakoff'’s

contributions to (lngulstics; suchas that we can go from "Last night
Sam smoked pot" (ibid , Pp 43 to "Sam smoked pot lastnight", but
not necessarily froh "LAst night ] reall2ed Sam smoked pot" to "I
reallZed Sam smoked pot last night" All of whieh Is Perfectly true,
but the flrst exanple la not, ] should have thought, what abellever
In a natural logle would want to call a valid Inferengelln that

Inferring a trlvlal synonym from another 8 the sort of thimg that
loglelans do, and Lakoff complains of, rat her than a real |1te
natural Inference, For who would actuallysay "Sam snmpked pot last
might, therefore last nlght Sam smoked pot"?

Now there are indeed (nferences to be found InlLakoff’s paper, t hat

ar real world inferences, but would not be found in a lo@le book.
However, they also haye the drawback mentioned carl ler, that they are
not valld, or even copreet, In the sense def ined above,

Lakoff writes [lbid, , pe 4231

"(34)a, Nl xon refused to try to shut Agnew UPss + + + + (348)
ental|s(3%a), , , , , (35)a, Nxon didn’t try to shut Agnew up",

I f Lakoff Is using "entall|" in Its normal sense to cover valld
inferences, those Where the consequent must be true |f the anteordent
fs)» then what he claimsIS Just not 80, TO refuse to do something
is to dec| ine, to perform a verbal a6t, and 18 so described In both
American and British dictionaries, It Is perfectly possible tt o

refuse to do x and then to do |%r even though a8 a matter of faot It
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maY be usual not to do x once You’ve refused to,

Again [ibld, , pp, 8-10) Lakoff argues at length that the sentence
" ne more beer, and I1’!| leave" Is depived from a sentenoe c¢ontalnlng
"gf" such as "IfI drink One more beer then ‘11 leave", and the

force of the example Is that there I8 a relation of egonsedQuence
between the two sentences In the derivation (of one from the other),
In whlgh case he !s saylng that "!f I have one more beer than [°’1!I
leave" ental |s "One nore beer and [’1|} eave”, But t hat again Is
not SO, for 1 might neither have another beer nor leave, in which
case "If| have another beer then [’11 leaven Is still (rue, but
"11 I have one more beer and I'll leave" (a natural neaning of the
consequent) is false, and so there can be no entail nent, singe t he
antecedent with "{f» |s true, and the consequent is false,

Now,I nay have i nterpreted the whole notion of GS wrongly (368 below
part J11) in that the derivation relation here Is not Intended to be
consequential, ~ But IF ITI!S then here agalnisa very shaky form
of {nference at the heart of the system and one Which: a8 1 arcued
in the flrst section, wWi|! Just not flt Into the standard loglcal Or
|ingUistlc derlivatlional paradigns, but ORN|Y into one that has the
caPaclty to find out that It has Inferred wrongly and %O0 try agaln,

Wh! |e pointing out that modern logic Is still conegerned with va|ld
Inferences, it must also be admitted that much Of Lakoff’s crliticlsm
of its preoccupations Is true, His demonstrations of the ways In
which logleal caleul! fail to capture the awkward proliferations Of
| gngua%e are famllfar to readers of More, Wittgenstein and Austin,
but nevertheless valuable a8 rem nders, In that t he arrogance of

loglclians about language blossoms again in every gereration asif it
had never been trimmed, Agaln, much of the preoccupation of
logicians with the axlomatlisatloen of loglels hard to understand for

those concerned With the problems of language, and Indeed Knea|e [45]
has pointed out that there is sonething rather odd about wanting to
axlomatise|oglic itself (which Is where much lo9lcal energy has gone
in thls last flfty years): axlomatisations always used to be of sone
area of subject mattep, such as geonetry, Using the technlques of
logic,

But here a g a i rthings are not as bad as they might seem and even
the most foundational logicians are aware that thelr forml Syst ens
must respect the valld Inferences of sone areaOf disooursse, The
trouble is, from the point of View of those interested In lancuace.

g t hat the area of discourse that many or al!l foundatlonal |o@liclans
are interested in Is mmthematics, not natural Janguage,

But Some of these foundatlonal concerns should be of Ultimate concern

to Lakoff in the construe tI on of anatural logle, supposing he were
able t0 do what appears %t0 be his ah; toPUt together an enormous
nurbero f postulates or rules of Inference for natural |anguage
argument, [t would surely be important to know {ff they Were
consistent: for the fact that speakers felt sure about each of them
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Individually would not guarantee that consistency at all, At ohe
point, though, Cibld., Py 943 Lakoff does refer In passing to one of
his postulates as a theorem, and theorems are derived from axioms, SQ
perhaps he does have In mind some Ultimate axfomatisatlion and test of
consistency, However, there are other more Immediate barriers In
the way of such an assemblage of ostul ates, When | wro eaboveof
Lakoff’s ambivalence towards logics I hadinmlind his swé toh from,
often Justified, criticisms of formal loglo to an extraordinary
dedree of acceptance, one form of It IM thls paper 1% an assumption
that One® oan assemble an aggregate of postulates by pleking and
ehoosing from different arcas of |loglec,

The overall format of Lakoff'’s paper Io In fact 2 gentle ncander
through dlfferent areas of logley auantifiers, meaning postulates,
modal 10916» nodel theory, But there|® no system suggested at anv
polnt, only an aspiration and a new notation with every subsection,
It I8 not at all se|fwevident that all these notlons can be useful ly
combined In one system, Meaning postulates and modal theory, for
exanple, represent very different ways of €0!/n9 about doing logle,

Another form of Lakoff’s overe=conflidenceIn |ogle Is hls apparent
assumption that a number of |oglcalconcepts offer firm tools fOr the
Job he has In mind, One suoh |s entaliment, which Lakeff scmewhat
misyndeprstands as we saw, The basic notion of entailnent Is falply
c|oarf, but 1% oannot be pressed %¥00 far or itsllps through t he
fingers,Some philosophers would certainly argue that the so=caljed
"paradoxes of ental Iment” have this effect,and,from another polnt of
view, Quine [23] has glven much timetoarguing that the notionpe
dropped, though Vf one did 80 lt |S not ®asSy t(o 8ee® how we would
oontlnue to describe manyof what seem to be perfectly clear vaild
Inferences In natural [ anguage, Anot her case ls that of
presupposition, which Is an extreme|y difficult notion partly
becaus® the usual definition of 1%, such as Strawson’s, Is in terns
of. ental ment: [27] "S presupposes S' (fandonly If "Slatruth
valued" entalls S’ This Is avery difflgult notlon to apply toreal
language exanples, and nost of the |ogi¢lans Who have made u88 of a
forma| notlon of presupposition have kept It safely within caleu}l,
But Lakoff us es ft blithely where ontalimentwou|dseem more
appropriate, He tells us [lbld, , py 53) that "Sam reajlzes that
Harry la a fInk" presupposes that "Harry Is a fink", whleh sounds
ajright In an everyday sense of presuppose but If Harry Is not a Ink
do we really want to say that "Sam rea|lZesetc, " has no truth
value?. Jt seems to nme muUeh nore stralghtforward to say that it is
NOT TRUE In that case that Sam reallzZes etc, , beacause he only thinks
he realizes ete, And fet Is not true then we do not have a
presupposition, but something nore |1ke an ental iment,

A footnote Cibldsy, pb, 133] suggests that Lakoff Is aware of
definitions of "presupposition"I Ike the one of Strawson’s quoted
above, and that there |s. some need to beware of c¢onfusing the two,

Moreover, Lc eXplores the notlon of t he ransitfvity ofdresupPosition with soma care, and contrasts Its failure In certain
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cases With the transltivity of ental|ment(though (hat Is disputed
too, of oourse, but let us |9nNOr® that), But thsn oonme such revealing
footnotes a8 [17» 0,235n.] where h® says that some bOhllosophers
might prefer to use "pragmatic Implication" for what he calls
presupposition ] think perhaps Lakoff Is right, and that. IndeedIs
very Much What I wrote ear|ler when I aooused him of confusing
entailment WIth nere Inductive Inference, And, as I argued there,
t hat Is a vepy damaging criticism of Lakoff’s whole case about
logle=rmavenIf it gomes au an admission from hls own hand. For
melther |lngulstics nor logie proper can really handle an Inductive

logl¢ that may Infer wrongly at any polint,And,even[f there could bean Inductive |ogle adequate to such a task,!t would b® an odd ¢lalm
that mastery of Eng|lish also required mastery of that logle,

So then. ] do not See why Lakoff clings so strongly to the notlonm of
presupposition In his ilngulstio description and to claims auoh as
(ibid, p, 521 "An account of the logleal form of a sentence must
Include an account of the oresuppositions of that sentence"iand
(ibld,, bp, 51) "Then we wWlll say that the Surface form $1 can be
related to the logleca} form LL ONLY IF (my capltals) the rejatlon,
‘ ‘ holds between Ll and LZ2+ 4.444 "ys For these olalns Just
eannot be Justified In t er ns of the notlon of presupposition as
norma|ly understoodjeven though In certalncases, suoh as Russell's
Theory of Definite Desariptions, there are well known argunents fOr
incorporating certain existence assumptions Into a |oQiecal form,vet
thos® cannot be called presuppositions In Strawson’s or Lakoff'’s
Senses of course, because for Russe||, If there 15 neo King of
France, then the statement that the present King of France Is bald ls
FALSE, not Just Without truth vel|ue,And,as8 [s well known ©f oou Pse, |
Strawson’s notlon of presupposition was Specifleally directed 20 Tne
t hat doctrine o f Russell's, But |f Strawson has S ONE ot her
¢cleaf,non=RuUsse|i lan,notatlion for Incorporating presuppositions into
logleal forms he does not really set It out,What he gives us Isa
notation for presuppositions due to Horn(see 25] whieh olalns to be a
forma) !zation of a notlon of Austin’s,and Is In any case different
from the Strawsonjan definition that Lakoff sometimes secens to
enbrace [1,8,1bld,,p0.1313,

On Hoern’s view presupposition and ental |ment are to be distinguished
as follows;

1f (S+S’) and (=S=S’) then S presupposes 9‘

If (S=S’) and (=S’= =~S) then S entajlls Ss’,

this I's different f r o m Strawson’sdefinitionemeeinthatitisnota
definition of presupposition In terns of entaliment,and It doss not
make Use of the notion of belng truth valued---but |lke It »1t Is
Inoonslstent wlth the Theory of Deserlptions(see 251], However,|ts

weak Polnt Is the unexp lalned "=" ,for what |s this to be?!t cannot
be even asstrong as material Impllcation,for if SS’ ls false we
cannot Infer =5 (as we oan With S3§') If we are to preserveanotion
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of presupposition different from that of entalimentonthe basis of
those (wo definitions, For If «S’allow8 ustoe Infer =8 then the %Wo
motions,by tt he definltionof entaliment glven above,camnot b ¢
distinct, | woul d t hen argue that, 1 weakert han material
Imo | lication, Lakoffrs and Horn’s "=" can only be our old Inductive
Inference agaln,wlthallthe trouble8 for aderlvatiorallinguistics
that | have nentioned already,

As a genera| thesis about the transiation of sentences Into [ogleal

form Lakoff’s clajm about opresupposition, auoted above,|s surely
unacceptable, Fo, example, the.e lg the ppoble®m Of the pecegglon of
presuppositions in aulte straightforward Sentencest 8hould cvery
sentence about a physical object , such as "The boy threw the Stone"
have a presupposition "Something exists" embedded In {ts |oglecal
form? (And the prefix 3x does not qulte do that), I do not $S®€ how
Lakoff can avoid doling this without resort to an arbltrarycuteoffof
presuppositional (evel,

But of course there is no need for any Such nonsense, for all t hat
Lakoff describes as presuppositions gan be handled Perfectly well by
Inductive inferences without any embeddings in LF’S,and he admitsas
myeh in the footnote | quoted, The only trouble fromhls polnt of
view Is that the hand|lIng must be a? part of an artificial
Intel llgence system

Note that | am not saylng for a moment that I am Shedding any [ ght
on these difficult notlons, such as presupposition and entalliment,
but only pointing out that they are diffleult and uneiear, have vexed
logleians and phil |osophers, and are not nlee clean tools that Lakoff,
or any other |!nguist, can just Plekvp and 98¢t to work With, They
need alot ofconceptualcloaningup themselves, and Lako!f shows no
signoff belng prepared to dO that, Another term In thiscategoryls
the central one of logleal form Lakoff uses the term freely all
the way up to Clbid, , p, 533 before he admits that "It makes 9ense
to speak of logtoal forms of sentences only With respect to Some
system of logic,,,

The |o0leal form (LF) of @& sentence !S the form It requires te take
Part In deductive relations, Some |oglelans would also hold that
the LF is in addition the real nsanlng, or Structure, Of a sentence,
This one could call the "backbone" view of LF, Lakoff is tenpted by

both these points of view and, 8lnee he is a |ingulist not =a logician,thls haves an inportant anbiguity in what G68 neans (See Sect lon 111
below),

The very flrst exanple In Lakoff’s|engpaper falls to nmotice the
fundamental relation of LF to deduotion, He writes Clbld, ,p, 131%

"(1)The members of the royal famlly are visltlins dignitaries,

(2)yislting dignitaries can be boring,
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+ + + 2 corresponding to eaoh of these grammaticalanalyses(ofi)we
find a pattern of deduction”,

But that is Just not so, W cannot deduoa two conclusions from the
above sentences, depending on the preferred grammatical analysis of
(12, because we cannot deduoe anything unti the 9entenges are In

some recognizable LF, And that LF does not have to be
syrbo|lc, Indeed, one could Say that the heart of Arlstotelean logle
oonsists I n trylngt osaqueeze sentencgesinto aristotie’srebarbative
Predicate forms a&all| of whloh was Wholly expressed In (he natural

language of "terms", Only when sonething eQulvalentto that ha8 been

done can we begin to talk of deduction. But, of gourse, In going ttt he grammatical ambiguity Lakoff’s example requires will have
disappeared,

Lakoff Wirns us that LF only makes sense withpespect to a particular
logle, but then, Wwlithout warning, settles for a modified Predicate
Calculus for expressing sentence structures I onc Wwithpredicates and

ar gument s that can themselves be Predicates, He then uses thls
format, whenlt is appropriate to the system ho Isdiscussing, b ut
expressed in tree form there |8 no reason why alinguist should
not exPress predicate formulas by trees rather than Stringsif nh oe
Wishes! all that mmke8 this odd i8® that Lakoffalso makes use at

other Points (ibid, » PP, 14, 15 for example] of standard phrase
structure trees, and writes of them as LF’S8, which leaves one In
considerable doubt as to what Lakoff thinksaloglcal form Is, He
has not plnned down the Predicate Calculus format he seems to have

adopted closely enough for one to know whether or not it Is capable
Cf expressing the |ingulstle variety that he, espeolally, woul'd want
to get into it,

In the matter of auantiflers, t 00, one’s falth In t he

commonsensicallity of Lakoff’® natural logic 18 not ingreased by his
Inltial battery of examples whloh starts withiriblid, ,p, 122

"(1) The archaeologist discovered nine tablets",

This, Lakoff claims, 18 ambiguous because" Itcan mean elther that
the arfchaeologlst discovered a group ofnine tablet8 or that the
numberof tablets he dlsecovered altogether total led nine, though they
may not have been in a group”,

But , one |s tempted to reply,» it might Just as usefully be argued
thatt he sentence Is anbiguous depending on whether or not the

| archaeologist is an offlclally certificated one!What Lakoff has done
here 8% to take 3 distinction fundanental in mathematics and logle,
t hat bet ween a set and 1ts nenbers, and to claim that it has
empirical slgnificance In a natural I anguage, But that i$ an

extraordinary procedure and doubly so for an advocateof a NATURAL
logic, one free from the preoccupations of mathematically Oriented
logiciangeem=for what normml speaker could serlous!ly consider the
auoted sentence ambiguous?
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It I$ Important to be OI er here that Lakoff’s point I[s aulte
different from areeurring one of Quline’s jthat we understand certaln
grammatical structures and distinctions better by seelng t hem
ljluminated by logleal description (see for example 23, », 44%
Quine assumes, In order to make thls point, Pre=existing grammatical
distinctions to be illumi nated, and does not envisage aSEARCH for
mathematical distinctions In the operation of natural language,

But Some advances are present in (akoff’s treatment of quantifiers:
It was beooming we|I known that standard transformational theory
oould not handle the notions ot var iabie and auantlfler, | n
particular, so asto give two readings to such old logical chestnuts
as "Everybody loves somgone", Mbst people can be got to 968 that
this Sentence oan be interpreted to mean two aultedifferent things,
t hat could be aSsoclated with the Predicate Calculus formulas
(PCY) (LyXx) and (x)(3Y)(Lxy) respectively, oven though they Wuld
not normally express the two messages Involved BY neans of that bne
sentence If they wanted to be understood, Now Lakoff discusses this
Particular exampje, and displays two (conventional Phrase-qtrugturr )
trees for the sentence, but (and thls seems to me the Vita] polnt) he
g/ves no bottommlgve| rules that show how one could take the sentence

and derive two read!n@s for It, That is the serious test In thls
case, and the trick we all want to see done, While (Lakoff Is
discovering logle Moravesik and Gabbay have provided a strong Sete
theoretic loglewith grammar rulesfigd2ilthat does do Just that.
Sandewa1 I [24] and Simmons{26) have also provided modifled Predicate
Calculus notations that deal with such examples In a procedurally
determinate mmnner,

Lakoff’s failure to provideany sort of system of rules, however

minjaturised in 3cope, 8 an Inportant ON@, as ] argued ear|ler, For
it leaves an Important doubt as to Just what a natural |0@iCs or
'vdeeda generative semantics, !8 intended to accomplish wlth regard
to 9%omMe body of ®sentenc®s in anatural language. And, It is not
Possible for Lakoff to t ake refuge here | in Some
competence~performance distinotion and to Sa¥Y that Of course he I's
not attempting to model aspeaker's performance ete, etc, , srarisely
because that Is not what he |8 belng acoused of, The request for
determ nateness and precglsion is in no way %0 be confused with a
demand for psychologlcajimitation,

It Is perfectly true, of course, that |o@lclans Import structures
into their Work and Inform their readers that those structures

represent oertaln natural language Sentencges, without ever glving a
himt of a determinate translation procedure that would take WB from
the Sentences to the structures, But ! do not think that Lakoff oould
take shelter wth the logician8 here, for t here I's an Important
difference between the |ogiclans’ enterprise andhls own, The
logiclan1s concerned above all with the formal relation8 between the

structures he derive8 $theexact relation between the structures and

the natural language they "hook onto" is secondary even though
vitall¥Y inportant, But Lakoff, on the other hand, deseribes hls (ask
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in terms of the proguction or generation Of Sentence9 along with
thelr structures, So, for hlm the missing determinateness 1s, and
must be, central,

I Tay wWel| not have done Justicetothe wealth of Lakoff's examples

in thls paper, But ft should be sald that there are certain aulte
gratuitous difficulties In the way of dolns So,Iin particular Lakoff's
cur 10Us treatment of the status of |Inguistie examples, It has been
refarkedindet ail elsewhere bY Lindsay(38) how blzZarret he "#
notation" Is when USed tO mark $enRtengeS considered |lnguistically
IT legitigqate, Let n®@ add twg glosses to those criticlians to
illustrate the additional difficulties present In the Work of
Lakoff’s under discusslon,

In the present paper Lakoff also uses the "#" to mark LOGICAL | terns
that he considers falser or Jloglgcally false, For eXamp|es the

asteriskis attached to PEgMIy(X, resi) 2 REQ IRE (Xs Vo 51) cibld. »Pp, 75, to Indicate gn Inference that does not in general lead to true
conc lOsions, But the statement ocanhardlyY be called ungrammatical
in any sensa, unless that hardworked Wrd 18 to eafry an even heavier
[ oad!

Lakoff also displays an opposite techmique In this paperiopposite
that 18 to the arbitrary exclusion of examples, For it amounts 0 the
arojtrary acceptance Of exanples, Two quotations from footnotes
should give tas flavor of tha NeiInad:

"Thg assignmant of asterisks in thas follawlng examnies goaprresponds to

the author’s speech, Readers whose idlolects dlsagree with these
exambP|es can eas! |Y construct Simllar exanples In their own speech, "

"Sentences |ike (1) are not normal in standard English, and are
restricted to certain dialects, TheSe are nost common tn Urban

centers In whlch there are, Or Were, a large nunber of Yidd]sh
spegkers, Again, the facts glven here are from the author’s native
dialect and the argument Is based OM the existence of a diajectIn
which such facts hojd" Cibid, , np, 130-131)

It’s hard to know what to say to thls, except that he nust surely see
that If hls exanples depend on the particular dlalect and cannot be
reproducedIn standard English, then It throws c¢oenslderab|e doubt on

whathe is argulng for, I nyself cannot "easily" reproduce his
exampPies In my dialect and, moreover, 86@ no reason Why | should,
since ha is wrlting the paper and It Js his job to convinge ne, On
the other hand, if the exanples can be reproduced easilyIm standard
English, then it Is sheer perversity, in a paper apparent|y IN
standard English, for the author not to do 890, I referred to hls
method as the arbl trary acceptance ofexamples (analogous to the
arbitrary exclusion with "«") because, |f one does not understand the

aut hor's dlalect, one feels that there are no holds barred and that

an author could mmke any arbitrary point about English in thls way,
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In the end ] feel a sense of disappointment about Lakoff’s dlscuss]on
of natural |ogl¢, partly because| do not get the feeling that beh|nd
the radbag of bits andplecestherelsarealhard systemof analysis
eomimrg into belng, and partly because there is so much of real
(non-formml-logic) argumentation in natural language that Lakoff does
not even consider, He considers only the Structure of Simple
sentences and Simple inferences, whereas the real stiuoturn of

informal argument seems to ne to takeover a MmMUGh larger Socale, And
here | am thinking .f the considerable ok of Austin C2) and
Bambrough (3) to pn down the notion of Informal argument} Hesse'’s
(13) efforts to give a forma I definition o f analoglieal
argument;passmore’s (221 analyses of basis forms of argument in
philosophy and orjlmary discourse that s88mM to elude conventional
forma description-ee=sueh as the Reductio ad Absurdum;Colby'’s
C11] computer~construction of discourses and Inferemnces appropriate
to certain forms of nental disordepjAndersonandBelnap’sfy]) efforts

to formalize enthymatic, or Incomplete, arguments;as wWe|| as my own
efforts [38] to. trace ,formal|y,the sense Shifts in argunent, based
on some important ldeas of Bosanaquet [5 J, All these scem to Me to

deserve sone consideration in the context ofa real natural logle, to
supplement merely wandering through what the conventional forml
logicians have to offer asbkakeff has done,

111 GENERATIVE SEMANTICS

Lakoff’s thes!s of GS can be discussed separately from natural logle

because natural logicls clearly about the expllelt inferences b@ople
make, for better or Worse, When they reason, GS, on the other hand,
ls about the nore standard |tngulstic task of plnning down the

production of well formed sentences or, if one prefers to speakin
a psychological node, about Implicit Inferences made in t he
generation process fOr sentences,

GS can be discussed briefly here because heavyweight analysis would
be out of place unti| Lakoff says nore clearly what he moans by lt,
As I quoted ear|lgr, he writes that "the rules relating the logical
form to thesurfaceformare exactly therules ©0f grammar", [| th ol k
we c8n take the "exactly" as having only rhetorical force here, since
any such perfect coincidence would almost certainly have been noticed
before the year of our Lord 1970.

It may wel| be the cas® that certain of the rules to which Lakoff has

drawn attention In thfs pap®r do have aPart to playin any general
languagde~to=lo0glec translation AND in any reasonably general grammar,
of whatever sort, But Chat I8 a far o6r¥, of Course, from the burden
of proof required by the "exactly"inthelast quotation, If It Is
rep| ied that the quotation expresses ONIY a conJecture,then lt scens
clearly a false one, since 1t 1s not hard to find --for two such
prima faciedifferent tasks as grammatical production and transiation
to logice==w= exanples of rules that Wil} certainly function IN one
enterprise and equally certainly not in the Other, I do not believe,
for exanple, that the grammaticallty, in any sense of that word, of
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sentences oontalnlng "possibly" can require a rule relating that word
to some primitive symbol expressing the concept of certalnty, Yet
translation of such sentences Into nodal logic Wi |l reaulre some Such
rule =+e=or the conplenent Of It, where "certain" replaces "possibje"
mutatis mutandis, Surely Lakoff’s conJecture=assertion about rule
fgentity excludes this possibillty?

Agaln, Lakoff's defense of GS at this point involves sone V@&PY odd

forms of argument indeed. The following seems to be essential to hfs
Justiflcation,Cibid, , p, 111]

"It should be noted that the above conclusions Cthrt {8, GSJ depend

Upon a form of argumentation upon which Just about all of the
linguistles of the past decade and a half depends, namely, thet Ifa
given theory necessarily requires that the samerule be stated twice
then that theory Is wong, Not Just Inelegant, but empirically
Incorrect, "

Welly Ifthat Is true, then perhaps SO much the worse for recent

|inguistlies, For that form of argument, If correct, would but
linguistics In aunjauetheoreticalposition among the Sciences and
hurane disciplines, There are very complex discussionsIn the
contemporary philosophy of science about what eXactiyit means to say
that Ome theory |s more economical than another, In terms of
excluding more alternative possibilities and so being more testable
in some defined sense, Paradigms of such argunent c¢cenc¢ern, for
example, whether the hypothesis that the blanets have circular orbits
ls more or [ ess economical than the alternative In termS8 of
elliptical orblts, BUt no one, to ny know edge, has suggested the
emp|oymgnt of the principle referred to by Lakoffi that a less
economle theory, in any sense, Is not Just lass eoonomlc (with
respect to the same data) but is ergo EMPIRICALLY WRONG!

With GS, as With all suoh theses, there fe two ways of looking at
them! one is to take the words as meaning what they appearto mean;
the otherIs to aSsume that they mean something quite different, The
first approach gives us what I shall call the TRANSLATION view or the
CONSEQUENCE view depending on how we take the word "relate" In that

last. quotation, The seoond @epproach would give what | gould cal|the RENAMING view, By that I mean that when Lakoff speaks of
logical form he doesn't nean that In any standard sense, but as sone
linguistic structure, alither famllilar or of his own devising, In
either case, on the renaming view, GS would not really be ABOUT logle
at all, and disputes about |t would be wholly an Internal matter fOr
linguistics, When Chomsky [12] writes of GS as"nmotatlona|varliant®
of his own work he js taking the renaming view,

The consequence View |S the nost obvious P0SSIbl ilty, namely that the
"relates" Is by inference, valld or otherwise, and that the well
formedness of sentences Is settled by whether or not th8Y¥canbe
inferred from l|loglcal forms, MY points in the Introduction @about
Bark! lle! assumed that thlswas Lakoff’s view, Mich of the evidence
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for this assumptionis circunstantial because Lakoff rarely actually
discusses GS In general terns, But tla reinforced by hls,
Introduction of rules of Inference with "Jtisclear that there Is
more to representing neanlngs than Simply providing logleal forms of
sentences" (Ibid, , bp, 751, That quotation seems to me tO ruU|@® but
the translation View: that |oglecal forms are the neaning a or
"backbone", of sentences and can be related to them by nere rujes of
transiation, The translation view also becomes leas plausible when
One renenmbers how much of the paper 1s about Inference t | GS were
really about trans|ation Into |ogl¢cal form then Inference would have
no place atallin a dlscussion of natural logic, So then, the
consequence VIewmustbe Lakoff’s view |f he has aflrmview, TWO
ejear and simple considerations te]|againstit?

(1) There {8 just ng clear notion available ©f inference golng from
loglcal for ns to sentences, Rules that ¢ros8S the |0Qloal
form=sentence boundary are rules of translation,

(2) There | 8 the problem of "reverse dlirectlon"t how oould we
analys8® sentences wlth reverse Inference rules to Produce |o@leal
forms? Reversing Inference rules Is to produce false,hood, as In "lf
thisis not colored then It Is not red,” What possible interpretation
could We attach to such a Procedure In the context of GS?

Inaddltion there |g the general Implausibllityof believing that the
form or meaning of what we say !s determined In any waY by operations

Involving the motion of truth, This Is a separate and detal|edphilosophical matter, of course, onelnappropriatefor discuss bn
here, but which shoyld,] believe,bY now be considered settled In
favor of the common sense position,The questions Involved have been
much discussed,but Strawson’s(28]1s an excellent recent restatement
of that position,

The possible analyses of 6S | have offered, andthe knockdown
arguments| have produced against It when So Interpreted, may be
criticised as cava|ler and Inadequate, Thatistrue,] amsure, but
I qo not see how ‘Justce can be done untl! Lakoff produces
considerable clarificationo fGS,at t h etoplevel,!fl my use that
phrase, It should alsobe added,!n falrness, that have not

mentl oned the many fundamental points, _suoh as thi primacyof
serantlecs and the Importanceo f what Is now called "lexical
decomposition”, on whlchl, likemany unreconstructed Pre=Chomskyans,
warmly applaud Lakotf’srecentpositions,
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