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L 1, Artlflclal Intelligence Project
| Artificial Intel |lgenceIs the exper|menta| and theoretical study of

perceptual and Inte] |ectuai processes Using conputers, Its ultimate
goa | Is to understand these processes well enough to mmke a conputer
percelve,; understand and act In ways now onjy possible for humans,

| Thi s understanding Is at present In a very preliminary state.
Nevertheless, progress In ldentifying and duplicating Intellectual
mechanisms|s belng made and the range of problems that conputers can

. be made to solve Is Increasing, The understanding so far achleved has
Important Potential practical applications, The development of these
applications is worth undertaking,

L The Stanford Artlflclal Intelligence Project Is concerned with both
the central problems of artifliclal Intelligence and some related
subflelds of conputer sSclence, The proposed structure of the Project

| Is glven In Figure 1, The scopes of some continuing activities have
been Mmod|fled and two new research areas have been added: Analysis

| of Algorjthms and Mvchine Translation,
Flgure 1, Structure of the Stanford Artificlal

| Intelligence Project
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"Analysl|s of Algorithms" Is headed by Professor Donald Knuth and
directed to an understanding Of t he quantitative behavior o f
particular algorithms, The properties of many algorithms that are of
central Importance to computer sclence are known Only In a
qualitative or crudely auantitative wy, Knuth and hls group are
employing analyticajtechnliques to deepen our knowledge of thls area,

The problem of machine translation WI}|be approached anew from two
directions? art1flclal Intel |lgence and |tngulstics,This small

project wll] Involve representatives of both diselplines who propose
to test thelr ideas Initially on a restricted formal language,

"Interaction with the Physical Wrld" Includes continulng projects On

conputer vision and control, as well as speech recognition research.
During Prof, Feldmn's sabbatical I eave, (academic year 1978-71)
responsibility for Hand-Eye research has passed to Drs, Thomas
Binford and Alan Kay, Work on speech recognltlon was curtailed with
the departure of Professor Reddy but is continuing In the area Of
syntax-dlrected recognition,

Work on Heuristics continues In the areas of machine |earning and

autoratic deduction, Board games such as Checkers and Go are the
primary test Vvehlcles for Ideas In machine (earning, Theorem=-
proving Is the current objective of our research On automatic
deduction,

John MCarthy's Representation Theory work will continue o n
esplstemojogical problems (].6, choosing a suitable representation
for situations and the rules that describe how sltuations change),

Research |n Mathematical Theory of Computation Is expanding sonewhat,
partly through other sources of Support, A practical goal of this
wor k |s to replace certaln time-consuming and uncertain program
debugging processes Wlth formal proofs of the correctness of prograns,

The work on Mdels of Cognitive Processes shown In Flgure 1 Is an
afflllated project not Included (In this proposal, It will be
supported by the National Institutes Of Mental Health under Grant

Subsequent sections cover the proposed research in Somewhat nore
detail,
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L 1,1 ANALYSIS OF ALGORITHMS (Donald Knuth)
| "Analysis of algorithms" is a field of study directed to an
— understanding of the behavior of particular ajgorithms, Two kinds of

problens are usually |nvestigated!
{

L A, Quantitative analysis of an algorithm, In this case the
goal Is usually to determine the ruUnNiNg tine and/or nenory Space
requirements of a given algorithm The determination of running time

( can be done In an essentially machline-independent manner by
| expressing the algorithm In some mech|ne= Independent language (not

| necessarl|y aformml language) and counting the number of t|meS each

) step Is executed, Usually these counts include a "worst case
-— analysis" (the maxlmum number of times that the step can be

performed, taken over sone speclfled set of inputs to the algorithm);

| a "best case ana|ysls" (the mnlmum number of times), anda "typical
- case analys|s" (the average number of tlmes for a given distribution

of Inputs), It Is In fact desirable to have conplete Information
. about the dlstributlon of the number of times, for a known

distribution of the I nput, whenever this can be worked out, A

— typical exanple of such an analysis is presented |n detal | In [1, pp,
95-991,

(_ B, Determination of "optimal" algorithns, In this case the
goal is usually to find the "best possible" algorlthm In a @glven
olass of algorithms, We set up sone defin|tlion of "best possibje"

L whieh reflects, as reallistjcally as possible, the pertinent
characteristics of the hardware whieh Is to be assoclated wlth the

al gorithm A typlcal exanple of thls sort of analysis, applied to
\ the problem of computing x*n wlth the fewest multiplications when n
— Is fixed, Is discussed 1n detal| In [2, Ppp, 481-418], |

\ Analyses of type A are usually enployed when conparlng two different |
L al gorithms that do the same job, to see which |S nore sultabl® on a

particular computer for some particular type of input data, Since
; t here Is usually nore than one way to solve a problem analyses of

L "this type can be very helpful in declding which of several algorithns
should be chosen. Occaslonal |yY type A analyses are also fncorporated

| into the algorithms themselves! for example,the "sSpectra|test”
algorithm (2, pp, 93-96) carrles out one type of Iteration until it

- finas that the data has been transformed enough to let anot her type
of :lteratjon complete the Job In areasonable anopunt of %t]me,

| It may seem that type B analyses are far superfor to type A analyses;
we WIll}] have found the "best" algorithm once and for al |, Instead of

performng typeA analyses of all algor|thms in the class, But thls
| [s only true to a |Imlited extent, since slight changes In the
“ definjtlon of "best possih|s" oan gslgnlflcantly affect which

algorithm 15 best, For example, X*31 cannot be calculated (starting
=n wlth the value of X) in fewer than 9 multiplications, but lt ean be
| evaluated with only 6 arithmetic operations If division Is allowed,

Kiyuyev and Kokovkin=Scherbak [3] proved t hat t he Gaussian
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elimination met hod for matrix Inversion uses the mlnlmum nunber of
arithmetic operations, provided that whole rows are always operated
on at a times pyr Strassen (4) has recently discovered that
substantial|y fewer operations are needed If the row restriction Is
dropped,

Another problem WIth type B analysesIs that, even Wien a Simple
definltlion of "best possible” Is postulated, the determimation of an
optimal algorithm |s exceedingly difficult, For exanple, t he
following basla problens are among those not yet completaly resolved:

(a) The minimum number of multiplications to conpute x*n
glven x With n fixed,

(b) The minlmum number of arithmetlec operatlons to computea
general polynomial al(np)xtn + ,., + a(l) + a(®), glven x, fop fixed
values of the coeffjiclents,

(¢) The minlmum number of steps needed to multiply two 01 ven
binary n=blt nunbers,

(d) The minimum number of steps needed to recognl|ze whether a
glver string belongs to a 9lven context~free language,

(8) The mlnlmum nunber of steps needed to multiply two glven
nx n matrices, when n Is known,

(f) The minimum punber Of comparison steps needed to sort n
elements,

Asymptotic solutions are known for proojems (a) and (ff), and the
solution to (b) Ils known WIthin 1 or 2 operations, for "a|most aj|"
polynomia|s; but In cases (¢), (d), and (8) the known upper and lower
bounds for the desired quantities are far apart, No asymptotic
solution to problem (f) Is known when slmultaneous cOmpar|sSons8 are
al lowed, The evidence In case (a) suggest strongly that the exact
answer as a function of n has no S|mplie form WhIc¢h WI I| ever be

discovered Wlthout exhaustive trlal-and=error search, Further nore,
the simpljfled definitions of "best possible" often fal| to represent
auff lclently real Istic sltuations} for exanple, Items need not be
sorted by neans of comparisons atall, they can be sorted by using
bit Inspection or by using Identities |jke

min(a,b) =(a+ b = |b~al)/2

If only the number of comparisons Is considered, other Important

characteristics of the aortlng problem (@,8., the loglca| complex]|ty
of the program and- of the data structures) are Ignored, Therefore
al though type B analyses are extrenely [nteresting, type A analyses
nore often pay off In practlae,
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L It Is obvious that algorithmic analysis Is desirable, but is 1t
really a un|fled discipline? If each algorithm presented a problem

| quite different from each other algorithm, Analysis of Algorithmswould be no more than a hodgepodge of Isolated techniques, not
deserving any distinction as a speclal branch of Computer Sclence,

{ Fortunately, experience has shown that a good deal of untty Is
LC present I n thls area, with the same techniques applied repeated/y,

Some of the most Important unifying principles are "Klrchhoff’s"
eonservatijon law for flowcharts; the use of generating functions;

| discrete calculus; and some aspects of [Information theory and of
autorata theory, ( For nunerous Illustrations of these techniques,
gee the |1stings under "Analysis of algorithms" In the Index to [1]

| and to (21), Furt hernore, It Is not uncommon to flnd that theanalysls of one algorithm applies perfectly to the analysis of
anot her superficla|ly unrelated aigorlithm, (For example, "rad|x-

{ exchange 8oPrting” Is governed by essentially the same laws as a
L certain form of "trie memory",) The analysl|s of an algorithm to find

the maximum of a set |nvolves the same formula as does the analysis
of the number of c¢Ycles In arandom permutation, and the running time

| of this algorithm Is strongly related to the storage space reaulred
by the "reservelr sampling” algorithm, Algorlthmc analyslsIs
coming to be acoherent discipline,

L By any definition of Conputer Sclence, the fleld of algorithmic
analysls probably Iles In the central core of the SubJectiIt Is
‘somewhat surprising that so ||ltte concentrated study has been devoted

| to 1%, It may be argued that we shouldn't spend too much tlne
analyzing our algorithms, lest we never get anythlng else done, This
[s quite true up to apoint, since It Is certaln|y unnecessary for a

| personto analyze carefully every program that he Writes} put there :are many algorithms whleh have speclal Inportance because they are
appl led to sa many different problems, These algorithms nust be wel|

\ understoood If Computer Seclence Is to advance sligniflicant]|y,
REFERENCES

- [1] Donald E. Knuth, The Art of Conputer Programming, vo|,1 (Addison~-

| Wes ey, 1968),
- (2) Dona Id E, Knuthr The Art of Conputer Programming, vo|,2 (Addison~

, | Wesley, 1969),

| [3] V,.V. K|yuyev and N,l, Kokovk|n=Shcherbak, "On the minimization
of the number of arlthmetlc operatlons for the solution of
| near algebralc systems of equatlons", translated by

| G,J, Tee, Tech, Report CS 24 (Stanford: Conputer ScienceDepartment, June 14, 1965),

[4] Volker Strassen, "Gaussian e|imination Is not optima|", Num, Mth
| 13 (1969), pp, 354-356,
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L 1,2 Mechanical Translation (J, M Carthy, R, Schank, Y, Wl|ks)
| W plan to undertake a small effort In mechanical translation, Theflrst effort willl be to create programs to translate from a

restricted formml language RFL [nto both English and French, The Idea
ls that RFL wl Jl be used to express the semantic content Of the

i sentences Independent of grammar- and Wlthout the syntactlc and
semantic ambiguities, There are two VvIews of semantic content of

| natural language held In the proJect and elsewhere, and both wlll be
{ explored, probably to the extent of mak|ng Two translators,

The flrst view (the |Ingulsts in the project are batting on thls one)

| [S that semantic content (at least to the extent necessary fortranslation) can adequately be expressed by some form of non-1oglcal
| representation, such as a network structure,

| The second view (held by Al people I Ike MCarthy and Sandewall) Is
that-the semant|ecs of natural language WII have to be developed
along Ines similar to those taken In mathematicallogic, I,®. the

| notion of' denotatlon for phrases and sentences of naturaI I anguage
wlll have to be formalized, From thls polnt of view, the first cut
at RFL should be based on the predicate calculus, and a major effort

| should go Into devising predicates that WIl|l enable the content of awilde class of sentences of natural languages to be expressed,

‘From the linguistic end, Yorlck W| Iks and Roger Schank wl|| lead the

L work alded 1/4 time by Or, A,F, Parker-Rhodes and With Dr, Mrgaret
Misterman as a consultant, From the Al direction, MCarthy and

perhaps Patr [ck Hayes wl] take part, Several research ass|stants

L wlll also be Involved,
One major reason for reopening the mechanical transjation problem Ig

| that considerable advances have been nmde towards the satlsfactory

| semanticrepresentation of natural language materlal, Another IS that
there has been an InoreaseIn the general level of sophistication
about the del |cacy wlth which real natural [ anguage forms must be

C "treated,

MI went through a certaln nunber of clearly definable phases, There
| was the word=for=word translation Stage, at t he inception of MT,
Lo Wien that falled, |lnguists were cajli®d on to renedy the situation,

‘ The lr emphasis on Syntactle structure caused a Shift towards nore
for ml met hods In MI, most of them based on the work of Chomsky,

| Wien that approach fj] led, It became Increasingly clear t hat
someth Ing called semantics ought to be added, but no one was quite
sure what that was, Workers In M began to fall Into three groups:
those who thought that a great deal nore JlexlcograpPhy was needed; |,

= those who felt that the lack of an adequate theory of human language
understanding and generation nust be dealt WIth before more effort on
MT could be expended; and those Who were SO heaVv|ly Into thelr own

L approaches that they falled to See troubles because of thelr beijef
that the goal was Just over the next mountaln,

7
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: The ALPAC Report caused nost governnent financing to be withdrawn
from MT, largely because |t was felt that M was too expensive as

| human translators could do the job more cheaply, since the ALPAC
a Report £1966], researchers have made conslderable strides In the
: devel opment of a theory of natura I I anguage understanding (for

discussion of thls, see J, Mey [19781), The inpetus for these has
: been provided by the growth of time=shared conputer systems that

| permlt on-line dialogues between man and machine, The desire to use
| natural language as the medlum ,f communica! n in these proJects has

necessitated the developnent of a suffliclientoy rich form! structure
| that can represent the conceptual content of each natural language

| sentence typed Into the machine, Mbst 1mportantly, these formml
8 structures have been bullt to handle |lnguistic Input at a higher
: level than that of. sentences, and In conjunction with memory of
- ear | 18F Input, and the long-term nmenory of the computer nodel, One

alm of these Inter! lingual formal mode|s has been that |Inferences,
loglcai operations and Implications may work In conjunction wlth the

| analyzed content of an utterance so as to e8tablish the Intent of the

| utterance and Its affect on the nenory, It was found by a number of
researchers that for ml Inter| ingual structures could be made to

direct language analysls so as to eliminate previous rellance on
syntactic analysls, and replace It WIth a nore heurlistle approach to
sentence structure,

W propose Using some of the approaches t hat have recently been
devel oped for dea|lng with computational linguistic and formal
jjngulstic and form) loglcal problems In order to enrleh the
emer9ing theory of human language understanding and generation, and
to apply these theoretical and practical advances to the problem of
translating languages by conputer, For example, we would combine the
approaches of the fol |owlng? (1) John MCarthy's suggestions for
the construction of a loglc~based Intermediate language between
source language (S) and target language (TJ), (2) Schank’s system of
representing semantic structure based on an Interlingual vocabulary
and a system of dependency relations, (3) the Engl|lish=French M work
of Shlllan and Rutherford based on a theory of phrase-for-phrase
translation, (4) Wi|ks’ system of Semantic Structure representation
usinga mixture of dependency and phrase-structure rules ranging over
semantic objects, A number of parallels and contrasts between these
approaches could be explored, but what Is most Inportant [|S that they

all share certain assumptions, nanely that conventional] grammtical
analysls I s not fundamental , whereas Sone Intermediate 4nd
Inter| Inoual representation between S and T Is, s0 then [¥ Is

proposed to 'make a new attack on the MI problem Using an
inter|lngua to detect and transform Semantic content, t hus t he

approach WlIll be, from the start, In principle inter|lngual though
the Inltlal system set up WIl| be o0etween (w languages ORly==-
Engl lsh and French-,

Interlinguas for MI can be of two K|nds!
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| (A) Axiomatized formal systerns wtn separate rules to flt the
formulas generated by the system to Some @lven natural language, The
ear |Y Msterman-Parker Rhodes semantic product=jattice system was of

- this Internediate "Progression Calculus" to connect SuUb=|attices of
the deep semantic system to segnents of surface structure,

{ It cannot be decideda prlori that to solve the natural flt problem
realistically wlth such calculi Is Impossible, Nonetheless, after

15 years of trial and error, the Canbrldge Language Research Unlt
decided to Inplenent, In a contract for the Canadlan government, a

- system W|th an Interllngua of type (B) below Initially, In order to
gain nore knowledge of how to operate, In actual practice,» an

| Inter| Ingua of t¥Ype (A),
“

(B) Genera I machine algorithms for def ining, structuring and
Interconnecting segnents of semantically coded text In any 1 anguage,

L At least two Variants of sugh systems have been tried! the flest
| takes the whole sentence, dominated by the verb, as the unlt of

semantic content, If thls approach could be sufficiently simpllf]|ed

| it woule probably be the shortest and best way to MI, Schank and hlsstudents have be-en making significant strides In this direction, When

making such oodlngs for Rlechens’ system the CLRU rate was about one

| coding per session, Hs system had a hierarchy of subscripts,3 whereas the Sechank system has a nmch easlar Co read hierarchy of
Arrows,

{ The second variant of thls type rejles on an Initial segmentation of
~ Input sentences Into phraslngs of the order of length of a Single

clause or phrase, and Intended to correspond to a breath group of a
human Speaker, The dictionary making required for such an approach

i. can be simpfer and nore rapld since the paradlgm IS much shorter.
Thls approach Is used In the work of Shlllan and Rutherford (3 above)
and that of Wl|ks (4 above) whloh Is stil], according to Simmons’

L survey, the only semantlc work working beyond t he boundary of t he
sentence,

| ‘Wilks?! work has trled to tackle another question that cones Up In
. connection With an Interlingua: nanely, how large are the content

patterns that can be transferred from one language to another, Thls

| work has been on the semantic discourse structure of Paragraphs and
- has imposed semant|¢ patterns, or tenplates, onto the segmented and

coded text, Its most general assumpt|{on has been that [ts t he
blgger patterns in language, applying over the longest avallable text

C length, that are genuinely inter | Ingual:? and, noreoverj that
Inter|Inauallty at that level can to some extent conpensate for the
obvious failures of Inter|linguallty at the bottom or ¢oding |evel,

where the actual | Ingulstic oodlngs used are Inevitably biased
L towards efther the S§ or T language,

Jt should be possib|e to combine the approaches developed at the
L Cambr ldge Language Research Unlt W{th those developed at Stanford So

as to Integrate a system that uti|lzes semant|e networks to represent

| 9



ER

t he interlingual content of a plege of discourse, The nossiblliity
of utl|lzing net wor ks by conjunction wlth certaln associative
eriterfia and properties of a general nenory structure to establ|sh

the meaning of the speaker as opposed to the neaning of the sentence
Is currently being Investigated by Schank, Presumably the entire
procedure can be conbined With certain high level logical operatlons
In order to create a final representation that «could serve asthe
starting point of a generatlon routine for natural language, A major
goal of thls project, therefore, for those mathematica|= [nter|ingua
oriented, but who have become practically wary, is to develop
Inter lingual Syst ens t hat are formally and algorithmically
Interesting, yet which can have natural language dictlonarles made

’ for them In a Simple and straightforward manner, The stress should
not be on contrast an-d compar|son between the constituent approaches
to thls proposed project, but on the degree to which the dlfferent
approaches conplenment one another, and SUpPPlY elenents missing In the
ot hers,

REFERENCES
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{ 3 INTERACTION WTH THE PHYSICAL WORLD

| Conputer Vvlislon in the three-dimensional world and manipulation with
. mechanical ar ms continues to be a central Interest of the proJeet,

Speech recognltlon reseach continues at a modest level,

( 1,3,1 Hand-Eye Research (Thomas Blnford, Jerome Fe|dman,; Alan
Kay)

| In our research we alm to develop the abll ity to see and manipulate
~ In simple industrial sltuatlons, These Simple problems are beyond

our abllitles now but we expect nodest galns In the next two years

| which wlii stimulate use of newly avallable hardware, Mechanicalarms now have a place In Industry; touch senslng and conputer control
have potential advantages In extending versatility, We anticipate
the tlne when it wl|I besimpler and cheaper to use a general PUrpose

L device than to make speclal purpose machines, just as conputers have
replaced many Special purpose control devices,

| Vi sual perception solutions have applications In advancing t he
capabl lit|les of somputer systems, by mmking easier commnication wth
eomputers, and as visuallzation tools In problem solving and natural

| I anguage,
Arm and eye nodules are sufflclient|y standard that a handful of

( ‘peop|® use them routinely, The Hand/Eye submonjtor [1] coordinates
L about 7 cooperating Jobs (there WIlIl| be 3 or 4 more soon) Which

communicate by message procedures and a global model In the common
upper segment, An ALGOL style language SAIL, Implemented by Robert

C Sproull and Dan Swinehart [2,3] Is In general use by the Hand/Eye| group and others at the project,

A user package for the arm has made it wldely avallable, and

i generalized manipulation procedures and Inproved solutlons have
stinul ated extensive use of the arm A new arm has been constructed

and operated [4], a dynamic trajectory servo [5] using a Newton/an
"mechanics model has operated the new arm Non=||near callbration, a

. user package for the new arm, and obstac|e avoidance Wi|| be done In
the flrst half of 1971,

{

- The- visual system ls distinguished by automat|c sensor accommodation
as an Integral part of the recognltlon process (51, An edge follower
has been wltten whjch uses automatlo accommodation to enhance its

L dynamic range and selectivity [7], Canera callbration (8) converts
| pan and tlt of the oamera to space angles and positions on the

support plane, Color Identiflcatlon routines have been written by
l Tenenbaum [6] and Blnford, The SIMPLE body recognizer [9] identifles
L Isolated objects from thelr outlines, The COMPLEX body recognizer

[9] 1s designed for Incomplete edge Informatlon and Incorporates
predlctlon and verl|flcation techniques for missing edges, G6, Grape

L [12] Is developing an improved program for organjzation of I Ins
drawings from raw edge data, US|INng edge predlctlon and verification,

| 1
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In order to develop and test the system and to Stancardlze the
independent modules, t he task of “Instant Insanity”, a puzzle
involving colored cubes, was successfully carrled out, The strategy
Job was the work of Bob Sproull, Jerry Feldman and Alan Kay,

We propose to work toward understanding of more conplex objects In
| nore conplex scenes, such as tools ON a workbench or outdoor scenes,

Miny scenes will be too conpl ex, Over the course of two yaars Wwe
Willi use new visual functions, organ]Ze the scene in new |eve|$8, and
use a repesentajon of conpl ex ob] ects; we W II incorporate t hese
nodules In a goal-orlented system Whleh coordinates them

E Wo wll make a reglon finder which uses color, The new funetjon
: color permts a new level of organizatlonl regions of homogeneous

| brightness In three «colors WII be grouped Into super=-regjons of

| uni form color, We WII benefit from the use Of color even Wth a
primitive color perception, What [S$ needed Is a fundamental

understanding of color perception, color constancy, We have none in
sight,

| Ww wili organiZe color Super-regions Into higher super-regions by
proxImlty In space and color, Col or super=reglfons are defined by
connectivity: the set of points with a nearest neighbor having the
sane property, In very sinple scenes of objects wlth unlform faces,

| reglon~orjented or edge~oriented processors are adequate, But when we
look out a Window, we see SKy, trees and grass, In none of these
areas WII! reglons based on contingulty enable us to describe that

area as a unit, W see patches of fresh green anong brown clay Or
ol d grass, Patches of sky show through the trees, Patches Of blue
In the sky are separated by clouds, If we group together the ooior
super=regjons Into higher super-reglons based on proximity In
posltlon and color, |l,e,, we group regions Whleh are nearby but not
connected, We describe that outdoor scene In terns of a few main

parts? ¢ I ouds, sky, grass, earth, trees, some of Whlch overlap, W
have added another level of organization that In sone cases can make

Sense of what appeared a Jumble,

W willcrliticlze the super-regions according to how they simplify
the Scene, W Wii| find relations Within the super-regions and
relations among the super=reglons, We require many |evels of
organization, Grouping based on Some Similarity’ sub-grouping based
on alfferences, Group into Super=-reglons based on proxim|jty In %pace
and sone attribute (or vector of attr|butes),

We will form super-regions based on proximlty in space and shape,
size and dlrectlonality, We Suggest that We can organize Simple
textures, The natural I anguage description of texture seems a
reasonab|e representation: t he sat of texture elements and the

geometric rejations among them As texture e|ements we can work wlth
I Ines and blobs (whose shape we can describe, perhaps Ina primitive
way NOW), W seek to |solate repeated elenents, Rejatlons anong
repeated elements Wlll be examined, This Wll| be a multi=leve|

12
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L nrocess In whieh the finding of Ss OTe refatlons w!|| help In
| establishing others, Dealing with proflles of |Inear textures, a

l primitive program with that structure was able to describe thetextures L[Wolfe and BlInfordl, There are three baslec operations

Involved: finding spatial features, t wo- dl mensl onal shape
description, and organization of features, W can do each operation

L wel|| enough on simple cases to make progress by combining them
If we were to organize by proximlty using usual "clustering" nethods,

| the cost would be prohlbltlve, These methods rely on conput | na
d | stances from an elenent to @| I other elenents, Even |f we were to

factor the problem Into a two-dlmenslonal problem Plus a Search

t (search for a match anong reglons nearby In Space, or search among[ Ike colors for reglons nearby In space), the cost would be
prohibitive, A technical ald to organization Is the use of proxim|ty
In n-space, This can be Inplenented at reasonable cost In computation

| and storage by the technique of multl= entry coding ([Binfordl, I n
the example of color super=-reglons, we |[mplied proximity In a
four~dirmensiona| space (two color dlmenslons and two spatial

l dimensions), In uslng other attributes we work WIth siml|arhigh-dimens|ona|~ spaces, This Is a reasonable extension of the
reglion=oriented structure In that the cost Is 8]1ght when the scene
Is adequately described by reglon=growling or edge~finding techniques,L for then there are few regions and |ltt|le effort 18 Involved In
proximity anong t he reglons, The cases where higher I evs
‘organization costs something are t hose cases which could not be

| handled before,
W warn agalnst the ||luslon that the visual problem wll] be solved

L by one technliaue, For each new facl|Ilty we Wl|l have "counter-examp |es", problems Itcannot overcone, But we greatly Increase the
set of problems whieh are routine for the system which includes that

L facllity,
Ww will form representations of conplex objects, MCarthy [12] has
emphasized representation theory as Primaryin problem=so|ving, We

i ® resul rea good representation as a compact heur|stic base, a source
for heuristics whlch prevents random acoummlatlon and mutuaI
antagonism, W choose representations which are three-dimensional and

| obtalned by the operations of cutting and Joining primitive| three~dimensional forns,

W wlI| use stereo correlation to obtaln motion paral lax and

| foreground/ background separation In stereo images, As emphasized by
M Cart hy, thls Is a nethod of overall] characterization of the Scene,
separating the sceng |[ntopotentially significant arcas, There are

L some Simple cases:(a) With camera motlon or small angle stereo, all disparities
are Smal |}

| (b) the distant parts of the soene have smnll disparity}(c) disparlty of ground or floor can be approximately
predicted, traced by continuity,
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Color and other properties (for example,the "energy", amzasure of
contrast) narrow the range of search, A aood starting place for many
objects Is the assumption that they rest on the ground,

w will use depth Information In the shape representatien, Stereo
correjation provides a depth mapping, W can use the shape frepre-

| sentation to Dbulld up a nodel of the object, W Wil} algo use the
representation to organize data from a dlirect-ranging experiment by
triangulation,

W wlll use visual feedback In a varlety of ways to control the arm

Immeaiately, we wWil| control stacking blocks and puttlna a square pln
d through a square hoje,

As our visual facil]jtles become stronger, we WI|| use visua| feedback
In tracking the hand, screwing a bolt Into a nut, and pleklng up
blob~ type objects,
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1,3,2 Speech Recognitien (Arthur Samuel)

Wrk on speech recognition In the Stanford A.l, Project was Slowed by
the departure of Prof, Reddy and bY the gradual completion of
projects belng carried on by hls students, Studles by Dr, George
White (2) and by Dr, Mrt Astrahan (1) have, however, pointed to a
slightly new direction that our-speech work can take, Impetus has
been given to thls work by recent extensions of Dr, Astrahan’s work
by Ken Sleberz and by sone new Ideas Whleh thls work has pronpted,

Gary Goodman Is continuing hls thes|s research on a syntax-control |ed
speech recognition system It Is antjclipated that several flrst year
graauate students will undertake stud|es related to speech
recognition,
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L 1.4 HEURISTICS
L 1,4,1 Machine Learning (Arthur Samuel)

Work Is eontinulng on the checker program With gontlnued help from
K,D, Hanson, A major reprogramming effort has just been conpleted to

[, reduce the core and dlsk storage requirements of the program Which
had gotten completely out of hand+ the playing program has been
speeded up and It now uses 35K of core as compared with earjfjer

. requirements of 55K, The disk requirements have been reduced by
rather more than a factor of 2, At the same time the book game
storage techniques have been altered to permit the storage of end

| gane Sltuatlons which could not previously be saved, Mr, Hanson hasnearly completed (he Insertion and editing of 3 books of end gane
play to be used by the (earning program Several rather drastic

| mod|flcations of the program are now under conslderatlon, Since cach
( of these would require a major programming effort, an attempt Is

be Ins made to evaluate the ©potent/al usefulness of the different
schenes before actual |y start|ng the programming,

L The Go program mow playsa better game than the beg@lnaing human
player, Wrk |s continuing on development of an evaluatjonfunction

L capable of handllng all stages of the game, Difficulties arise fromthe Inherent complexity of Go and from the vast differences In
objectives at different times during the gane, A stralghtforward
‘pattern~recognition |garning scheme Is expected to be WOrklng soon to

L help the programIn exact placement of stones, Consjderable success
has been observed from substituting a local lookahead technique for
the more usual generation and search of a (global) nove tree, The

| local lookahead Is initiated at polnts on the board Whleh seem to becritical to the position as a whole, so this techn| que can be
considered a specla|-purpose pruning heuristic for trees WIth very

| large branchlng factor,
1.,4,2 Automatic Deductlon (David C, Luckham)

h.. Recently, the Interactive resolution theorem=proving program has been
extended and Inproved, The program and Its applications to basic

| axiomatic mathematics Is discussed In [1], 2, 31], Improvements, for
- exanpl e, In the algorithm for the replacement rule for equallty

(Paramodulation (41) have led to further successful experiments In
which dependencies between ax|oms In Marshall Hall's third

l axiomatizat|ion of Group Theory [2» ps 6] have been found, The
program Is being used to search for proofs Of theorems of euUrrent
research Interest In several different axlomatic theor les, Ot her

i Improvements Include(1) the extens|lon of the Input J|anguage tomany-sorted lo@le, and (11) the facility for using natural modes (by
this we nean the sort of relational structures that occur |n everyday
use, ©,9. a multiplleation table for a finite group) or an

LC arrangement Of objects In a room) In the mode] relative deduction
strategy, In addition to experiments |n theorem=proving, the program

| 17
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Is currently being incorporated [nto some conputer-aided Instruction
prograns at the Stanford Institute for Mathematical Studies |n the
Social Sciences, The obJectlive here la to increase the flexliblljty
of the instructional programs for hlgh school mathemat 1cs by

| extending the logical inference system to Which the student nust
| conform

| One of the obvious weaknesses of the theorem=proving program Ist he
| lack of editlns Strategies [1] to eliminate the |arge number of

trivial deductions whieh cannot be excluded on Purely |08lcal
grounds, Such deductions are trlvial! In the context of the problem
at hand, but not In every context, Itis therefore necessary to

; develop strategles of a "semant|e" nature for specialized problem
: domains, to do this sort of editing, W have experimented with

net hods for using natural nodels for %tTh|S purpose, However, It turns
out that the use of anything but the nost trivial structures |nvojves

a heavy cost In conputation time, generally because the evaluation of
satisfliablljty relative to a structure Is a lengthy process (even for
many-sorted models), It now appears that such editing applications
can be achieved by working with operators on (partial) descriptions
of models, (For the purpose of thls discussion, a partial
description of a mode]is aspecification of some of those statements
t hat are true of the model and sone of the statements that are

false), Prellminary experiments show that problems to do WIth the
Advlce Taker Project [61 or correctness of conputer progams are
fruitful areas in which to apply these strategies,

In addition t o the developnent of the semantic editing strategles,
ot her lines of research currently belng pursued Include: the
followng,

(I) Addltion of a procedure for question answering, It has
recently been shown that the procedure [7] constructs
interpojation formulas In the sense of [8],

(11) Construction of a system for checking proofs of proper
tles of conputer programs, where the proofs are 9lven
in a form similar to that. described In [9],

) (1i1) Experiments with the reduction of second order Proof
provabl i ty within two-sorted flrst=order theories(18],
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1,5 Mathematlca| Theory of Conputation (Robert Floyd, Donald
Knuth, Zohar Mmnna, John MCarthy)

1.5.1 Recent Research

| Substantial work has been done In develop|ng techniques, using the
| met hods of Floyd and Minna, for proving properties of aigorlthms,
: Considering the Increased Interest In the class of paral jel

| algorithms, Ashcroft and Mmnna (1978) have extended these techniques
| for simple parallel Prograns, Although the programs consldered ,re
| syntactically Simple, t hey deo exh|bit Interaction bet ween

asynchronous parallel processes, The formmllzatlon can be extended
1 to oT € complicated programs, The met hod I$ based on a
: transformation of Parallel progams Into non-determ nistlc programs,
| the propertles of Whlgh have been formalized In Manna (1970a), The
| non-determinjstlc Programs are [In 6meral much larger thant he
| parallel Programs they correspond to, A simplification method Is
| therefore presented which, for a given parallell program, allows the

construction o f a simple equivalent parallel program, whose
| corresponding non=deterministic program IS of reasonable s|ze,
| Further rasearah 1s proceeding, emphasizing practicalapp|lcationsin

such areas as time-sharing and mult|-processing.

| Minna (1978b) denonstrate3 conclusively that all propertles regularly
| observed In programs (deterministic Or nonedeterministiec) can be

formulated In terms of a formmllzatlon of ‘partial correctness’,
Ashcroft (1970) ‘explains’ this by formulating the notion of an
Intultively 'adequate' definition (In predicate calculus) of the
semantics of a language or a program, He shows the relationship
between a formallzatlon or partial correctness of a program and an
‘adequate’ |oglca| definition of its semantles, These two works g@lve
a general theory unifylng the varlous |ogical approaches Ineluding
those of Burstal|l, Cooper, Floyd, and Minna,

Minna and M Carthy (1970) formallze propertliesoflL|sp=]ike programs
using partial function logics, where the partial funotions oceurr Ins

fn the formulas are ©eXact|yY those conputed by the Prograns, They
distingulsh between two types of computation rules -- sequent/a) and
parallel, McCarthy Is trylng to further develop axiomatic theor|es
to handle ‘undeflinedness' In a natural way, Among other things, It
my Aavold paradoxical statenents,

Igarashl (1970) has developed axiomatic nethods for the semantlcs of
Algol=llke languages, malnly based on his earlier studies, but
allowing the methods of Floyd to be carried out within the formalism,
A metatheorem Is Included Which can be Interpreted a3 a proof of
correctness Ofa conceptualcomplier for the programs treated by the
formalism,

Minna and Waldlnger (1970) outlined a theorem=proving program
approach to automat|c program sSynthes!s, In order to construct a
program Satisfying certaln specifications, a theorem Induced by those
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= | specifications Is proved, and the desired program is extracted from
the proof , The use of the Induction principle to construct progr ans
with recursion la explored in sone detall,

Other theoretical research In progress Is mainly orientated towards
practical applications, For exanple, Ashcroft, Mmnna and Pnuel|l have

- extended the class of schemas for Wh ch var lous properties are
decidable, (These results @glve the decldabli|lity of the equivalence

problem for Ianov schemas as a tr vial case), Ot her Work, by

L graduate students, Is directed toward3 finding nore powerful nethods
of proving equlvalenae of programs (Ness), detecting parallejlsmin
sequential prograns (Cadiou), and proving correctness of translator3

—

Currently our maln emphasls Is on preliminary studies for the
construction of an Interactive verlflcation system, WwWe¢ wlsh to

L develop a practical system for proving program correct that WII be
powerful enough to handle real programs,

i 1,5.,2 Proposed Research
In the following we outline several research topics that we wlsh to

undertake In the near future, Note that most of these topless are
- already belng actively pursued,

i To develop further the theory of equivalence, termination and
C correctness of computer prograns.

2, To develop further the theory of semantic definition o f

| programming [anguages, the forml description of transiatjonalgorithms, and the correctness of compliers,

3 To try to develop atheor of parallel processes adequate to
- prove the I r correctness and especially thelr mit ua |

non-interference,

‘4, To develop a formal system of logle In whigh proof3 of
— termination, equjvalence, correctness, and non-interference can be
| conveniently express?

- 5,- To pursue whatever new theoretical avenues appear | I kelly to
contribute to the goal of maklng checkout by proving correctness

| practical,
—

6, As soon as possible, Stanford graduate students | mM computer
sclence will be asked to prove sone of thelr programs correct as
part of thelr course work so as to check ©OQut the techniques

-— devel oped, .

(
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1.6 Representation Theory (John MCarthy)

|

L McCarthy WII continue hls Investlgatlons of ways of formally
describing situations, laws giving the effects Of actlons, and laws

of motion, New axiomatlizatlons of knowledge and "¢an" are In t he

L wor ks,
Recent developments Include work performed during a VvIS|t to Stanford
by Erik Sandewa|l of Uppsala Unlvers|ty on expressing natural
I anguage Information In predicate calculus [1] and work by MCarthy
on languages In Whleh not all Sentences have truth values,

L Recent work [Nn mathematical theory of computation by MCarthy,
Ashcroft, and Minna on parallel and Indeterminate computations and
the correctness of mnon-halting prograns hasa direct application (oo

L representation theory because It permits proofs of correctness ofstrategjes while processes other than the activity of the machine are
going on, The proof checker development under the Mathematical

. Theory of Computation project Wlll al80 Promnte thls,
In the next period, work |n representation theory wlll be carried out
by MCarthy, Patrick Hayes, possibly David Luckham, and by graduate
students t

L
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1,7 COMPUTER SIMILATION OF BELIEF SYSTEMS [Kenneth Colby, Frank
H If, Milcolm Newey, Roger Schank, Dave Smith, Larry
Tes|ler, and SylviaWeber]

Kenneth Mrk Colby, M.Dys who IS a Senior Research AssoclateIn the
Computer Sclence Departnent, term Ilnated hls private practice Of

| psychiatry to devote full time to Investigations In this area of

| computer  slmulatlon, The National Institute of Mental Healthsponsored two projects under Ur, Colby’s direction, One of these is
a Research Career Award and the other 8 a research project whieh
continues the |Investlgations in whieh his group has been engaged for
the past seven years,

Introduction and Specific Alms

The clinical problems of psychopathology and psychotherapy creaulre
further Investigation since SO little Is known about thelr essential
processes, Some of this Ignorance stems from a lack at a basic
science level of dependable know edge regarding higher nental
processes such as cognition and affect, The research of the project
attempts to approach both the clinical and basic sclence problems
from the viewpoint of Information=process|ng models and conputer
slmmlatlon techniques, This viewpolnt is exempllfiedby current work
In the flelds of cognitive theory, attitude change, be! lef systems,
computer simulation and artificlal Intelligence,

The rationale of our approach to these clinlcal| problems|les in a
conceptual Izatlion of them as Informatlon=processing problems
invol ving higher mgnta| functions, Computer concepts and techniques
are appropriate to th|s level Of conceptuallzation, Thelr success in
other sclences would lead one to expect they might be of aid in the
areas of psychopathology and psychotherapy,

The speclflc aims of this project relate to a long-term goal of
developing nor e satisfactory exp|lclt theories and models of
psychopatho|ogical processes, The mode|s can then be exper]mented
wlth In ways which cannot be carrjed out on actual patients,
Knowl edge gained In thls manner can then be applied ¢ o «cl Inloal
sltuatlons,

Met hod3 of Procedure

W have now gained considerable experlence with nethods for Writing
programs of two types, The fl rst type of program represent3 a
computer npdel of -an Individual person’s beljef system We have
constructed two Versions of a mode] of an actua| patient Jn

psychotherapy and we are currently Werlting Programs whlch simulate
the belief systems of (wo normal Individuals, We have also

constructed a model Of a pathological bel lef system In the form of an
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artiflcla| paranoia, A second type of program represents an
Interviewing program which attempts to conduct an on=|lne dlalogue

R Intended to e¢ol lect data regarding an Individual’s® Interpersonal
relations, W have written two such I[nteviewing programs and at
present we are oollaboratlng with psychlatrists In writing a program

4 which can conduct a dlagnostic psychiatric Interview,
A computer npdel of abellef system consists of a large data-base and
procedures for processing t h e Information |t contains, The data~base

| consists of concepts and bell|efs organized In a structure Which
represents an Individual’s conceptualization of himself and other
persons of Inportance to hlm In his |ife space, This data Is

[ collected from each 1ndlvldual Informant by Interviews, Verlflcatlon
of the mode| Is also carried out In Interviews In which the Informmnt
Is asked to conflem Or dlsconflrm the outcome of experiments on the

[ particular model which represents his pbeljef system Because of thewell-known effects of human Interviewer blas, the process of
data=col lection and ver|flcatjons should |deajly be ca&rrled out by
on-1 In@ man-machine dlalogues and this Is amajor reason for our

[ attempt to write Interviewing prograns, However, the difficulties
In machine utiTlizatlon of natural language remaln great and untll
this problem Is reduced we must use human Interviewers,

L We have written one type of therapeutic Interactive program whlch Is
designed t o ald I anguage devel opment I n nonspeaking autistle
children, W have used It for the past two years on eighteen

[ children with considerable success (80% flIngulstie Inprovenents), W
Intend to continue using this program and to Instruct professionals
In psychiatry and speech therapy In how to wrlte, operate and Improve

[ such therapy prograns for specific conditions,

Significance of thls Research
|

Thls research has Significance for the psychlatrle, behavioral and

[ computer sciences,
Psychiatry lacks satisfactory classifications and explanat]ons of
psychopathology. We feel these problems should be conceptual ]zed In

[ terms off pathologlcal bellef systens, Data collection I n
psychlatry Is performed by humans whose Interactive effects are
believed to account for alarge percentage of the unre|labl|lty in

[ psychiatric dlagnosis, Diagnostic Interviewing should Ideal |¥ beconducted by conputer prograns, Finally, the process and mechanisms
of psychotherapy are not well understood, Since experimentation On
computer models |s nor e feasible and controf able t han

| exper imentat|on on patients, this approach may contribute to our
understanding of psychotherapy as an Informatjon=~processing problem

| It Is estimated that 99XOf the data col |ected In the behavioralsciences Is col |ected through Interviews, Again, a great deal of the
variance should be reduced by having oonsistsnt programs condyct
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interviews, Also, thls research has slgnlflcance for cognitive
theory, attltude change and social psychology,

Computer science |s concerned with problems of man-machine dlalogue
In natural language, with optimal nenory organization 4nd With the
search problem In large data=structures, This research bears on
these problems as well as on a" crucial problem In artificial
intelligence, 1.e,3y Inductive Inference by Intelllgent machines,

Collaboration

W are collaborating wth tw psychiatric centers for dlsturbed
children and a local VA hospital}, W are also «collaborating with
residents In the Department of Psychiatry and with graduate students
In computer sclence, psychojogy, education and electrical
engineering,
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i 1.8 Facllities

.

1 By the time work on thls proposalis to be Initiated (1 July 1971)
the conputer facility WIII include the following,

| Central Processors: Digital Equipment Corporation PDP=18 and POP-6

Primary Store: 65K Words of DEC Core (2us)
65K Words of Ampex Core (lus)

L 131K Words of new core (2us)

Swapping Store! Librascope disk(5 mliiiion words, 22 mililon
bits/second transfer rate)

File Store: IBM 2314 disc fle (|eased)

_ Peripherals: 4 DEC tape drlves, 2 mag tape drives, |Ine
printer, Calcomp plotter

4

| Terminals: 15 Teletypes, 6 III displays, 1 ARDS display,
- 30 Data Disc displays, 3 IMLAC remnte displays

L Special Equipment: Audio Input and output systems, hand-eyeequi pment (2 TV cameras, 3 arms), remoto~
controlled cart

1.8,1 Processors

f

L The system operates about 23,5 hours per day every day and is heavi|y
[ oaded about’ 70% of this times. Lengthy oompute-bound jobs such as
computer Vvislon, theorem=proving, and machine learning programs often

3 boa down during high-load econdltlons to the point where 1t Isdifficult to complete segnents of Useful size IN as much as an hour,

With this problem In mind, we have explored alternative ways of
Increasing performance and concluded that the most productive

L approach Wll|l be to design and construct aspecial processor that Is
optimized for the class of problem we are deajlng with,

3 Before the Initiation Of the proposal] period, we expect to have
| compl eted the design of the new Processor, submitted |t to ARPA tor

review, recelvedapproval, and Initiated fabrication, Funds already
| avai lable under the existing contract should be sufficient to
L complete thls project,

In the event that the design does not materlallZe in a timely way or

L t hat this project ls disapproved, sone other solution Co the
processing bottleneck Wll|.be needed, All known alternativesare nore
expensive and wuld exceed available funds, The budget of this

i proposal assumes that the new processor will be completedsuccessfully,
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We understand that one at the conditions for final approval of the
new Processor project will be that 50% of its capaclty be mde
avai lable to other participants in the ARPA net, This wlll be
acceptable, however if the external usage makes substant|a| demands
on other system elements (e.9, primary or secondary storage) |%t may
be mneoessary to supplement these facllities, W have budgeted no
funds for thls,

14842 Primary Store

W expect to have procured and Installed core nenory by the beginning
of the proposal period, uUslIng funds made available under a supplenent
to this contract for Mathematica| Theory of Computation, It may be
desirable to augnent thls nenory or replace some of the leas rellable
portions subsequent to the advent of the new processor,

1.8,3 Swapping Store

The Librascope disc fi ie crashed some tlne ago, destroying half Its
capaclty, Since the system is totally dependent on hls unlt for
efflcient operatlon, It is vulnerable to another crash, On behalf of
the U,S, Governnent, Stanford is pressing a claim against Librascope
(a divislon of Slinger) regarding shortcomings in this equipment, It
is hoped that there WlIl}] be sufficient recovery under this sult to
replace the diso with a nore reliable Swapping store,

1.8.4 Fle Store

Cost/ performance considerations and the need to store sonewhat nore
picture [Information for our computer vision research call for
replacement of the B8«disc IBM 23114 file (leased) with a 4=dlsc
version of the IBM 3330 (also leased),

1.8,5 Pegr|pherals

ExIsting peripherals appear to be adequate with few exceptlons, We
have a need for a high speed printing device with general graphics
capability (i.e, the capabilities of a plotter and the speed of a
line printer), Existing devices In thls class all seem to use specfal
paper., Which makes their operating costs too high, Devices that work
with- ordinary paper are under development by more thanone
manufacturer and we WIlIll|llke|lY want to procure one WIth avallabie
tunas when they becone avallable,

1.8.6 Termnals

Existing terminals appear adequatefor the foreseeable future,
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1.8,7 Special Equipment

i Ongoing hand-eye research and other work in computer vision will
require additiona| Cameras With col or vision capabl|lty,

| manipulators, and other instrumentation, Funds have been budgeted
i for these 1tens,
Lo
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2+ HEURISTIC PROGRAMMING PROJECT (IncorporatingHeuristicDENDRAL)

{

L (E.A, Felgenbaum, Jj Lederherg, B, G, duchanan, R, S, Enge|more)
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L 2.1 INTRODUCTION
Under previous ARPA contract support, the work of the Heur Istle

| DENDRAL proJect has been focused on understandlng the processes of
sclentlflc Inference IN probiens Invojving t he Induction o f

: hypotheses from empirical data, and on the Implementationora
| heuristlie program for Solving sueh Problens In a real sclentliflc
~~ setting, The Heuristl ¢ DENDRAL program now does a creditable, often

extremely good, job of soiving a varlety of mass Spectral analysis
problems In organic chemistry,

A y

It has necessary tolnvest the effort to construct thls compjex

i performance program as a foundat|on of understanding and a mechan)sm
® from whieh to build toward more Interesting and Inportant programs to

do selentiflc theory formation, W have begun thls bulidlng,

| Wat we Intend to do Im the next two years |S the 8ubJect of thls: proposa |, The phase of ARPA support of the performance program
writing and tunlng (the Heuristic DENDRAL phase) WIll end With the

| expiration of the present contract period, though funds are being
. sought from NIH to continue that part of the work,

2,2 CHANGE OF PROJECT NAME

L The focus of. our work under ARPA support Is expanding, and |%S nature
Is changing, Our desire to convey this explicitly leads usto want

B to change the proJeect nane to Heurlstlc Programing Project, Thls1 desire was relnforced by our observation that "Heuristic DENDRAL" has
becone, anong computer sclentists, atechnlaal term referring to a
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specific program, rather than a covering term for agroup of people
worklng on programs Which model sclentlflc thought processes,

2.35 PROPOSED WORK FOR NEW CONTRACT PERI OD: B
ITS RELATION TO LONG TERM GOALS

It Is a paradox that the success of the Heuristic DENDRAL programIn
Its chemical task area has tended to obscure our primary |lOong=term

mot 1 vatlons, Our sclentlifljc reports are by nature discrete entities,
but the shape of the envelope function shouid not be lost slight of.
Mbst of our plans for the coming perlod have arisen natural lY from
discussions In our research meetings over the last few years. Our
problems, |lke nost others, tend to have a natural time of pr |peness;
to pluck them ear|lerls to waste energy and resources and to Inhgur
frustration, Itis toward an wunderstandlng of the overall shape of
our work that we offer the followlng comments concerning goals,

Science and the work of sclentlsts 1S our object of study, We seek

our underst andl ng not abstractly, as logiclians and philosophers
might, but concretely as sclentlsts might (and sometimes do) about
real sclence, We use the Informatlon processing viewpolnt because
this is the eonceptuyallization that leads most directly from our

observations about the processes of science and the behavlor of
sclentlsts to computer programs that do sclentlflc reasoning,

We seek to understand the formatlon of sclentlflc theory as a mneans
of organizing sets of observations} experiment as a technlque for

efficlently extracting new Information about a unlverse of concern:
how a sSclentificparadligm Is used most effectively as framework for

the conduct of routine sclentlflc problem 89|vings how the framework
may be al tered when necessary; and what processes underly a
scisntlflc Innovation,

Our speclflo plans for work on sclentlflc theory formation are
outllned In Item |» below,

Wé use the tools and concepts of artificial intelligence research,
and as we wite our programs and experiment with them gaining sone |
insights and understandlng, we seek to pay back our debt by refining
and adding to the fund of tools and concepts, As outllned In Items
2, 35 and 4, below, our current research trajectory leads us to
expect that we can contribute to an understanding of: the problem of
representation of knowledge; the sources of generality and speclalist
expertise |n problem solving programs: the nature of Programmling and
the organjzatlion of heuristle programs,

1, Theory formation In Science

Five Years ago We began our work by Seeking a speclflec task
environment In Which to work, one of a complexity beyond the
toy~-like, yet simple enough so that we oould formmlate an approach
wlth the conceptual tools we had at our command, W declded thatt he
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problem area needed to have as Its essence the Inductive analysis of
empirical data for the formatlon of explanatory hypotheses, This 1s

_ the typeo f Inference task that calls for the use of a sclentiflc
| theory by a performance program, but not the formationo ff that

theory, We did not have the insight, understanding, and daring at
: that tlre to tackle ab Initio the problem of theory formatlon (and
- Indeed It would have been foolhardy to do so then),

Now we fee! the time Is ripe for US to turn Our attention |n a major

w way to the problem of theory formmat/on, Our understanding and our
technical tools have matured along wth the Hsurlstic DENDRAL program

| to the point where we now see clear ways to proceed, The effort,
i. which began In a small way a few nonths ago, Is called Meta=DENDRAL,

| As always, proper cholce of task environment Is crucial, but for wus
the ehoice was absolutely clear, The theory formatlon task nost

— accessible to wus [|S the task of forming mass spectral theory, Hence,
the notion of building a level of programs "me ta" to the DENDRAL

i performance program
DENDRAL a 1 ready conta I ns an excel lent nas Ss spectra I theory, We,
therefore, have a clear I dea of what a “correct answer" Is |ike,

L DENDKAL’Ss theory is represented in at least two different forms at| present, so that we have a pretty good Idea of the Issues Involved In
representing mnmss Spectral theory for a Program The Predictor
program Is an Interesting kind of artificial experimental environment

L In which to Perform certain klnds of Internal "exper |ments"
systematlcal iy, thereby generating a kind of systematic data that mmy
not be available In the natural worfd, A theory language of

| notations, data structures, and primtlve concepts (WIth which we are
intimately fam llar because we developed |t) Is avaljlable, People
who are expert In the dlscovery of mmss spectral theory are members

| of our research team Miny programs for manipulating mass spectraldata have already been developed by us and are ready to be explolted
as Meta DENDRAL tools,

L The goal of the Meta=-DENDRAL program Is to infer the theory that the
performance program (Heur|stlic DENDRAL) needs to solve problems of

: mass spectral analysis,

L The foilowlng table attenpts to sketch sone dlfferenceS between the
prograns at the performance level and the meta-|evel,

L Heuristic DENDRAL Meta=DENDRAL

Input The mass spectrum of a A large nunber of recorded

L molecule whose structure mass spectra and the assoclated
is not known (except, (known) molecular Struetures,
of course, in our test

[ cases)
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OutputA molecular structure A set of cleavage and rearrangenent
Inferred from the data rules constituting

a subset of the theory of mmss

spectronetry

Exanple (Uses alpha-carbon Discovers (and vallidmstes)
fragmentation theory alpha=carbon fragnentation
rufes In planning and rules In a space of possible
In vaildatlon patterns of c¢|eavage, Uses

set of primtlve concepts but
does not Invent new orimltlves.

In our view, the contlnulty evident In this table reflects a
contlnulty In the processes of lnductlve explanation In Sclence,
Moves toward meta-lgvels of sclentiflc Inference are moves toward

encompassing broader data spaces and constructing nore general rujes
for describing regularities in the data,

The nunber of possible ways of Searching for regularitiesIn a data
space |ike that of Meta~DENDRAL’S (and correspondingly, the nunber Of
generalizations that my be val Id) Is enormous, Consequently
heur!stic search strategies and path evaluations are necessary to
constrain the secarch to subspaces that appear to be most frultful by
sone (heurlstic) criteria, W can not be too speciflc now about what

shape these Sstrategles and heuristics will eventually take; since
this 1s the object of the research,

Two global organizations are be Ins studied now. The first) In a
rudimentary state, Is very "human=||ke" and results from an attenpt
to get [nsights Into the process by mimicking the 1nductlve processes
used by one of our chemist collaborators, This Is an "Incremental"
type of strategy In which a rule (or part of a rule) Is formulated on
the basis of a very small number of examples, and Is modlfled as
additional cases are considered for whieh the rule fal|spartly or

The second Is nore "Machlne=|lke" In the size of the data subset It

ls able to deal with at one time and In Its systematic approach to
rule finding, Each structure-spectrum p&lr Is subjected to a
bond-by-bond examination for evidence of cleavage, Bond- pair
cleavages and then bond-triplet cleavages are searched for, Evidence
for group migrations In conjunction with the var lous ¢l|eavages

sought (the generator treats hydrogen migratlons flrst, nore complex
groups later), Validated events and the molecular context In Which
they occured are coded (described) In a language of primitive
processes for the next stage of processing, This critical step Is a
search for regularity In the set of processes and contexts, It can
be carried out In very many ways, A detal|ed understanding of the
nature of such searches, and the effect of different search
strategies, is an Inportant part of our study, Regularlties are
expressed as tentative theory-ruies In our Sltuation=action rule
representation (devel oped for Heuristic ODENDRAL’s Predictor),
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Success of these tentative general lzatlons at predicting events for
new data validates the rules, No runnlng program Yet existswhich

L Implements this Scheme, though pleces of program are beginning to be
written, The whole scheme Is | {kelly to undergo «considerable

. evolution as we get more deeply Into the effort,

L 31 Representation
We have seen In our previou$S work that the form In whleh knowl edge

| about t he (DENDRAL) world is represented Is crucial to effect|ve
problem solving and to augmenting the knowledge structure for
improved performance, Because of this, because the problem of

L representation Is Important to artliflclal Intelligence research andbecause we felt t hat the problem was nore accessible to us than to
most other groups (since W have a running Problem SO|lvimng program

L that uses and manipulates a complex body of knowledge), we havedevoted considerable effort to representation,

W propose to continue these studies: Indeed this Is unavoldable In

L connection with the Meta=DgNDRAL research, A substantja| plece of
work, pegun In-the current perlods wlll be Pushed, The work alns at
the automatlo re=representation of the knowledge of mass spectometry

[ held by the Predictor in Its "natural" process-orlented form to themore recent (and more satisfactory) productlon-rule form, The
experi nent Involves trying to do this mainly by Inductive techniques

"rather than by Jogleal derivations, The Structure Generator wll| be
L used to produce approprlate and systematic Input to the "old"

ffedletor to produce an artiflclal data space from Which |nductionsthe "new" representation will be made? Thls effort obviously has

[ considerable| inkage to the Meta=-DENDRAL work prsvliously discussed,
J, Gensrallty and Problem Solving

L Transformation of representation Is closely associated WIth the
concept of specializing knowledge for Its most efflclent use In

( lv specific ¢ lasses of problens, Our Planning Rule Generatord te y does this for a particular supra-faml jy of nass.
spectral/chemlical problens, the saturated acyelIc monofunctlonal
compounds, That Is, "specI all sts" for particular chemical families

| are automatically Inferred from alpha-carbon fragmentation theory,
A... Memo 131 (23) discusses expertise and problem=so|ving

speclallsts In contrast to general problem solving mechanisms at (he
[ performance level that select appropriate specialists,This Is a path

In the search for generallty of problem Solvers that has not
previously been explored In detal| (though Mses' SIN program |!8S on

[ the path), We plan to do a nore detajled exploration, for which A,l,
Mnmo 131 was. our opening Statement,
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4, The Nature of Programs and the Organization of Heuristle Prograns

One of the nost Important sources of transfer from our present work
to our future work and to the work of others Is |lkely to result from

a detajled exam|inatlion of the DENDRAL programs as an organized
sequence of manipulations on a symboijc world Internal to the LISP
"mach [ ne" , In our research discussions, we return repeatedly to
probl ens Involved In trylmg to understand systematically that
Universe of entities known as conputer programs, and Inpartlicujar
the subclass of heurlstla prograns, Way?

First, as builders of perhaps the largest heurlstlc program that
exists, we are forever frustrated that our next Steps are not oT€
read} ly accomplished than our last steps, that there remains
undiscovered sonething systematic and understandable that willl permt
next steps to be made more sclentiflically and less artlisan~|lke than
previous steps,

Second, the programming task Itself presents a problem domaln worthy
of Intense appllcatjon-oriented research by the A,l. community, I ¢
Is almost certainly true that two or three decades hence npst
computer programs (as we know them today) Wil] be written by conputer
program The necessary Initial explorations should begin now (as
Indeed they have begun at a few places),

Third, our work |s primarily concerned with heurlstlc programs and
these present particular problems and challenges, At some level In
the organlztlon of our prograns we are WPlting heurlstlc procedures
and NOt nerely routine synbol manipulations (for example, search
cut-off decisions as opposed to some |Ist-structure reorganization),
But there Is so' Illttle heuristic programming sclence to draw upon In
engineering specific heurlstie procedures! To the extent that
heurlstla programming Is a sclence at alf, It Is an experimental
science (Invent, organize, implement, try, observe, interpret;
reorganize, Invent more, try agaln, observe and Interpret; and so
on), The processes of the automatic heuristic program wWrjter (or at
| east programming assistant) mmy be sSimjlar to the processes of the
enpirical 8clentist, the problem dommin of our primary Interest,

For all of these reasons, we Plan to invest some of our time and

resources In a exploratory effort fro better understand programs,
program construction, and In particular the organ|zation of Theurlstlec

programs, Wiet her we pursue our quest for understanding by Program
writing I'S not now clear, It Will probably depend on what
individuals, particularly graduate Students, become Interested In
pursulng these Qquestlons,

5. New Artiflclallntelllgence Application

During the current perlod, we have spent much effort [Nn search of a
new application In which the techniques and concepts of artificial
intelllgence research can be applledto a problem of Importanoe to
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Science, To serve adequately, the proo|em domaln must be such that
complex reasonlng processes play a significant role In the discovery

| of problem salutlons (Interestingly, many sclentlfla tasks do not
have this property), In line with our general Inclinations, problem
domalns of primary interest %t0 US are those Involving Inductive

L generalizat|ion and hypathesls formatlon from sets of empirical data,There are many other characteristics that a problem area must have If
ft is to be of Interest and use tous, but we Will not discuss these

[ here,
During the remainder of the current perlod, a new application area

will probably be selected, W |jntend that the project support thls

L work during the period of problem formulation and the perlod of
initial testing for feasibility, [If the Idea Is viable, sustalning
support to bring the application to fruition wii probah|y be sought

L from NSF or NIH,
2.4 HISTORICAL SYNOPSIS

L Wrk began In 1965 and has been supported by ARPA contract funds for
artificial Inte|tlgence research at Stanford slnce that time, A

speclifle task environment was decided upon as a context for studying

L | sclentlflc hypothesis formatlon, Tnls was: t he Induction ofhypotheses about organic molecular structure from physycal spectra of
molecules <Initially mass spectra, later [Including nuclear magnetic

L ‘resonance Spectra as auxl|lary data), The heuristic program written| to solve such problems c¢onslsts broadly of two Ppnases! hypothesls
generation and hypothesls wvalldatlon,

| The hypothesls generation phase 18a neurlstic search In whlah a
combinatorial space of possible candidate molecular structures Is
severely constrained by: (a) heurlstlcs that define plauslbliltyO f

{ structures In terns of thelr natural stability and (bP) a search planinferred from the problem data uslng task=speciflc pattern anaiysls
heurlstlcs t hat are based on mmss spectral theory, The chemical
knowl edge (theories, conjectures, facts, heurlstlcs) used bY the

L *program has been ellclted from professional mmss Spectrometrists by a
reasonably systematic technique, often employing interaction between

, the human chemist and the program In some Instances, the heurlstlcs

| used for Inferring the search Plan can be deduced by one of ourprograms, w|lthout recourse to our chem st collaborators,

In the hypothesis validation phase,» candldate hypotheses are
[ evaluated by a two step process! (a) a program using a conplex

theory of mmss spectra generates a prediction against problem data,
mkes a flnmal dlscarding of some candidates, and ranks those

[ remaining,
This ©orogram Is written In LISP, In terns of bytes of core nenory

I for the IBM 360 (lncludlng necessary blnary program space andadequate free storage Space) a typlcal "working" core immge WII
occupy over one mill Ton bytes (usually run In three 350K job steps),
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Ot her OENORAL code used In the past and sometimes In the present
constitutes another half mllllon bytes,

The program has solved hundreds of Structure determination problens,
For the supra=-family of organic nolecules upon which we have focused
nos t Intensely (saturated, acyclle, monofunctional conpounds) the
performance Is extremely good, neasured In time~to=sojution and In
qual lity of solutions, even conpared WIth the best human performance,
In other familles and supra-fam||ies, the performance Is Sometimes
good, sometimes novice-like, The bas |c¢ processes are completely
general, however, so that Increments of new chemical knowledge W|I]
readlly glve rlse to better performance on a broader range of
probl ens.

Thi s work has been reported to the computer Sclence community In the
following publlcatlons: t73, C121, (161, [171], [231], Since the
program ls of considerable Interest as an applicationin chemistry,
we have produced a series of paper S$ for the chemical ||terature
entitled "Applications of Artificial [Intel |igence for Chemical

Inference", of which six papers have appeared [14], [15], [19], [201],
£213, (221, and“ two more are In progress, The work has been
discussed in terns of phllosophy of Sclence in [181],

2.5 VIEWS OF OTHERS CONCERNING THIS RESEARCH

The publication of this work has engendered considerable dlseussion
and comment anong computer selentists and chemists, Professor H,
Gelernter (SUNY, Stony Brook), at an SJCC 1970 panel of the use of
computers In sclence gave an extended d|scussion of the program In
which he sald that It was the flrst Important scientiflicappliication
of artlificlal Ihtel|lgence, Or, W, H, Wir8 (RAND Corporation) In a
recent article entitled "The Conputer In Your Future" In the
collection Sclence and Technology In the World of the Future (A B,
Bronwell|, ed,, Wiley Press, 1970) sald:

"Thus, much of englneering wil] be routinized at a high
] leve| of sophlstications but what about sclence? A n

lndlcatlon of what ls coming at a higher |leve| of
Intellectual performance Is a conputer program ¢al led

Heuristic DENDRAL, which does a task that a physical
-chemlst or blojoglist concerned with organic chemistry does
repeatedly,"

Professor J, Welzenbaum of MIT, In an undergraduate conputer 8clience
curriculum proposal for MIT entltled "A First Draft of a Proposal for
a New Introductory Subject In Computer Sclence (September 1978)"
Included Heurlstlc DENDRAL In his "group 4" series (three |ectures)

entitled Crest Prograns!. and he sald recently (personal
communication), commenting on recent work and plans,
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L "] see the work You are now beglnningas astep In the
direct/on of compos| ng expllelt models of just such

[ programs (that bul Id expertise 1n an area), The
lnmpllcatlons of a success In such an effort are staggerlng,
| therefore belleve Your effort to be worthy of very

L considerable Investment of human and flnancial resources,,,
In hls paper presented at the Sixth International! Mchlne
Intelligence Workshop, Professor Saul Amar el (Rut gers University)

[ used Heuristic DENDRAL to Illustrate a point about programs Whlech use
theoretical knowl edge, He wrote:

t "The DENDRAL system provides an excellent vehicle for the
study of uses of relevant theoretical know | edge In the
context for formation problens,,, Cfrom "Representations and

| Mode| lng In Problems of Program Formation", Saul  Amrel,In Mchine Intelligence 6 (B, Meltzer and D, Mchle, eds,)

Edi nburgh Unlverslty Press (In press),

Dr, Te Gs Evans (Alr Force Canbridge Research Labs), President of the
ACM SIGART: In Introducing a talk on Heur|stic UENDRAL at t he 1970
FICC neeting of SIGART, «called the program "probably the smartest

[ program In the world, , (and followed t his with the Interestingobservation that thls program had probably received a nore sustained
and Intense effort than any other single program In the history of
"the artlflclal intelligence field), A a practical level, a firm of

[ British conputer science consultants headed by Professor D, Michle of
the Unlverslty of Edi nburgh requested and obtalned permission to
adapt and market the use of the Heurlstlc DENDRAL program to a
British chemical company, A mass spectomelry laboratory at the
University of Goteberg In Sweden, headed by an eminent MasS
spectroretrist, has asked for |Istings and help In beginning the use

| of the program there, On arecent VISIt to Stanford representatlvesfrom one of the leading mass spectrometer manufacturers (Varlan=MAT,
Germany) also requested Iistings of the program,

{ ) 2,6 REVIEW OF WORK OF THE CURRENTPERIOD
In the previous proposal, we outlined work to be undertaken during

[ the cur rent Per lod, There has been Substantial progress on much ofthis work, though we are only a year Into the current Per lod, Some
of - the work has not been attempted because Its time did not seem to

[ be ripe,
'W have already ment |oned that dramatlc progress WwWasmadeIn the
improvement of the performance of the program as an application. to

[ chemistry, Our first paper on ringed structures was pub] ished and
nore complex work (on sterolds) Is now being done, Other functional
groups were added to t he Planner, N,MsR, analysls was brought to

| bear In a neaningful way atthe l|evel Of planning, As we Indicatedearlier, the program Is moving to the stage atwhlch It can be
exported to the scientific commun]|ty,
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our wor k on representation of knowledge, so dom nant a thene In our
previousproposal, has been multi-faceted, The knowledge we are
dealing with Is the theory of the mass Spectrometric processes of
fragmentation and recomblnatlion, Thls theory, the basls of our
Predictor, has been rerepresented In a particular production rule
("situation=action” rule) form a8 a prefiminary to Writing prograns
that Will perform this representational transformation automatically,

This new representation|s also the Interna] representation for the
knowledge acquired by the Interactive Dlalog program for ellelting
knowl edge about chemical structures and processes from practitioners,
A rather speclallized chemistry language In whleh to conduct thls
dialog has been created, as WwWel| as the Interpreter for t hat
language, This work willl be the subject of an A,I, Meno later In the
contract perl od,

There are at least two aspects to the Problem of the effective use of
general knowledge about a wor|d by a problem solver: at what POI nt
In the problem Solving process the knowledge Is deployed, and the
representatjon chosen for Its deploynent at that polnt, W have done
substantial work™ on both of these problens, With respect to these
problens, the nost dramatic event of th|s perlod was the construction
of the Plamrning Rule Generator (described In A,I, Mmo 131 (231),
Thls |S the program that deduces, from some general flrste=order muss
spectral theory that Is basSle to the Predlictyr’s activity, the
specific fami |y~related pattern recognition heuristics used In the
Pl annlng process, It deduces "exper ts" for spec|fic chemical
families for deployment early In the hypothesis generation phase, Of
the other experimgnts done wlth respest %topolnt of deploymentof
knowl edge, some have had spectacular effect in search reduct lon, as
for exampie,. the Introduction of the N,M,R, analysis dur Ing

Planning rather than as a termnal evalualon step, (The former Is
dlscussed In A,l, Memo 131 (23), the latter In [191],)

Scientiflec reports on our experiments with representation and design
will be forthcoming as A,l, Memos during the Spring and Summer of
1971. |

In thls perlod, also, we have been able to formulate and begin the

groundwork for the next per lod’s work on meta=DENDRAL, dlscussed
ear|ler,

2,7 HEURISTIC DENDRAL AS APPLICATION TO CHEMISTRY!

POSSIBLE NIH SUPpPgRT

It should be clear from the ear|ler sections of This proposal that we
have demonstrated the feaslibl|lity (at |east) of applying techniques |
of artifliclal Intelligence research to structure determination

probl ems In organic chemistry In a meaningful and practical way,
Feasibl|lity, however, Is not reallzation, A very considerable anount
of hard work by chemists and DENDRAL programmers Prema|ns to be done
to make a comprehensive practical sclentiflic tool, ARPA 1|8 not being
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asked to support thispart of the research and development,

3 An NIH grant appllcatlon was Submitted last Apri} and glven an
extraordinarily comprehensive sclentlflc review by NIH, The
application was approved and Isnow awaltlng funding by the Dlvisjon

| of Research Resources, which funds computer facli|litles, massspectrometer facilities and other expensive Instrunental tools of
bio-medical! research, along with research Into nethods for thelr nost

| effective use,
The NIH proposal calls fors

[ 1, Experimental work wlth a new mmss spectrometer,
2, Organizing and programming ex|stingd and new y-developed know edge

about mass spectrometry to Inprove the breadth and qual lty of the

[ performance of the Heurlstle DENDRAL program3. The control of a mmss spectroneter WIth a gas-liquid chromatograph
In real-time by the Heuristic DENDRAL program such that the
whole system |S solving a problem rather than nerely collecting

L data for later analysis,
4, Meta~DENDRAL research on theory formation in mass spectronetry

(a very small fraction since th|s work ISadvanced A.,l,

L research and 1S central to the ARPA -sponsored effort),
2.8 COMPUTER FACILITIES

L Fortunately, the project Is blessed wl t h excel lent computer
facllltles at the moment, so that the only budgetary proposal that
needs to be made In thls regard Is for the purchase of services and

[ not for the development of a resource, Our programmng 1S done
almost entirely In Stanford 36@/LISP,

[ On the 368/67 at the Computation Center's Faclliityy, the followingIs avallables

Remote Job Entry to Batch Partltlons via the WYLBUR Text Editor,
] with job output avallable at the terminal,

L Partltlon Sizes for Batch Partltlons:
I31K bytes In separate high-speed partition for diagnostic runs
280K bytes, normal partition size

[ 411K bytes, large partltlon SlZe
800K bytes, "glant" partition size, aval lable on overnight runs

~~ Interactive time-shared LISP ‘Interpreter and comp|ler, avallable

[ under ORVYL time-sharing subnonltor
On the 368/50 at the Medical School's ACME Conputer Fac! |I1tys the
following Is avallable under t he ACME time-sharing monlt or

[ (non=swappling):

[ 360/LISP (Interpreter and compller)
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Anmpunt of nenory: up to a few hundred thousand bytes In the
daytime operation, varlable dependIng upon our Imnediate
request, Up to 1,8 mijllon bytes of slowspeed core
mnenory avallableatnlaght and at off hours,

2.9 BUDGETARY NOTE CONCERNING COMPUTER TIME

The need to hold the cveral| annual budget constant as We nove to the
next contract period, coupled WIth the need to absorb expendlture
Increases In a Variety of budgetary categories, necess|tated the
budgeting O f reduced conput er time expend|tures from the budgeted
$62€@/ nonth of the present contract to $40B8/ nonth, The possible
adverse Impact of thls reduction can (hopefully) be mitigated by!

a, the use of -some of the NIH grant funds (If our proposal Is
funded) for certaln parts of the WOrk,

b, use of the ArtificlalInte|llgence Project's faclllties for
part of the work,

c,. use of ARPA network facl|l!tles, where feas|b|e and appropriate,

Thus, the fal lback posltlons appear at Present to be adequate,

2.10 BUDGETARY NOTE CONCERNING PERSONNEL

In addition to the people mentioned In the ARPA-supported budget
(Felgenbaum, Lederberg, Buchanan, E&nge|more, and graduate students),
other project sclentlsts are provided by t he Stanford Mss
Spectrometry Laboratory, and the Instrumentation Research Laboratory
of the Genet|cs Departnent, Addl tlonal positions are requested In
the NIH grant application to carry out tasks called for there,
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3.BUDGETY

| Budget s for the Artificial Intel I1gence (A,I1,) and Heurlstle
San Programming (H,P,) proJects aye glven below for the next two flscal

years. It may be noted that the amounts @| located to salaries are the
same for both years, even though Inflation my be expected vo take

— its toll, The budget Wl!I be malntained by permitting attrition to
reduce staff size,

g 3.1 SUMMARY OF BUDGETS FOR CONTINUATION OF SD 183 (Fiscal Year 1972)

BUDGET ITEM i JUL 71 TO 30 JUN 72 TOTAL

Al, HP,

Salaries $467, 526 $ 79,628 $ 547,154

— | ~
Staff Benefits 70, 051 11,931 81,982

- Travel 30, 500 3.700 34, 200

- Capital Equipment 108, 000 - - = 108, 000

L Equipment Rental] 50, 319 5,400 55,719

Conputer Time - = = 46, 081 46, 081
—

{ Equipment Maintenance 40, 000 - = - 40, 000
-

Communications 14, 400 1,500 15,900

-

Publications 14,000 1,600 15, 600

Other Operating Expenses 32,942 1, 800 34, 742

L Indirect Costs 322,262 48, 360 370, 622

—

Tot al s $ 1,150,000 $ 200, 000 $ 1,350,000
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3.2 SUMMARY OF BUDGETS FOR CONTI NUATI ON OF SD-183 (Flscal| Year 1973)

BUDGET [TEM 1 JUL 72 TO 30 JUN 73 TOTAL

AI, HP, |

Salaries $467,526 $ 79,620 $ 547,154

Staff Beneflts 76,908 13,084 89,992

Travel 30,500 3,700 34.200

Capital Equlpment™ 79,855 - = = 79.855

Equipment Rental 56,700 5,400 62.100

Computer Time - = = 44.200 44.200

Equipment Maintenance 40,000 - = = 40,000

Communications 14.400 1,500 15,900

Pub|lcations 14.000 1,600 15,600

Other Operating Expenses 32,942 1,800 34,742

Indirect Costs 337,169 49,088 386,257

Tot als $ 1,150,000 $ 200,000 $ 1,350,000
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3.3 ARTIFICIAL INTELLI GENCE BUDGET

L 1=-JUL=71 1=JUL=-72
TO TO

[ 30=JUN=72 IB=JUN=73
I, TOTAL ARTIFICI AL INTELLI GENCE SALARIES

[ EEEEE EEE EE EEL LE EEE ED EEL Et Ys WARSJA ¢) 467,526
I1, STAFF BENEF!TS=

| 13,9x to 8-31-71 10,831152X to 8-31-72 59.220 11,844
16,7X to 8-31-73 65,064

[ TOTAL STAFF BENEFITS------------- 70,051 76,908

| 111, TRAVEL
6 Forelgn trips,120@8/ea., 7,240

20 Trips east,450/ea, 9,000

[ 5 Professional staff movesto Stanford,19¢0/ea, 9,520
Local travel 4,800

[ TOTAL TRAVEL -~~"~"~"""""-"-""°-°=7=7°7°777-~ 30,500 30,500

| 1v, CAPI TAL EQUI PMENTS=1BM 3336 Disk Packs 5,000

Test Equipment (Arm and

[ canera Instrumentation) 7@,040Col or Equipnent (Camera,
mount, f ||ters) 33,0400

Conputer peripherals

[ | and Test Equipment 79,855
TOTAL CAPITAL EQUIPMENT e=ece-e-=-= 108,070 79,055

| V,. - EQUI PMENT RENTAL
IBM Disk Fl|e and Packs

L (2314, 3330) 50,319
IBM 3330 Disk Flle 56,700

| TOTAL EQUIPMENT RENTAL----------- 50,319 56,700
VI. EQUIPMENT MAINTENANCE ~===a=escvacaccceceeee 40,000 40,000

[ (based on past experience)
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VII, COMMUNI CATIONS emecccacnrnrecccsvreararcacns 14, 400 14, 400

(Tel@phones, dataphones, teletypes)

VIII, PUBLICATIONS COST (Past Experjence)====-- 14,000 14,000

IX, OTHER OPERATING EXPENSES----------------- 32.942 32.942
(e,9, 0fflce Suppl les, Postage, Frelant,
Consuiting, Ut)Itles)

X, I NDI RECT COSTS

59% of salaries to 9-1-71 45,974
46% of modl!fled direct costs

thereafter (direet costs less

capltal equipment) 276,88

TOTAL INDIRECT COSTS----------- 322.262 337,169

TOTAL ARTIFICIAL INTELLIGENCE BUDGET----- $ 1,157,000 1,150,000
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L 3,4 HEURISTIC PROGRAMMNG BUDGET
L I-JUL-7% 1=JUL=72

TO TO

4 SP=JUN=72 I0=JUN=73
XI, TOTAL HEURISTIC PROGRAMMNG SALARIES ---- % 79, 628 79,620

. XII, STAFF BENEFITS~
| 13,9% to 8-31-71 1,845

| 15,2% to 8-31-72 18,886 2.00216,7% to 8=31=73 11,082

TOTAL STAFF BENEFITS===e=eacece-=- [103], 13.084
L XIII, TRAVEL

2 Forelgn trips, $1200, ea, 2,400
2 Trips East, $450, ea, 900

[ local Travel 400
TOTAL TRAVEL -----C---L-TIT------ 3,700 3,700

i XIV, EQUIPMENT RENTAL (WylburTerminals=3623/67)~- 5,400 5,400
\

[ i! COWUTER TIME (IBM 368/767 timg)w—=mmmcecncnn 46,481 44.200
XVI) COMMUNICATIONS(Te|ephones, Uataphones)===== 1,500 1,500

i XVII, PUBLICATIONS---ocucmmmiiomiiiiiiicie 600 1,600
XVIII, OTHER OPERATING EXPENSES------------oooo--- 1,880 1,800

L, XIX, INDIRECT COSTS
59% of salaries to 8=31=71 7,830

3 ’ 46% of modlftledd|lrect costs
thereafter (dlrect costs

: less computer time) 40,530

L TOTAL INDIRECT COSTS------------- 48,360 49.088

1 TOTAL HEURISTIC PROGRAMMNG BUDGET e~eceec-cc«eec-=35200,000 200,000
( XX, TOTAL SD 183 BUDGET me=cecaccnarevcewe-e===31,350,000 1,350,000

-
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4, Cognizant Personnel

L For contractual matters!
| Office of the Research Administrator

L Stanford UnjversityStanford, Callfornia 94305

[ Telephone: (415) 321-2300, ext. 2883
For technical and sclentiflec matters regarding the

| Artificial Intel|ll|gence Project:

L Prof, John MOCarthy
Dpe Arthur Sammel

Mr, Lester Earnest

[ Conputer Sclence Depart nent

[ For technical and sclentiflec matters regarding the
Heurtstie programming project:

[ Prof, Edward FelgenbaumComputer Sclence Departnent
Telephone: (415) 321-2300, ext, 4878

[ Prof, Joshua Lederberg
Genetles Departnent

Telephone: (415) 321-2308, ext, 5052

L For administrative matters, Including questions
relating to the budget or property acquisition?

[ Mr, Lester 0, Earnest
Mr, Norman Briggs

Conputer Sclence Departnent

[ Stanford Unlversi|ty
Stanford, Callfornia 94305

[ Telephone! (415) 321-2388, ext, 4971

.
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APPENDIX A

_ PUBLI CATI ONS

Articles and books by nenmbers of the Stanford Artificial intel|lgence

| Project are |lsted here by year, Only publications fo|jowing the
L individual's afflllatlon with the Project are glven,

( 1963

o 1, J, MCarthy, "A Basls for a Mathematical Theory of Computation,”
In P, Blaffort and Ds, Hershberg (eds,), Conputer Programming

8 and Formal Systens, Nort h- Hol I and, Amsterdam 1963,
2. J, MCarthy, "Towards a Mathematical Theory of Computation," In

Proc, IFIP Congress 62, North-Holland, Amsterdam, 1963’

- 3. J, MCarthy (with S, Bollen, E. Fredkin, and J.C.R, Lick] lider),
"A Time=Shar!ng Debugging System for a Small Computer," In

| Proc, AFIPS Conf, (SJCC), Vol, 23, 1963,
4, J M Carthy (with F, Corbato and M Uaggett), "The Llnking

Segnent Subprogram Language and Linking Loader Programming
L Languages," Comm, ACM, July, 1963,

1965

- i, J, McCarthy, "Problems In the Theory of Computation," in Proc,
IFIP Congress 65, Spartan, Wshlngton, 0,C,, 1965,

|

- 1966

1, A, Hearn, "Computation of Aigebralc Properties of Elementary

C ) Particle Reactlons Using a Digital Conputer," Comm, ACM 9, pp.
573~3577, August, 1966,

| 2. J, MCarthy, "A Formml Description of a Subset of Algal," In T,
— Steele (ed,), For mal Language Description Languages,

North=Ho] land, Ansterdam 1966’

_ 3, Jo M Cart hy, "Information," Sclentific Anerican, Sept ember,
1966 ,

f

i 4, J, MCarthy, "Time=Sharing Conputer Systens," In W Orr f(ed,),
- Conversatliona| Conputers, Wiley, 1966,

5. Dy Reddy, "Segmentat|on Of Speech Sounds," J, Acoust, Sac.
- Amer,» August 1966,



1967

1, S. Brodsky and J, Sullivan, "W=Boson Contrlbutlon to the
Anomai ous Magnetic Moment of the Muon," Phys Rev 156, 1644,
1967,

2, J, Canpbell, "Algebraic Computat|on of Radiative Corrections for
Electron-Proton Scattering," Nuclear Physics, Vo|, Bi, PP.
238«300, 1967,

| 3, E, Feigenbaum, "Information Processing and Mmory," In Proc,
Fifth Berkejey Symposium on Mathematical Statlistlies and

Probabiilty, Vel],4, U,C, Press, Berkeley, 1967,

4, J, Goodman, "Digltal Image Formmtlon from Electronlcaiiy
Detected Holograms,” In Proc, SPIE Seminar on Dlgltal Imaging
Techni ques, Soc, Photo-Optical Instrumentation Engineering,

_Redondo Beach, Callfornlia, 1967,

5, Jo Goodman, "Dig|tal| Image Formatlon from Electronically
Detected Holograms," Applled Physics Letters, August 1967,

6. A, Hearn, "REDUCE, A User-Orlented Interactive System for
Algebralc Simplification, Proc, ACM Symposium on Interactive
Systems for Experinental Appl]jed Mathemat|ecs, August 1967

7 J. Lederberg, "Hamiiton Clpeults Of Convex Trivalent Po|yhedra,"

Amer ican Mathematical Mnthly 74, 522, My 1967,

8, Ja M Carthy, BD. Brian, G, Feldman, and J. Allen, "THOR=-=A
Display Based T|me=Sharing System," AFIPS Conf, Proc.: Vol.
380, (FJCC), Thompson, Washington, D.C., 1967,

9, J, McCarthy, "Computer Controf{ of a Hand and Eye," In Proc,
Third All-Union Conference on Automatic Control (Technical
Cybernetics), Nauka, Mscow, 1967 (Russian),

10, J, M Carthy and J, Palnter, "Correctness of a Compller for
Arlthnetlc Expressions," Amer, Mth, Soc,, Proc, Symposia In
Applied Mth,, Mit h, Aspects of Conputer Science, New York,
1967,

11, D, Reddy, "Phoneme Grouplng for Speech Recognition," J, Aoouat,
Soc, Amer,, My, 1967,

12, D, Reddy, "Pjtch Period Dsterm|natjon of Speech Sounds," Gomm,
ACM June, 1967,

13, D, Reddy, Computer Recognition of Connected Speech," J,Acoust,
Sec, Amer,, August, 1967,

A=2



14, A, Sanuel, "Studies in Machine Learning Using the Gane of
Checkers, II-Recent Progress,"IdM Journal, November, 1967,

L 15, G. Sutherland(with G,W, Evans and G.F., Wllace), Simujation
Using Digltal Computers, Prentlice~Hall, Engelwood C|]ffs, N,J.,

| 1967,
1968

L 1. E, Felgenbaum J, Lederberg and B, Buchanan, "Heurlstjc Dendral|",
Proc, International Conference on System Sclences, University
of Hawaii and IEEE, Unlverslty of Hawaii Press, 1968,

L 2, E., Felgenbaum, vArt|ficlial Inte||lgence! Thenes In the Second
Decade,,, Proc, IFIP Congress, 1968,

L 3. J, Feldman (wlth D. Gries), "Trans lator W it Ing Systems”, Comm,
ACM, February 19¢8,

l 4, J, Feldman (w]lthP, Rovner), "The Leap Language Data Structure,*,
Proc, IFIP Congress, 1968,

[ 5, R, Gruen and W, Welher, "Rapld Program Generation", Proc, DECUSSymposium, Fall 1968,

4 6, A, Hearn, "The Problem of Substitution", Proc, IBM Summer

Institute on Symbol 1c Mathematlcs by Conputer, July 1968,

7. D. Kaplan, "Some Completeness Resu|ts In the Mathematical Theory

L of Computation”, ACM Journal, January 1968,
| 8, J, Lederberg and E, Fel genbaum "Mechanlzation of Inductive

L Inference in Organic Chemistry", In B, Kielnmyntz (ed,),Formal Representation of Human Judgment, John Wley, New York,
1968,

| 9, J, Me Cart hy, "Programs W}th Common Sense” InM. Minsky (ed,),
Semantic Information Processing; MT Press, Cambridge, 1968,

| 10, J, MCarthy, L, Earnest, U, Reddy, and P. Vicens, "A Computer. wlth Hands, Eyes, and Ears,,, Proc, AFIPS Conf, (FJCC), 1968,

| 11, K, Plngie, J, Singer, and W. Wichman, “Computer Control of aMechanlcal Arm through Visual Input", Proc, IFIP Congress 1968,
1968,

| 12, D, Reddy, and Ann Robinson, "Phonene-to-Graphene Translation of
Engl lsh", TEEE Trans, Audio and Electroacoustics, June 1968,

| 13, DO, Reddy, "Computer Transcription of Phonemic Symbols", J,Acoust, Soc, Amer.,, August 1968,



14, D, Reddy, and P, Vicens, "Procedure for Segmentation of
Connected Speech", J, Aud|o Eng, Soc,» October 1968,

15, D, Reddy, "Consonant al Cluster|ng and Connected Speech
Recognition", Prog, Sixth Internatlonal Congress on Acoustics,
Vol, 2, pps G57 to C60, Tokyo, 1968,

16, A, Sllvestrl and J. Goodman, "Dlgltal Reconstruction of
Holographic Images", 1968, NEREM Record, IEEE, Voi.10,pp.
118-119, 1968,

17, L. Tesler, H, Enea, and K, Colby, "A Directed Graph
Representation for Computer Slmulation of Bejllef Systems",
Mth, Blo,2» 1968,

1949

1, J. Beauchanp (w|th H, Von Foerster) (eds,), "Music by Computers",
John Willey, New York, 1969,

2, Jo Becker;, "The Modelling of Simple Analoglc and Inductive
Processes In a Semantie Mnory System’, Proe. Internatlonal
Conf, on Artifliciel Intelligence, Wash|ngton, D,C,, 1969,

2. B, Buchanan and G Sutherland, "Heuristic Dendra!: A Program for
Generating Hypotheses in Organ|e Chem|istry", In BO, Mchle
(ed,), Michine Intell jgence 4, American Eisevier, New York,
1969,

4, By, Buchanan (wlth C Churchman)' "On the Deslgn of Inductive
Systems: . Sone Phl losophlcal Problems", Brltlsh Journal for the
Philosophy of Sclenrce, 28, 1969, pp, 311-323,

3, Ke, Colby, LL, Tesl|er, and H, Enea, "Experiments wlth a Search
Algorithm for the Data Base of a Human Bellef System", Proc.

) International Conference on Artlflclal Intel l]gence,
Wishington, 0,C,, 1969,

6, Ky Colby and D, Smith, "Ujalogues between Humans and Artlflclal
Bel|ef Systems", Proc, International Conference on Artificial

. Intelllgence, Washington, B,C,, 1969,

7, A, Duffleld, A, Robert son’ C, Djerass|, By Buchanan' ©.
Sut herl and, £E, Felgenbaum, and J. Lederberg, "Application of
Artificial Intel llgence for Chem cal Interference II,
Interpretation of Low ReSolutjon Mss Spectra of Ketones", J,

Amer, Chem, Soc,» 91311, My 1969,

8, J, Feldman; G, Feldman, G Falk, G, Grape, J, Peariman, I, Sobel,
and +, Tenenbaums "The Stanford Hand-Eye Pro Ject"» Proc.
Internatl onal Conf, on Artiflcla] Intelligence, WashIngton,
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9. J, Feldman (w|th P, Rovner), "An A|gol=based Associative

Language", Comm, ACM August 1969,

b 192, T, Ito, "Note on a Class of Statistical Recognition Functions",
| IEEE Trans, Conputers, January 1969,

L 11, D.,Kaplan,"Regul|ar Expressions and the Completeness of Programs",
J, Comp, & System SclysVole 30» No. 4, 1969,

| 12, J, Lederberg, "Topology of Organic Mlecules? National Acadeny
of Science, The Mathematical Sciences: a Collection of Essays,
MT Press, Cambridge, 1969,

- 13, J, Lederberg, 6G, Sutherland, 8, Buchanan, E. Felgenbaum, A.
Robertson, A, Dufflelds and CC, Djerassi, "App|lcations of
Artificial Intelligence for Chemical Inference I, The Number

L of Possible Organic Conpounds: Acyclic Structures Contalning GC,
H, 0, and N", J, Amer, Chem, Soc. 91:11, May 1969,

§ 14, £, Mwmnna, "Properties of Programs and the First Order Predicate
Calculus",Jy ACM April 1969,

| 1%, Z, Minna, "The Correctness of Programs”, J,System and Conputer |Sciences, My 1969,

8 16, Zz, Minna and A. Pnuell, "Formallzatlon of Propertles ofRecursively Defined Functions% Proc, ACM Symposium on
Conputing Theory, May 1969,

17, J, MCarthy and P, Hayes: "Some Philosophical Problems from the
o Standpoint of Artiflcial| Inte|l]lgence”, In D, Michie (ed,),

Machine Intelligence 4» American t|sevier, New York, 1969,

L 18, U., Mntanari, "Continuous Skeletons from Digitized Images",
JACM, October 1969,

}

L 19. R, Paul, G, Falk, J, Feldman, "The Computer Representation of
Sinply Descrl bed Scenes", Proc, eND [iiinols Graphics

| Conference, Unlv, lllinols, April 1969,
|

— 20, R, Schank and L, Tes|er, "A Conceptual Parser for Natural
Language", Prog, International Joint Conference on Artlflclal
Intelligence, Wishington, D.C,, 1969,

—

21, Ga Schroi |, A Duff je|d, C, Djerassi, B, Buchanan, G6,
: Sutherland, E, Felgenbaum, and J. Lederberg, "Appl lcations of
L Artificial Intelligence for Chemical Inference lll, Ail phatic

Ethers. Diagnosed by Their LOW Resolution Mss spectra andNMR
Data", J, Amer, Chem, Soc,, 91:26, December 1969,

—

-
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1970

1, J, Alien and D, Luckham, "An Interact|ve Theorem Proving Program
in B, Meitzer and Ds Mchle (eds,), Mchine Intelilgence 5, )
Edi nburgh University Press, 1970,

2,B. Buehanan,G, Sutherland, and E, Felgenbaum, “Rediscovering sone
Problems of Artiflelal Intelligence In the Context of Organle
Chemistry" in B, Meltzer and OD, Mchle (eds), Michine
Intelligence 5, Edlnbursh University Press, 197@,

3, By, Buchanan and T, Headrlck, "Some Speculation about Artificial
Intelligence and Legal Reasoning", Stanford Law Revlew,
November 1970,

4, B, Buchanan? A Duffleidr A, Robert son, "An Appllcatlono f
Artlficlai Intelligence to the Interpretation of Mss Spectra",
in Mss Spectrometry(G,W, MiIne, ed,), Wiley, 1970,

5, A, Buchs, A Duffield, G, Schro|i, C, DJerass], A |,
De|{f ino, B, Buchanan, G, Sutherland, E, Feigenbaum, and J.
Lederberg, "Applications of ArtiflclalIntel|ligence for Chem cal

Inference IV, Saturated Am|jnes Djagnosed by thelr Low Resolution
Miss Spectra and Nuclear Magnetic Resonance Spectra”, J, Aner.
Chem, Soc, 92:23, November 1978,

6, A, Buchs, A De|fino, A Duffile|d, C, Djerassi, By, Buchanan, E.
Felgenbaum, J, Lederberg, "App| |lcatlions of Artificial
Inte|llgence for Chemica| Inference VI. Approach to a General
Met hod of Interpreting Low Resolution Mass Spectra with a
Computer", Helvetica Chemica Acta, 53:6, 1970,

7, Ke Colby,"MInd and Braln Again", A, MCullough Memorla| Vol, of
Mith, Blo,» 1970,

8, E, Feigenbaum chapter in Readiness to Renember, 0D, P, Kimbal|
(ed, )» Gordon and Breach, 1970,

9, Ks Pingie, "Visual Perception by a Conputer", In Automatic
Interpretation and classification of Images, Academic Press, New
York, 1970,

10, J, Lederberg, G, Sutherland, B, Buchanan, E&E, Felgenbaum, "A
Heuristle Program for So|ving a Sclentifio Inference Problem
Summary of Mtlvatlon and [mpi ementatlon”, In M Mesarovic
(ed,), Theoretical Approaches to Non=numerical Problem So|ving,
Sprlinger=-Ver|ag, New York, 1978,

11. D, lLuckham, "Refinement Theorens |n Resolution Theory", Proc,

1968 IRIA Symposium In Automatlc Deduction, Versailles, France,
Springer-Verlag, 1970,
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|

12, D. Luckham (wlth DB, Park and M, Paterson), "On Formallsed
Computer Programs", J, Comp,& System Sci,» Vol, 4, No, 3, June

| 1970 ,
—

13, Z, Minna and J, MCCarthy, "Properties of Programs and Partial

_ Function Logic" In B, Meltzer and DO, Mchle (eds,), MachineIntelligence 5, Edinburgh University Press, 19780,

14 Z. Minna, "The Correctness of Non-Deterministic Programs",

| Artificlal Intelligence Journal, Voi, 1, no, 1, 1970,
15, Z, Minna, "Second-order Mthemntical Theory of  Conputat I on",

1 Proc, ACM Symposium on Theory of Conputing, My 1978,
16, Z, Minna and A, Prue| 1» "Formallzatlon of Properties of

Recursively Deflned Functions", J. ACM, July 1970,

17, U, Montanari, "A Note On Minima] Length Polygonal Approximation
( to a Digitized Contour", Comm ACM January 1978,

h 18, U, Montanarl, "Gn Limit Properties in uUigltization Schemes",
JACM, April 1970,

L 19, M, Somalvico (w|th G, Bracchl), "An Interactive Software System |
for Computer-aided Oesign! An Application to Circult Project”,

g Comm, ACM September 1970,
20. D, Waterman, "Genera|lzatlon Learning Techniques for Automatlng

the Learning of Heurlstles", J. Artiflciai Intelligence, Vol.

L 1, No, 1/2,

§ 1971
1, E, Ashoroft,"Formallzation Of Properties Of Paralle| Programs”,

i Machine Intelligence 6, Edinburgh Unlv, Press, 1971,
2, t, Felgenbaum, B, Buchanan, J. Lederberg, "On Generallty and

Problem Solving: A Case Study using the DENDRAL Program?

| Michine Intelllgence 6, Edinburgh Unlv, Press’ 1971,
| 3,  Y, Shelkh, A Buchs, A Delfino, B, Buchanan, 6, Sutherland, TJ,

| Lederberg, "Appl!lcations of Artlflcial Intelligence for Chem cal
- [Inference V, An Approach to the Computer Generation of Cyclic

Structures, Differentiation Between Al| the PosS|Ible Isonetric
: Ket ones of Conposltlon C6HIBA", Organio Miss Spectrometry (in

Press),
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APPENDIX 8

| THESES
—

Theses that have been published bY t he Stanford Artlficlal
Intelligence Project are |18ted here, Several earned degrees at

- Institutions other than Stanford, @$ noted, Abstracts of recent A

I, Menos are glven in Appendix D0,

L AlM=43, D, Raj Reddy, AN APPROACH TO COMPUTER SPEECH RECOGNITION BY
DI RECT ANALYSIS OF THE SpEECH WAVE, ph,D, Thess In Computer

| Sclence, September 1966,

L AIM 46, S, Persson, SOME SEQUENCE EXTRAPOLATING PROGRAM! A STUDY OF
REPRESENTATION AND MODELING IN INQUIRING SYSTEMS, Ph,D, Thesis

in Computer Sclence, Universlty of Callfornla, Berkeley,
a Septenber 1966,

( AIM 47, Bruce Buchanan, LOGICS OF SCIENTIFIC DISCOVERY, Ph,D, Thesls

L In Philosophy, University of Callfornlia, Berkeley, Decenber
1966, =

AIM 44, James Palnter, SEMANTIC CORRECTNESS OF A COMPILER FOR AN

- ALGOL- LIKE LANGUAGE, Ph.D, Thesls in Conputer Science, Mir ch
1967,

i

L AIM-56, William Wchmn, USE OF OPTICAL FEEDBACK IN THE COMPUTER
CONTROL OFA nNARM, Eng, Thesis in Electr]cal Enginearling,August
1967,

— AIM-38, M, Cal|ero, AN AOAPTIVE COMMAND AND CONTROL SYSTEM UTILIZING
HEURI STI C LEARNING PROCESSES, Ph.D, Thesis in Operation3
Research, December 1967.

|

AIM 60; Donald Kaplan, THE FORMAL THEORETIC ANALYSIS OF STRONG
( EQUIVALENCE FOR ELEMENTAL PROPERTIES, Ph,D, Thesis in Computer

L ) Sclence, July 1968,

Al M 65, Barbara Huber man, A PROGRAM TO PLAY CHESS END GAMES, Ph,D,

L Thesis in Conputer Seclence, August 1968,
AIM 73, Donald Pleper, THE KINEMATICS OF MANIPULATORS UNDER COMPUTER

| CONTROL, Ph,D, Thesis In Mechanlca| Engineering, October 1968,
—

AIM 74, Donald Wterman, MACH NE LEARNING OF HEURISTICS, Ph,D, Thesl!s
In Conputer Sclence, December 1968,

. AIM-83, Roger Schank, A CONCEPTUAL DEPENDENCY REPRESENTATION FOR A
COMPUTER ORIENTED SEMANTICS, Ph,D, Thesis 1n Lingulsties,
University of Texas, Mrch 1969,
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AIM=85, Plerre Vicens, ASPECIS Of SPEECH RECOGNITION By COMPUTER,

Ph,D, Thesls In Computer Sclence, March 1969, |

AIM=92, Vietor OD, Scheinman, DESIGN OF COMPUTER CONTROLLED |
MANI PULATOR, Eng, Thesis In Mechanical Engineering, June 1969,

AIM-96, Claude Cordell| Green, THE APPLICATION Of THEOREM PROVING TO |
QUES TI ON- ANSWERI NG SYSTEMS, Ph,D, Thesis Il n Electrical
tngineering, August 1969,

AIM=98, Janes J, Horning, A STUDY Of GRAMMATICAL INFERENCE, Ph,D,
Thesls In Conputer Sclence, August 1969,

AIM=106, Michae|.E, Kahn, THE NEAR-MNMM TIME CONTROL OF OPEN-LOOP
ARTI CULATED KINEMATIC CHAINS, Ph,D, Thess In Mechanical

Engineering, December 1969,

AlM=121, Irwin Sobel, CAMERA MODELS AND MACHINE PERCEPTION, Ph.D,

Thesis In Electrical Engineering, My 1970,

AIM 130, Mchael DO, Kelly, VI SUAL I DENTIFI CATION OF PEOPLE BY

COMPUTER, Ph,D, Thesis In Computer Science, July 1970,

AIM=132, Gl |bert Fa|k, COMUIER INTERPRETATION OF IMPERFECT LINE DATA |
ASA THREE-DI MENSI ONAL SCENE, Ph,D, Thesls In Electrical

Engineering, August 1978,

AIM=134, Jay Martin Tenenbaum, ACCOMVDDATION IN CUMPUTER VISION,
Ph,D, Thes|s In Electrical Engineering, September 1970,
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AppendixC

[ FILM REPORTS
Prints of the fo|lowling flims are aval|able for short-term (oan to

| interested groups W|thout charge, They may be shown only to groupst hat have pald no admlsslon fee, To make a reservation, write to:

Artificial Intel|lgence Project Secretary
Computer Sclence Departnent

L Stanford Unjverslity
Stanford, Callfornlia 94305

| Alternatlive|y, prints may be purechased at cost (typlecally $30 to $58)
f rom:L Cine=Chrome Laboratories

4075 Transport St,

L Palo Alto, Callfarnia
1, Art Elsenson and Gary Feldman,"E|||sD. Kroptechev and Zeus, hls

Marvel ous Time=Sharing System", 16mm (ack and white with

[ sound, 15 minytes, Mrch 1967,
The advantages of t|me=sharing over standard batch Processing are

| revealed through the good offlces of the Zeus time-sharing system ona POP=1 conputer, Our hero,Ellls, Is saved from a fate worse than
death, Recommended for mature audlences only,

L 2, Gary Feldman, "Butterfinger", 16mm color with sound, 8 minutes,
March 1968,

[ Describes the state of the hand-eye system at the ArtificialIntelligence ProgJeet In the fal! of 1967, The PDP-6 computer getting
visual Information from a television camera and controlling an

| electrical-mechanical arm solves simple tasks Involving stackingbl ocks, The techniques of recognizing the blocks and thelrposlitlions
as wellas controlling the arm are brlefly presented, Rated "G",

| 3, RaJ Reddy, Dave Espar and Art Eisenson, "Hear Here", 16mm color
with sound, 15 minutes, Mrch 1969,

| Describes the state of the speech recognition project as of Spring,196% A discussion of the problems of speech recognition|s followed
by two real tlme demonstrations of the current system The flrst
shows the conputer |earning to recogn|Ze phrases and second shows how
the hand-eye system may be controlled by voice commnds, Commands as
complicated as "Pjcku P the small blockIn the lower |efthand
eorner", are recognized and the tasks are carried out by the conputer

[ controlled arm
4, Gary Feldman and Donald Pelper, "Avoid", 16mm s| lent, color, 5

[ minutes, Mirch 1969,



Reports on a computer program Wpltten by D, Peiper for his Ph,D,
Thess, The problem 1s t 0 nove the computer control led
elsctrical-mechanical arm through a space fllled with one or more
known obstacles, The program uses heuristics for finding a safe
path; the f| Im demonstrates the arm as It moves through various
cluttered environments with fairly good success,
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Appendix 0

[ ARTIFICIAL INTELLIGENCE MEMDS
| These nenos report research results, Abstracts of nenos pubilshed In
{ 1972 and laterare |Isted here, For an earlier |18t going back to 1963,
- see AIM 117,

Interested researchers may obtaln avallable coples upon request to:

L Artiflclal Inte|llgence Project Secretary
Computer Sclenee Departnent
Stanford University

} Stanford, California 94305
- Alternat|vely, they are avallable from

Ciear|nghouse for Federal Sclentl|flc

| and Technlcallnformation
“— springfleld, Virginia 22151

The Clearinghouse charges $35,880 per full size copy and $.,95 for a

| microfiche copy,= 1972

| AIM-108, Michae| D Kelly, EDGE DETECTION IN PICTURES BY COMPUTERUSING PLANNING, January 1970, <28pages

‘This paper describes a program for extracting an accurate outline of
a man's head from a digital picture, The program accepts as Input

| digital, grey scale plctures containing people Standingln front of
various backgrounds, The output of the program Is an ordered| 18% of

3g the points whlch form the outline of the head, The edges ofbackground obJeets and the [Interior details of the head have been
suppressed,

w The Program [|S Successful because of an Improved method for edge
detection which uses heuristic planning, a technique drawn from

| artificial |ntelllgence research in problem Soivling, A brief, edge
a ‘detect lon us Img planning consists of three steps, A new digltai

picture|s prepared from the original} the new plcture Is smaller and
has |e8s detail, Edges of objects are located in the reduced plcture,

| The edges found ln the reduced plcture are used as a plan for finding
edg-es in the orfginalplcture,

( AlM=~109, Roger C, Schank, Lawrence T®Sler, and Syivlia Weber, SPINOZA
L II: CONCEPTUAL CASE-BASED NATURAL LANGUAGE ANALYSIS, January

1970, 107 pages,

This paper presents the theoretical changes that have developed In
L Conceptual Dependency Theory and thelr ramlficationsin computer

analys!s of natural language, The major Items of concern are? t he
| elimination of rejlance on "grammar rules" for parsing with the
- emphasis given to conceptual rule based parsing, the developnent of a

conceptual case system to account for t he power of

L D-1



conceptualizations: the categorization of ACT's based on permissible

conceptual cases and other criteria, These Itemsare developed and
discussed In the context of a more powerful conceptualparser and a
theory of language understanding,

AIM-110, Edward Ashegroft and Zohar Manna, FORMALIZATION OF PROPERTIES
OF PARALLEL PpPRQGRAMS, February 1978, 58 pages,

In thls paper we describe aclass of parallel programs and @glve a
formallzation of certain propert|{es of such prograns |m predicate
cal cul us,

Al t hough our programs are syntactically simple, they do exhibit
Interaction between asynchronous parallel processes, which Is the
essentlal feature we wWlsh to consjlder, The formalization can easily

be extended to more complicated prograns,

Also presented [samethod of simplifying parallel programs, 1.24
constructing simpler equivalent programs, based on the "Independence"
of statenents In them With these simplications our formallzatjon
gives apractical mgthod for proving properties of such prograns,

AIMill, Zohar Manna, S ECOND- ORDER MATHEMATICAL THEORY OF
COMPUTATION, Mirch 1978, 25 pages,

In this work we show that tls Possible toformalizea]| properties
regularly observed In (determnistic and NON= deterministic)
algorithms In second-order predicate calcuius,

Moreover, we show that fop any given algorithm It suffices to know
how to formalize Its "partial correctness" by a second-order formula
In order to formmlize aii other properties by second-order formulas,

This result Is of special Interest since "partial correctness” has
already been formal|lzed In second-order predicate calcuius for many

classes of algorithms,

This paper Will be presented at the ACM Symposium on Theory of
Computing (May 1978),

AIM-112, Frank] In DO, H|If, Kenneth Mirk Colby, David C, Smith, and
| WilliamK. Wittner, MACHINE~MEDIATED INTERVIEWING, Mrch 1978,

27 pages,

A technique of psychiatric Interviewing is described In whlch patient
and Interviewer communi cate by means of remotely located teletypes,
Advantages of non-nonverbal communication in the study of t he
psychiatple Interview and In the development of a computer program
designed to conduct psychlatr]c Interviews are discussed,

Transcripts from representative interviews are reproduced,
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L AIM=113, Kenneth M, Colby, Franklin R, Hi|f, Wijliam A Hall, A MITE
PATIENT'S EXPERIENCE WITH MACHINE-MEDIATED INTERVIEWNG, March

I 1978, 19 pages,
A hospltallzed mute patient participated in seven machine-medlated

| Interviews, excerpts of whlch are presented, After the fifthinterview he began to use spoken |anguage for communication, This
nove | technique is suggested forpatients who are unable to

[ participate In the usual vis=a=vis |[nterview,
AIM=114, A,W, Blermann and J.A, Feldman, UN THE SYNTHESIS OF

FINI TE- STATE ACCEpToRS, Apri{1978, 31 Pages,

L Two algorithms ,re presented for Solving the following problem
Glven a finlte~set S of Str Ings of symbols, find a finite-state
machine whieh wi| accept the strings of S and possibly sone

L additional strings whieh "rasemble" those of §S, The approach used Is
to directly oonstruct the states and transitions of the acceptor
machine from the str ins Information, The algorithms |ncljude a

[ parameter which enaple one to increase the exactness of the resulting
machine’s behav |dr as much as desired by Increas|{ng the number of

| states In the machlne, The properties of the algorithms are

L presented and illustrated with a number of exanples,
The paper 9lves a nethod for ldentifying a finite=state ]anguage from
wm randomly chosen f Inlte subset of the language if the subset Is

L large enough and if a bound |S known on the nunber of states required
to reecognlze the language, Flnally, we dlscuss some of the uses of

the algorithms and their relatlonsh|p tothe problem of grammtical
Inference,

L

AIM=115, Ugo Montanarl, ON THE OPTIMAL DETECTION OF CURVES IN NOISY
PICTURES, March 1970, 35 pages,

L

A technique for recognlzZing systens of |Inesis presented, In which
the heuristlie of the problem Is not embedded In the recognition

L ‘al gorithm but Is expressed In a flgure of merit, A multistage
declslon process |S then able to recognize In the Input plcture the
optimal system of |Ines according to the given figure of merit, Due
to the global approach, greater flexlbijlity and adequacy In the

L particular problem |s achieved, The relation between the structure
of the figure of merlt and the comp|ex|ty of the optimization process
IS then dlscussed, The nethod described Is suitable forparalle]|

| processing because the operations relative to each State can be
computed In parall/e], and the number of stages Is equal to the length
N of the curves (or to J0g2(N)|f an approx|mate methodIs used).

} AIM=116, Kenneth Mark Colby, M.D.» MIND AND BRAIN, AGAIN, Mirch 1970,
10 pages,

L



Classical mlnd=braln questlons appear devlant through the |ens of an
analogy compar lng nental processes with computational] processes.
Problems of reduc|blilty and personaI consciousness are a | so
considered In the llght of thls analogy,

AIM=117, John M Carthy and the Artiflclal Intelligence Project Staff,
E, Felgenbaum, J, l.ederberg "and the Heuristic DENDRAL Project
Staff, PROJECT TECHNICAL REPORT, April 1978, 75 pages,

Current research |S reviewed In artificial intelligence and related

areas, Including representation theory, mathematica| theory O f
computation, models of cognitive processes, speech recognition, and
computer viston,

AIM~118, Ugo Montanarl, HEURISTI CALLY GUIDED SEARCH AND CHROMOSOME

MATCHING, Apri! 1970, 2 O pages,

Heurlstically guided search Is a technique which takes systematlcaiiy
Into account Information from the problem domain for directing the
search, The problem |s to find the shortest path in a wejlghted graph
from a start veftex Va to a goal vertex VZ! for every internediate
vertex, an estlmte Isaval |able of the distance to Vz, Ift his
estimate satisfles a consistency assumption, an algorithm by Hart,
Ni Isson and Raphael is guaranteed to flnd the optimum, looking at the
a priori minimum nunber of vertjees, In thls paper, aversion of the
above algorithm is presented, which IS guaranteed to succeed with the
minimum amount of storage, An application of this technique to the
chromosome matching problem Is then shown, Matching Is the last
stag8 of automatlc chromosone anajysls procedures, and can also Sojve
ambi guities In the class|iflcationstage, Sone pecullarities of this
klnd of data . suggest the use of an heurl|stically gulded scarch
algorithm Instead of the standard Edmonds’ algorlthm, The method
that we obtaln in this way |S proved to explolt the clustering of
chrompsone data! ai |[near~-quadratic dependence from the number of
chromosomes is obtalned for perfectly clustered data. Final l¥» sone
exper |menta| results are glven,

AIM=119, J, Becker, AN INFORMAT]ON=-PROCESSING MODEL OF | NTERMEDI ATE-
LEVEL CoGNITIgN, May 19780, 123 pages,

Theres Is a |arge class of cognitive operations in whlch an organism

adapts Its pravlous experj|ence In order to respond properly to a new
sltuation = for example: the Perceptual recognition of objects and
events, the prediction of the Immedlate future (@,9.!/n tracking a

moving object), and the enployment of sensory-motor"sk || |s", Taken
all together, these highly efflclent processes form a cognitive
subsystem which Is |ntermediate between the |ow=|eve| sensory-notor
operations and the more dellberate processes of high~jeve| "thought",
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L The present report describes a formml Informat|on~process!ng nodel
. of this "]ntermedjate~lLevel" cognitive system The nodel Includes

{ menory Struetures for the storage of experjences and processes for
responding %0 new events on the bas|s of prevl ous experience, In
addition, the proposed system econtal|lns a large nunber of mechanisms

L for making the response-selection Process highly efficient, In splteof the vast amount of stored information that the system must cope
with, These devices Include procedures for heuristically evaluating

{ alternative subprocesses, for guiding the search through mnenory, and

L for reorganizing the Informatien In nemory Into nore efficient
representations,

| AIM=128, K M, Colby, D,C, Smith, COMPUTER AS CATALYST IN THETREATMENT OF NONSPEAKING AUTISTIC CHILDREN, Apr)| 1978, 32
pages,

[ Continued experience With a computer-aided treatment met hod for
nonspeaking autlstie children has denonstrated improvement effect3 on
thirteen out of a Serles of seventeen cases, Justification for this

| conclusion[8 discussed in detail, Adoption of this method by other
research groups 1 s needed for t he future development of

| conputer-aided treatment,

L AIM 1214 lrwln Sobe|, CAMERA MDELS AND MACHINE PERCEPTION, May 19782,
89 pages,

I W have developed a parametric nodel for a computer-controlled
moveable camera on a pan-tilt head, The nodel expresses the
transform relating obJect spaceto |mage space a3 a function of the

I control varlables of the camera, W constructed acallbration systemfor measur|ng the mode| parameters Whilchhas a demonstrated accuracy
nore than adequate for our present needs, We have also Identified
the mmjor source of error Im model neasurenent to be undesired Image

[ notion and have developed neans of measuring and compensating for
some of It and elimnating other parts of It. The system ean neasure
systematic Image distortions If they become the Major accuracy

L Timitatlon, We have shown how to generalize the model to handle
small systematic error3 due to @a8p®ct8 of pan-tilt head geometry not
presently accounted for,

L W -have demonstrated the model's application In stereo viIslon and
have shown how It can be applledas apredictive device In locating

| objects of Interest and centering them In an image,
AIM=122, Roger C, Schank, "SEMANTICS" IN CONCEPTUAL ANALYSIS,

My 1978, 56 pages,

L This paper examines the question of What a semantic theory should
account for, Sone aspect3 of the work of Katz, Fillmore, Lakoff and

[ ChorskyY are dlsScussed, "Semant jo8" is concluded to be t herepresentation problem with respect to conceptual analys!8. The
beginnings of a Solutlon to this problem are presented HIM the light
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of aeve|opments in Conceptual dependency theory,

AIM 123, Bruce G, Buchanan, Thomas Ey Headrick, SOME SPECULATION
ABOUT ARTIFICIAL INTELLIGENCE AND LEGAL REASONING, May 1978,
54 pages,

l.Lega| reasoning is viewed here as& complex problemsolving task to
which the technlques of artificial inte||lgence programming may be
appl led, Some ex|lsting programs are discussed which successfully
attack varlous aspects of the probjem, In this and other ‘task
dommi ns, It remains an open question, to be answered by Intensive
research, whether computers can be programmed to do creative legal
reasoning, Regardless of the answer, it is argued that much will be
galned by the research,

AlM=124, M,M, Astrahan, SPEECH ANALYSIS BY CLUSTERING, OR THE

HYPERPHONEME METHOD, June 1978,» 22 pages,

In this work, measured speech waveform data was used asa basls for
partitioning an utterance 1nto segnent3 and for class|fylng those
segrents, Mathematical class|flcations were used instead of the

traditional phonemes or | Ingulst|c categories, Thi s invol ved
clustering nethods applied to hypersoace points representing periodic

samples of speech waveforms, The cluster centers, or hyperphonenes
(HPs), Were used to classify t he sample polnts by the
nearest-neighbor technique, Speech segnents were formed by grouping
ad Jacent points with the same class|{flcation, A dictionary of 54
different words from a single speaker was processed by this nethod,,
216 utterances, representing four more repetitions by the Same
speaker each of the original 54 words, were Similarly analyzed Into
strings of hyperphonemes and matched against the dictionary by
heuristically developed formulas, 87% Were correctly recognized,
al though almost no attenpt was made to nodify and improve the Initial
net hods and paraneters,

AIM-125, Kenneth M, Colby, Sylvia Weber, and Franklin HIIf,
) ARTIFICIAL PARANOIA, 4uly1978, 35 pages,

A case of artiflcla| paranoia ha3 been synthesizedIn the form of a
conputer nodel, Using the test operations of ateletyped psychlatric
Interview, ci inicians Judge the input-output behavior of the nodel to
be piranoid, Formal val|ldatlon of the model will require expsriments
involving 1indistinguishability tests,

AIM 126, Donald E, Knuth, EXAMPLES OF FORMAL SEMANTICS, July 1978,
34 pages,

A technique of formI definition, based on relations bet ween
ngttr ibutes" associated with nonterminal symbols In a context-free

grammar, is ii |ustrated by several applications to simpje yet typical
probl ens, First we define the basic properties of lanbda expressions,
involving substitution and renaming ©f bound variables, Then a Simple
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) programming 1 anguage 1a defined using several different polnts of
view, The enphasis Is on "declarat|ve" rather than "Imperative"

| forms of deflnltlon,
AIM=127, Zohar Minna and Richard J, Waldinger, TOWARDS AUTOMATIC

! PROGRAM SYNTHESIS, July 1978, 54 pages,
-

An elementary outline of the theorem=proving approacht oO automatic
program synthesis Is aglven, without dwelling on technical detalls,

[ The method|I8 || lustrated by the automatic construction of both
recursive and Iterative programs operating on natural numbers, |I8ts,

| and trees,

L In order to construct a program Satisfying certajnspecifications,a
theorem Induoed by those 8peclflcations Is proved, and the deslred
program|s extracted from the proof, The sane technique Is applied
to transform recursively defined functions Into Iterative programs,

frequently wlth a majorgalin In efflejency,

L It Is emphasized that In order to construct a program WIth loops or
with recursion,™ the principle of mathematical Induction must be

applied, The relation between the version of the Induction PuUl|® used

[ and the form of the program constructed ISexplored In some detall,
AIM=-128, Er|lk J,Sandewa]l, REPRESENTING NATURAL- LANGUAGE

[ I NFORMATION IN pREDI CATE CALCULUS, July 1978, 27 pages,
A set of general conventionS are proposed for representing natural
I anguage Information In many-sorted fIrSt order predicate calculus,

| The purpose Is to provide a testing~-ground for existing theorem-
proving programs,

i AIM=-129, Shigeru lgarashl, SEMANTICS Of ALGOL=LIKE STATEMENTS,June 1970, 95 pages,

| The semantics Of elementary Al@ol=|lke statements Is discussed,“ ‘malnly based on an axlomatle nethod,

FlrstiYs, a class of Ajgoli=l|lke statements is Introduced by

[ generalized Inductive deflnltlon, and the Interpretation of thestatements belonging to It |s defined In the form of a function over
this class, using the Inductlon prlnclpl® Induced by the above
deflnltlon, Then a category of Program IS Introduced In order to
elarlfy the concept of eaulivalence of statements, nhich becomesa
speclialoase of Isomorphism In that category,

[ A revised formal Ssystemrepresenting the concept of equivalence of
Algoi=like statements I presented, followed by elementary

] metatheorems,
D7
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Finally, a process of decomposition of Algoi-|lke statements, which
can be regarded as a conceptual compller, or a constructive
description of semantics based on primitive actions, Is defined and

its correctness Is proved formally, by the help of the Induced
inductlon principle,

AIM=130, Michae| D, Kelly, VISUAL IDENTIFICATION OF PEOPLE BY

COMPUTER, July 1978, 238 pages,

This thesls describes a conputer program whloh perforns a ¢oOmp|ex
picture processing task, The task 18 to choose, from a eco]lection of
pictures of people taken by a TV camera, those plectures that depict
the same person, The primary purpose of this research has been
directed toward -the developmentof new techniques for plceture
processing,

In brlef, the program works by finding the location of features such
as eyes, nNnOsSeé,; or shoul ders In the plctures, Individuals ar e

classified by measurements between such features, The Interesting
and dIfflcult part of the work reported In this thesls Is the
detectlon of those features In digital pictures, The nearest
neighbor nethod Is used for |dentificatlion of Individuals once a set
of measurements has been obta|ned,

The success of the program Is due to and Illustrates the heuristic
use of context and structure, A new, widely useful, technique called
planning has been applied to picture processing, Planning Is a term
which is drawn from artiflelal Intelligence research In problem
solving,

The principal positive result of thls research Is the Use of doal=-
directed techniques to successfully locate features In cluttered

glgital pictures, Thls success has been verified by displaying the
results of the feature finding ajgorlthms and comparing these
locations wlth the |ocations obtained by hand from digital printouts
of t he plctures, Successful performance in the task of
Identification of people provides further verification for the
feature finding algor|thms,

AIM=131, Edward A Felgenbaum, Bruce G, Buchanan, Joshua Lederberg,
ON GENERALITY AND PROB EM SOLVING: A CASE STUDY USING THE

~ DENDrAL PROGRAM August 197@,48pages,

Heuristic DENDRAL Is a conputer program Written to solve problems of
Inductive Inference In organle chemistry, This paper wll| use the

design of Heurlstlc DENDRAL and Its performance on dlfferent problems
for a discussion of the following toples:

ly the design for generality}
2, the performance problems attendent upon too

much genera) |ty
3, the coupling of expertise to the general problem Solving
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LL Processes,
4, the symbioticrefiationshlp between general lty and

l expertnnessofprobjem so|ving systems,
W conclude the paper With a view of the design for adeneral problem

| solver that 18 a varlant of the "blg Switch" theory of generallty,
AIM=132, Gilbert Fa|k, COMPUTER INTERPRETATION OF IMPERFECT LINE

| DATA AS A THREE-DI MENSI ONAL SCENE, August 1970, 187 pages,
The mmjor portion of thispaper describes a heuristic scene
description Program, This program accepts as input a scene

[ represented as allne drawing, Based on aset of known obJee¢t nodelsthe program attenpts to determine the Ildentlty and locatlon of each
object Viewed, The most significant feature of the program IS Its

I abli1tY to deal wth Impe,fectinpugdata,
W also present some preliminary results concerning constraints In
projections of planar~faced solids, W show that for a restricted

I class of projects, 4 points located 1n 3=space |n addition toeomplete nonocular Informatlon are Sufficient to specify all the
visible point locations precisely,

| AIM-133, Anthony C, Hearn, REDUCE 2, Octopber 1970, pages,
This manual provides the user wlth a description of the algebralc
programming system REDUCE 2, The capabli |Ities of this system

I Include:
1) Expanslon and ordering of rational functions of polynomials, 2)

I symbolic differentiation of ratjonal functions of polynomials andgener al functions, 3) substitutions and pattern matching In awlde
variety of forms, 4) calculation of the greatest oommn dlvlsor of
two Polynomials, 5)automaticanduser controlledsimp||fication of

I expressions, 6) calculations wil t h symbojlicmatrices,7)a complete
language for symbol lo caleulations, In which the REDUCE program
itself Is written, 8) calculationso f Interest to hlgh energy

| ® physicists Including spln 1/2 and 8pln 1 algebra, 9) tensor
operations,

I AIM 1344 Jay Mrtln Tenenbaum, ACCOMMODATION IN cOMPUTER VISION,September 1970, 452 pages,

We desorlbe an evolving conputer vision system In whleh the
| paraneters of the camera are controlled by the conputer, If Is

distinguished from conventional plcture processing systems by the
tact that sensor accommodation |s automatie and treated as an

L Integra] part of the recognition process,
A machine, |lke a person, comes In contactwith far more visual

Informatlon than |t can process, Furthermore, no physical sensor can
| simultaneously provide |nformatlonaboutthe full range of the

environment, Consequently, both man and maohlne must accommodate
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their SENS ors to emphasize selected characteristics of the
env]jronment,

Accommodation improves the rellabililty and efficiency ©f machine
perception by matching the information provided by the sensor wlth
that required by speclflec perceptual tunctlons, The advantages of
accommodation are denonstrated Inthe context of five key functlons
in computer Vision: acquisition, contour follow ng, verifying the
presence of an expected edge, range=finding, and colar recognition,

We have modeled the Interaction of canera paraneters wth scene
characteristics to determne the conposition of an Image, Using ga
priori knowledge Of the environment, the camera Is tuned to satisfy
the informatlon requirenents of apartlicujar task,

Task performance depends implicitly o n the appropriateness O f
aval table Information, If a funetlon falls to perform as expected,
and If this failure Is attributable to aspecific Imge deflclency,
then the relevant accommodation parameters can be refined,

Thi s schemn for-aytomatIng sensor accommodation can be appl led In %
variety of perceptual dommins,

AIM 135, David Canfjejd Smith, MLISP, October 1978, 99 Pages,

M.ISP Is a hlgh level ||st=process|{ng and symbol- mani pul ation
Jjanguage based on the programming language LISP, MLISP programs are
translated Into LISP programs and then executed or compl|ed, MLISP
exists for two purposes: (1) to facilitate the writing and

understandingof LI SP programs; (2) to remedy certain Inportant
deficlenclesIn the ||st-processing abl |lty of LISP,

AIM=136, George M White, MACHINE LEARNING THROUGH SIGNATURE TREES,
APPLICATION TO HUMAN SPEECH, October 1970, 40 pages,

Slgnature tree "machine learning”, pattern recognition heuristics are
[nvest lgated for the Speclflc problem of conputer recognltlon of
human speech, Wien the data base of @glven utterances Is Insufficient
to establish trends wlth confidence, a large nunber of feature
extractors nust be employed and "regognltion™ of an unknown pattern
made- by comparing Its feature values with those of known patterns,
Wien: the data base is replete, a "slgnature" tree can be constructed
and recognltlon can be achieved by the evaluationof a select few
features, L®arnlng results from Selecting anoptimal minimal set of
features to achleve recognltlon, Properties of signature trees and
the heuristics for this type Of learning are Of primary Interest In
thls exposition,

AIM=137, Donald E, Knuth, AN EMPIRICAL STUDY OF FORTRAN IN USE,
November 1970, 44 pages,
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y A sample of programs, written In Fortran by a wide variety of people
for a wl|de varlety of app |lecatjons,was chosen "at random” In an

| attempt to discover quantitatively "what programmers really do",Statistical results of thls survey are presented here, together wlth

| some of thelr apparent Implications for future work In compljer

| design, The principle conclusion which mgy be drawn |S theImportanceof a program "prof|le”, name|y a table of frequency counts
which record how often each statement |s performed In a typlcal run:
there are strong Indications that prof|le~keeping shoujd become a

L standard practice In al| computer systems, for casual users as wel|
as system programmers, Some new approaches to compller optimization
are also suggested, This paperlis thereport of a three month study

| undertaken by the author and about a dozen students andrepresentatives of the software Industry during the summer of 1978,

AIM=138, E, Ashcroft and #, Manna, THE TRANSLATION OF ‘GO=~TO*

L PROGRAMS TO ‘WHILE’ PROGRAMS, November 1970, 28 pages,

In this paper we show thatecvcry flowchart program can be written

L wlthout ‘go-to’ statements by using ‘whil|e’ statements, The maln
Idea |8 to Introduce new variables to preserve the values of certaln
variables at partijcularpoints In the program; or alternatively, to

| Introduce special boolean variables to keep information about thecourse of the computation, The new programs preserve the ‘topoiogy’
of the orjglinal program, and are of the same order of efficiency, We
‘also Show that thls cannot be done |n general without adding

| variables,
| AIM=139, Zohar Manna, MATHEMATJCAL THEQRY OF PARTIAL CORRECTNESS,

| December 1970, 24 pages,
In this work we show that It |s possible toexpress most properties

. regularly observed inalgor|thmsin terms of ‘partial correctness’(l,8,7 theproperty that the final results of the algorithm, If any,
satisfy some given |[nmput-outputrelation), Thisresult| s o fspecial
interest since ‘partial correctness’ has already been formujiated In

3 ‘nredlicate calculus and |n partial function Jogle for many classes of
algorithms,

. 1971
AIM=140, Roger C. Schank, INTENTION, MEMORY, AND COMPUTER

| UNDERSTANDING, January 1971, 59 pages,
— Procedures are described for discovering the Intention of a speaker

by relating the Conceptua| Dependencerepresentation of the speaker’s

L utterance to thecomputer’s world model Suchthatsimpleimplicationscan be made, These procedures function gtleveis higher than that of
the sentence by allowing for predictions based on context and the
structure of the memory, Computer understanding of natural [anguage

- Is shown to consist of the fol|lowling parts: assigning a conceptua]
representation: oan Input; relating that representation to the
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nenory such asto extract the Intentlonofthe speaker! and seisoting
the correct response type triggered by such an utterance accordingto
the sltuatlon,

AIM~-141, Bruce G6, Buchanan, Edward A, Felgenbaums and Joshua
Lederberg, THE HEURISTIC DENDRA|, PROGRav FOR EXP AINING
EMPIRICAL DATA, February 1971,20pages,

The Heurlstie DENDRAL program uses a hinformationprocessingmodajof
scientific reasoning to explaln experimental data I n organic
chemistry, This report summar|zes the organization and results of
the program for conputer Sclentists, The program Is divided Into

i three mmin parts: planning, structure generation,and evajuatijon,

The ©olanning Phase Infers constralnts on the search space from the
enpirical data Input to the system The structure generation phase
searches a tree whose termin!l are nodels of chemical nodels using
pruning heuristics of varlous kinds, The evaluation phase tests the
candidate structures agalnst the original data. Results of the
program’s analyses of sone test data are discussed,

AIM=142, Roblin Milner, AN ALGEBRAIC DEFINITION OF SIMILATION BETWEEN

PROGRAMS, Fabruary 1971, 21 pages,

A simulation relation between programs Is defined whlch Is
quasi=ordering, Mitual slmmiatlon is then an equivalence relation,

and by dividing out by It we abstract from a program such detalls as
how the sequencing is controlled and how data ls represented The
equivalence classes are approximations to the al gorithms wh leh are
real Zed, or expressed, by thelr nenber prograns,

A techniqueis glven and Illustrated for proving sSimujation and

equivalence of prograns; there Is an analogy with Floyd's technique
for eroving correctness of prograns, Finally, necessary and
sufficient conditions for simulation are given,
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Appendix E

| OPERATING NOTES
Stanford ArtlfliclalIntel|igence Laboratory Operating Notes (SAILONS)

| describe the operation of computer programs and equipment and areIntended for project use, This annotated |Ist omits obsolete notes,

The laboratory has a dual=processor (DEC PDP-108/PDP-6) tIme~shared

| eomputer with 131 thousand words of core memory backed by a swapping
disk (20 mjlllon bits per second transfer rate) and an JBM 2314 d| sk
file, Online terminals Include 40 display consoles and 15 Teletype

| terminals, Other online equipment Incjudes TV cameras, mechanicalarms, audfo Input and output,

| SAILON=2,1, W, Welher, "Calcomp Plot Routines", September 1968,
SAILON=3,1, B, Baumgart, "How to Vo It and Summaries of Things",

March 1969, An Introductory summary of system features

| (obso|escent),
SAILON=8, S, Russell], "Recent Additions to FORTRAN Library", March

| 1967,
SAILON=9, P, Petit, "Electronic Clock", March |967, Electronic clock

attached to the system glves time |n micro~-seconds, seconds,
minutes, hours, day, month, and year, You have to remember
whet her It's B,C, or A.D,

| SAILON=11, P, Petit, "A Recent Change to the Stanford PDOP=6Hardware", March 1967, The PQP=6 has been changed so that user
programs can do theljrown [/0 to devices numbered 7920 and

| above,
SAILON=21, A, Grayson, "The A~D Converter", June 1967,

| SAILON=21 Addendum 1, E, Panofsky, "A/D Converter Multiplexer Patch
Panel and Channe| Assignments as of 1~9~69", January 1969,

[ SAILON=24, S,Russe| |, "PDOP=6 [1/0 Device Number Summary", August1967,

SAILON=25, SS, Russell, "The Miscellaneous Outputs", August 1967,

[ Gives blt assignments for output to hydraullec arm and TV camera
pos|tjoning,

[ SAILON=26,2, P, Petit, "FAIL", Apr|l 1972, Describes one=passassembler that !s about five times as fast as MACRO and has a
more powerful macro processor,
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SAILON~28,3, L, Quam, "Stanford LISP 1,6 Mmnual", September 1969
Describes the LISP Interpreter and compiler, the editorALVINE,
and other aspects of thls venerated |ist processing system,

SAILON=29, Ww, Welher, "Preliminary Description of the Dlspjay

Processor", August 1967, 111 display system from the
programmer’s vlewpoint,

SAILON=3|, J, Sauter, "Disc Diagnostic", October 1967, A program to
test the LIibrascops Disk and |tsinterface,

SAILON=35,2, K, Pingle, "Hand~tye Library File", April 1970,

SAILON=36, G, Feldman, "Fourler Transform Subroutine”, June 1968,

FORTRAN subroutine performs one~dimensional Fast Fourier
Transform

SAILON-37, S, Russell and L. Earnest, "A,l, Laboratory Users Guide",
June 1968, Orientation and administrative procedures, )

SAILON=37, Supplement 1, J, MCarthy, "A,l+ Laboratory Users Guide",
June 1968, Harde|ine administration,

SAILON-38, P, Vicens: "New Speech Hardware", August 1968,
Preprocessor for Input to Speech recognition systems,

SAI LON- 39, J, Sauter and D, Swinehart, "SAVE", August 1968, Program
for saving and restoring a SIng|® user's dlsk flies on mnmgnetic
tape,

SAILON=41, LL, . Quam, "SMLE at LISP", September 1968, A package of |
usefu| LISP functions,

SAI LON-42, G, Falk, "Vldlcon Noise Masurenents", Sept enber 1968,
Measurements of spatial and tenporal nolse on Cohu vidicon
canera connected to the computer,

SAILON=~43, A Moorep, "DAEMON = (QOlsk Oump and Restore", Sept enber
1968, Puts all or Selected fl|es on magnetic tape, New

version described In SAILON=54,

SAILON=44, A Mporer, "FCROX = MACROX to Fall Converter", September
1968, Converts MACRO programs to FAIL format, with a few
annotated exceptions,

SAJLON=45, A, Hearn, "REDUCE Implementation Gulde", October 1968,

Describes the procedure for assembling REDUCE (a symbolic
computation system) JIn.anyLISpsystem,

SAILON-46, W Welhep, "Loader Input Format", October 1968,
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SAILON=47, and 47 Supplementl, J, Sauter and J, Singer, "Known
Programming Differences Between the PDP=6 and PDP=1@" November

[ 1968,
SAILON=49, A Hearn, "Service Routines for Standard LISP Users",

[ February 1969,
SAILON=582,2, S., Savitzky, "Son of Stopgap", April 1970, A

| ine=number-orlented text editor wlth string search and

[ substitution commnds and hyphen|ess text Justificatlon,
SAILON=52,1, A, Mo rer, "System Bootstrapper’s Manua|", February

3 1969, How to bring back the system from varlous states ofdisarray,

SAILON=53, R, Neely and J, Beauchamp, "Some FORTRAN 1/0 Human]zation
[ Techniques", March 1969, How to live with FORTRAN crockery,

SAILON=54,2, A Moorer, "Stanford A=] Project Monjtor Mnual: Chapter

L | =~ Console Commands", September 1978, How to talk to t he
timesharing system.

[ SAILON=55,2, A, Moorer, "Stanford A=] Project Mon|tor Minual :Chapter II = User Programming", September 19070, Michl ne
language commands to the tImeshar|ng system,

| SAILON=56, T, Panofsky, "Stanford A~l Facl |Ity Manual", Computer
equ|pment features (In preparation),

| SAILON=57, DO, Swinehart and R, Sproulils "SAIL", November 1969,ALGOL=60 compller wlth LEAP constructs and string processing,

[ SAILON=58, P, Pet|t, "RAID", September 1969, Display=orientedmachine language debuggingpackage,

SAILON=59, A Moorer, "MONMON®, October 1969, lets YOU peer Into

| ) the TS monitor,
SAILON=60, L, Earnest, "Documentation Services", February 1970, Text

| preparation by conputer Is often cheaper then typewriters,Facllltles for text preparation and reproduction are discussed,

SAILON=61, R, He|llwell, "COPY', January 1971, A program for moving| filles tram one plac® to another, often with Interesting side
effects,




