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CHAPTER 1

INTRODUCTION AND PRELIMINARIES

1.0 Introduction.

The central problem considered in this paper is the following: Given
an n by n matrix A of complex elements, find those normal matrices
(cailed v~-minimel matrices) of order n which are closest to A in the
gense of a metric defined in terms ¢f a norm v. A related problem is
that of determining the distance dv(A) between A and the subset Z2C
of all normsl matrices of order n. The historical background and precise
definition of these problews are given in Section 1.2. The distance
problem mentioned above was first studied by Mirsky, who offered Conjecture
1.35 as the general solution for all unitarily invariant norme.

After a proof that v-minimal matrices always exist (Section 1.5),
it is shown in Chapter 2 that the property of venminimelity and certain
other quantities are invariant under certain transformations of matric
space. An inequality of Mirsky is eharpened in Chapter 3. A numter of
important necessary conditions for €-minimal matrices (€ derotes the
familiar Euclidean norm) are derived in Chapters 4 and 7. In Chapter 9
it is shown that all eigenvalues of an €-minimal matrix lie in the field
of values F(A) of A; these eigenvalues are shown to be srecial ex-
treme points of F(A) in the case n =2. In the final Chapter 10 an
iterative computational procedure for finding d_(A) or an €-minimal

matrix is proposed, but ite convergence is not proved.



Probably the most important results of the paper are the following:
1) A characterization of any e-minimal matrix in terms of the Maximum

Problem 5.11 (Thecrem 5.13).
2) A determination of all ¢-minimal matrices of order 2 (Theorem 6.2W).
3) Mirsky's Conjecture 1.35 is shown to be true for v=¢ and n = 2

(‘heorem 6.80), talse for ve ¢ and n >3 (Theorem 8.5) and false for

n>2 and v = v (2<p< ), where v is defined by (1.15) (Theorem 8.9).
[Note: The fact that Mirsky's conjecture is false for v=¢ and n >3
was first proved by P. J. Eberlein.]

All results stated herein which are not specifically labeled as known

or for vhich no reference is given are believel to be new.



1.1 Notation and Preliminary Definitions.

Let R and C denote respectively the real ind complex i-umber
fields and let 772“ denote the algebra of all n by n matrices over g,
vhere n 1s a positive integer. If X € /777 n ve denote its complex con-
Jjugate transpose by X*. A mutrix X 1is called normal if x*x = xx*; in

* »
particular X 1is called hermitian if X =X, skew-hermjtian if X = -X,

and unitary if X*X =1, where I denotes the identity matrix of the same
order as X. Let 7'Zn, 77/ n’ Z‘n’ and '(On denote respectively the
subsets of all normel, hermit{iun, unitary and diagonal matrices in ?’/n'
(We gshall sometimes omit the subscript n, if the value of n need not be
specified. )

For the meaning of terminology or notation not explicitly defined in
this paper, the reader 1s referred to one of the standard textbooks on the
theory of matrices (e.g., Perlis [21]1).

A real valued function v defined on 777 is called a norm if the con-

ditions

(1.1) v(A) > 0 if A#0 ,
(1.2) v(cA) = |e| v(a) ,
(1.3) v(A + B) < v(a) + v(B)

are satisfied for all A, B € ) and for all ¢ € C. Anorm v is eald

1.

Numbers in square brackets refer to references listed.in the bibliog-
raphy at the end of this paper.



to be unitarily invariant if, in addition to (1.1) - (1.3),
(1.4) v(UA) = v(AU) = v(A)

holds for all A € 7’( and for all U € W{. Moreover, a norm v 1is said

to be multiplicative if, for arbitrery A, B € 777,
(1.5) v(AB) < v(A) v(B)

Unitarily inveriant norms were characterized by von Neumann [19] (see
also Fan and Horfman (9]) as follows. A real-valued function
o(u) = tp(ul,u.z, cee un) defined for all real n-vectors u = (ul,ua,...,un)
is called a symmetric gauge function if it satisfies, for arbitrary real

vectors u, v and real scalars &, the following corditions

(1.6) ou) >0 it ugo ,
1.1 olau) = |a| o(u) ,
(1.8) ®(u + v) < o(u) + o(v) ,

(1.9)  o(w,uy, oee 5 uy) = °(°1“xl’ "2“:2’ cee s unu-n) .

where o, can be either of the signs +1 (1 =1,2, ... , n) and vhere

p |
(‘1’“2’ cee xn) is any permutation of (1,2, ... , n).

1.10 Definition. Let A € 7%7. The nonnegative square roots of the eigen-

values of A’A are called the singular values of A.
Remark. Since the spectrum of AA. coincides with that of A'A, the
singular values of A' are the same as those of A.

b



1.11 Theorem (von Neumann [19]}). A noru v on F]n is unitarily inveriant
if and only if there exists e sMetric gauge function ®, of n reel

variables such that

(1.12) v(A) = °v(a1’a2’ cee an) for all A € 7)?“

where °‘1'°2’ cee an are the singular values of A.

As examples of symmetric gauge functions we may cite
n P 1/p
(1.13) ¢p(ul, cer s un) = (igl |u1| ) for 1<p<= .
As p -, the function in (1.13) converges to

(1.14) q:m(ul,ua, oo un) = Max (Iuii) .

i=l,...,n

vhich is aleo a symmetric gauge function. Thus, for 1 <p <=,
(2.15) VP(A) = Qp(al’ see an)

is a unitarily invariant norm, where al y +oe an are the singuler values

of A. The norm v, is known ag the spectral norm of A and is some-

times denoted by the symbol o, 1i.e., o(A) = v (A) for all A € Mn.

For p=2 vp(A) in {1.15) coincides with the familiar Euclidean norm

€(A) defined by

2 L 2
(1.16) €“(A) = 15-1 Iaijl



vhere A = (.i.i) € mn and vhere by Ga(A) we mean [e(A)]a. It can be
shown (see e.g., Faddeev and Faddeeva [7] pp. 105-111) that both o end
€ are miltiplicative ncrms.

It is vell known that »?n is a Banach algebra with respect to the
porm (1.16), that 1is, 7'?“ 1s a Banach space when considered as a linear
space vith norm €, and the multiplication operation (transformation)
(A,B) - AB 1s a continuous mapping from the product space 7’Zn X 7’2n

onto mn. (Cf. Hille and Fhillips [13], p. 22.)

1.17 Definition. Let the eigenvalues of M € 77(n be denoted by

xl(n). xa(n), ces ).n(u) in some order. Then {(M) 1s defined by
a(M) = aieg(r, (M), ... , A (M) .

For any N = (n“) € mn the trace of M 1s defined by

L] a =
(1.18) tr(M) :Igl m,

We note the following well-known properties of the trace functional:

(1.19) tr(AB) = tr(BA) ;

(1.20) tr(GA + B) = a tr(A) + g tr(B) ;
(1.21) tr(') = TFH

(1.22) M) = tr"n) = tr(w’) .

Bere A, B, M are any matrices in 7)( and a, p are any complex numbers.



1.23 Definition. Let M = (mi.J) 27,- The diagonal of M is defined

by
(1.2%) dg(M) = diag(mn, cee s mm) .

Likewise the off-diagonal of M is defined by

(1.25) offdg(M) = M - ag(M) .

1.2 Distance Problems; Mirsky's Conjecture and Bound.

Let A 77, let v be any norm on 777, and let P be any subset

of 7?? By a distance problem we mean the problem of determining the

"distance”

(1.26) Inf , v(A - X)

X ed

between A and J with respect to the norm v. 1In any case in which tkre
infimum (1.26) is attained by a matrix in 4 we may consider the related
minimum problem of finding (at least one matrir and preferably all) matrices

Xo€ J such that

v(l\-)(o)=)c 21“ v(A - X) .

o

Several such problems have been considered and solved in the past. We now

describe some of these results.



1.2] Theorem (Pan and Hoffman [9]). Let A€ 722, let A denote the

subset of all hermitisn matrices in m, and let v denote any unitarily
invariant norm on ”? « Then

(1.28) : éun;'/ WA -X) = vA-2 (A+A)) =5 v(a-4") .

1.29 Theorem (Fan end Hoffman [9]). Let 2¢ dencte the subset of all

unitary matrices in 7’? and let v denote any unitarily invariant norm
on /7. Let A € 7’[ and suppose A = UH wher> H € 7/ is positive

semidefinite and U € Z . Then

(1.30) Min  ¥(A - X) = v(aiag(a, -.. , @) - I) = v(A - U)
X € U
vhere By eoe , @ are the singular vaiues of A.
The next result is apparently new, although its interpretation (see
Amir-Moez and Horn (2] and [9] regarding a well-known analogy between
matrices and complex numbers) and the method of proof are strictly analogous

to ,those associated with Theorem 1.27.

1.31 Theorem. Let A € /77, 1let & dencte the subset of all skew-

hermitian matrices in 777, and let v denote any unitarily invariant

norm on 7’[ Then

@.z) M WA -X) = vA-Ha-a))=EvA+AT) .

Proof. Let 8 be any skew-hermitian matrix. We have



whence

VA -HA-A)) < WA-58) + 3 u(a-8)") .

By Theorem 1.11 and the remark following Definition 1.10,

»*
v((A - 8) ) = v(A - 8); consequently

(1.33) WA - 3(A - &) < v(A - 8)

holds for all S € df. This proves (1.32).

Let k denote an integer such that 1 < k < n. In [15] Mirsky sclved
distance problems for the subsets (X ; Xtiinfn and rank(X) < k] and
(X ; X € 7, and rank(X) = k). As in the mbove results, the formila
for the distance can be put in the same form for all unitarily invariant
norms.

In this paper we shall be primarily interested in distence and extremum
problems assoclated with the subset 721 of all normal matrices in 27C.
Tre distance problem was apparently firet studied by Mirsky [15]). Let A

be any fixed element of 7’?, let v be any norm on 7?71 and define

(1.34) dv(A) = inf v(A - X) .
X € 2

Mirsky was unable to determine dv(A), even for special choices of v,

but he obtained an upper bound for de(A) (see Theorem 1.37 below) and

9



offered the following conjecture for the general solution when v 1is
unitarily invariant.

1.35 Conjecture (Mirsky). Let v denote any unitarily invariant norm on

2, Then

(1.36) a2(a) = 20R(3) - 2 (a(a)))

holds for ell A €77, where do(A) = [ ()17, VB(a) = [W(A)P ena
where 0{.) is defined in Definition  .17.

Note. By (1.9) the right side of (1.36) 1e independent of the order
of the A's in Q(A). The singular values of A are the eigenvalues of

i
the positive semidefinite square root (denoted by (A A)Z) of A'A;
*ad

consequently v(A) = wW(Q((A A)2)). A further interpretation of Mirsky's
conjecture is contained in Chapter 2 where the nonnegativity of the right

side of (1.36) is proved (lemma 2.4).

1.37 Theorem (Mirsky). Let A € 7. We have

@38 W= g Eh-0 HEW - )

1.39 Definition. Let A e?’?n and let v be any norm on mn. A
matrix R € 72n such that

(1.40) v(A - N) = dv(A) = m;z v(A - X)

xen

is called & v-minimizing normsl matrix (for A) or N is said to be

veminimal (for A).
10



1.3 Differentiable Curves in Matric Space.

Let A(t) = (aiJ(t)) be & matrix function of the real variable ¢t
which is defined for - »<a <t < b < ». In the sequel we shall assume
that each of the scalar functions a { J(t) is sufficiently differentiable
throughout its domain of definition. We define the derivative of A(t)
by

da
= 5 At) = ()

(1.41) It

&ls

higher order derivatives are defined in a similar fashion. The exponential

function exp(A) is defined by the power series

(1.42) eA =3I+

thag I

=
ol Ly
>

vhich converges for all A€ 7.

1.43 Lemma. Let A(t), B(t) be any differentiable matrices in 7] and

let C be any constant matrix in 7?]. We have

(1.44) & [(a(t) B(t)) = d—‘d‘{ﬂ B(t) + A(t) %}2 ’
(1.45) % etC - etC . c=c . e® ,
(1.46) L eriae)] - (@A)
(1.47) £ ag(a(t)) = ag(hitd)

11



*
a ,* - dA‘t)
* *
where A (t) = (A(t)] and where dg 1s defined by (1.24).
The proof of Lemma 1.43 will be omitted since each equation is either

very elementary or well known.

1.49 Definition. Let od be any subset of 77{. A matrix function A(t)

whose range is in .J and which is differentiable in some interval -a < t <b

(a < b) 1is called a differentiable curve in J .

For any differentiable curve A(t), the tangent vector to A(t) at
any t, € (a,b) 1s defined to be the matrix (aa(t)/at) . -
o
Let U(t) be an arbitrary differentiable curve in the subset Z{ of
+*
all unitary matrices in 7. Then U (t) U(t) = I and U(t) U (t) =1
are identities in t. Differentiating these identities and using the

rule (1.44) we obtain

(1.50) g;‘_gl u(t) + U*(t) d—g{ﬂ =0 ,
(1.51) ﬂ’-&%’- Ut (t) + U(t) 9"—“?)- -0 .

From either of the last two equations we obtain

(1.52) ) .« - y(e) LEd oe)

1.5 lemma. Let U(t) be any differentiable curve in ({ and let
Bl(t), Sz(t) be given by the equations



au' (¢
(1.54) 5,(t) = - S~ u(e)

»*
dU (t
oy L)

(2.55) 5,(t)

Then Sl(t) and Sa(t) are skew-hermitian for every t € (a,b) and the

teangent vector to U(t) at t, 1s given vy

(1.56) Qgéﬁli = U(to) 8,(t,) = Se(to) U(to) .

t=t0

Proof. Using (1.48) and the definitions of Sl(t) and Sa(t) we see
trom (1.50) snd (1.51) that S,(t) + 5.(t) = 0, S;(t) +8,(t) = 0; 1.e.,
Sl and 82 are skew-hermitian for each value of t. The expression
(1.56) follows immediately from (1.52).

Let S be any skew-hermitian matrix. It is easy tc see that
exp(tS) 1is unitary for all finite velues of the resl variable t. 1In fact,
from the definition of the exponentisl function, [exp(ts)]* = exp(-t§)
and, since tS commtes with -tS, we have

* - -
(eP5)" oS . o~t8 (U5 _ t5-t8 _ o,

Thus, letting U(t) = exp(tS), we see from (1.45) that

au(t) | y(e) 5 = 8 U(L) ;

dt ’

13



consequently any skew-hermitian matrix 8 can occur in place of sl(to)
and 8,(t ) 1n (1.56) (for some differentiable curve U(t) in W)
ard for any value of to. '

1.4 Normal Matrices.

In the next theorem we list several known characterizations of normal

matrices, already defined in Section 1.1,
1.57 Theorem. Let the eigenvalues of N € 77]  be dencted by

).1,).2, ces Ln. Then N 1is normal if and only if any one of the following

propositions is true:
(a) N=H +1K, vhere H, and H, are hermitian and
Byl = B,
(b) N has a complete orthonormal set of eigenvectors.

(¢) (Toeplitz [23])) N 4s unitarily similar to a disgonal matrix:
K=0'mu (vel, p e D) .

(4) (Wintner snd Murnaghan [26] and Williamson [25], see alsc Halmos
(11], pp. 169-170) There is a positive semidefinite hermitian
patrix H and a unitary matrix U such that

(1.58) N =UE =HU .

(e) (Parker (20], p. 522) There exists a unitary matrix U such
%, % %,
that UN+ XN )0 €D and UN-N)U € D,

b L1



+*
(£) (Parker [20], Theorem 1) The eigenvalues of NN are
2 2 2
|x1| s |x2| s ves s |xn| .
(g) (Parker [20], Theorem 2) The eigenvalues of N + N are
SRR PR L VAR D e
1.59 Theorem (Toeplitz [23] and Parker [20]). A triangular matrix in 772
is normal if and only if it is diagonal.
We shall be interested later in utilizing differentiable curves in
72.. One way of constructing such curves is to use Theorem 1.57 (c¢) and
differentiable curves U(t) and D(t) in & and D respectively. Then
*
N(t) = U (t) D(t) U(t) is a differentiable curve in 7. Furthermore ve
can construct differentiable curves in '7? which pase through a given
*
normal matrix N, =U D, U, (Uo€ U, D, € IS) for some value of t
(say t = 0) by merely requiring that U(0) = U, eand D(0) = D . For

curves U(t) in ¥ we shall use the formula

(1.60) u(t) = er“H

where H 1is hermitian. There is no loss of generality in restricting
ourselves to the formula (1.60) since we shall be concerned with evalustions
of the derivative of '(t) at t = O. Note that, as E rune through A/,
iH runs through the set of all skew-hermitian matrices, so, by Lemma 1.53,
all possible tangent vectors to a differentiable curve U(t) in U at
t = O can occur for curves of the type given by (1.60)

We shall have a need later on for the following result concerning

differentiable curves in r@ .

15



1.60 Lemma. If D(t) is any differentisble curve in A, then
ap(t)/at| is in A. Furthermore every A € A can ccour as
=0

ap(t)/at| for some differentiable curve D(t) in A.
t=0

Proof. let D(t) = diag(al(t), cee an(t)). Each of the scalar
functions ai(t) has a scalar derivative so dD(t)/dt is in A tor
every value of t. Let =z, (1 =1, ... , n) be any complex numbers. Then
the derivative of D(t) = t dlag(z,,2,; o+ zn) equals diag(zl,...,zn),
an arbitrery matrix in A, for all t.

1.62 Theorem. Let X, Y€7. Then N =X +Ye 7] if and only if

(1.63) XY -¥x+y -xy=0 .
Proof. Bince X and Y are normsl and have

W -EN=x+)X +Y) -+ )X +Y)
mXX +XY +YC +YY - (XX +XY+YX+ YY)
=Xy -YX+ XX -XY
vhence N 1is normsl if and only if (1.63) holds.
1.64 Corollary. Let  be any fixed complex number. Then XN € 7{ ir
and only if N +zI €7].

Proof. Clearly zI € 7| for all z € C. Setting X =N, Y = 2I wve

£ind that {1.63) is satisfied for all z:
* - -
X -Y¥x+ XY -IN-EN+ 2N -0 =0 .

16



Thus, by Theorem 1.62, N € 7] implies N + zI € 77. The converse

implication ie clear since (N + 2I) - zI = N.

1.65 Theorem. Let X € )'z Then X + tY € 77 for all values of t in
a real interval of positive length if and only if Y € 77 ard (1.63) holds.
Proof. Let N =X + tY. A short computation, using the fact that

t is real and X € 77, ylelde

(1.66) NN -NN=t3(YY -Y¥)+txy -¥Yx+x -x7%) .

A polynomisl of second degree can have at most two zeros unless all of its
coefficients vanish. Thus the assumption that N € 7? for more than two
values of t implies immediately (1.63) and YY - YY =0 fi.e.,

Y € 71. Conversely Y € 77 and (1.63) imply vie (i.66) that X + t¥ € 7

for all real values of t.

1.67 Theorem. Let Pk(x) =21+ Zl;l zixi denote & polynomial of
degree k( >1) in a metrix X € 7)? with arbitrary complex coefficients
z,. Then N € 7] implies Pk(N)€72.

Proof. If N € 7] then by Theorem 1.57 (c) it has a decomposition
N = U*'DU (u eu, D€ 1@) and clearly Ni = U*DiU for all positive
integers 1. Thus P, (N) = U*Pk(D)U, P(D) € A s by Theorem 1.57 (c)

Pk(N) is normal.

1.68 Corollary. Suppose N € 7. Then e 70 for k=2, 3, 4, ... .
Furthermore if N © exists then N°° ¢ 2 for k=1,2,3, ... .

Proof. That N e 7]l for k >2 is obvious from Theorem 1.67. If
N-l exists then, by the Cayley-Hamilton Theorem, N-l is a polynomial in

N whence N1 is normal. Applying Theorem 1.67 again we see that

17



¥k . (F1H%  ig normal for k > 2.
1.69 Theorem. Let A €77{ and let O and P be complex numbers. If
»*
A ds normal then aA + BA € 7T for all a,8; if A 1s not normal,
* .
QA+ PA € 7] if and only ir |a| = |B|

Proof. Setting N =QA + BA' we find that

(1.70) o - NN = (fa]? - |8[2) (A" - a"2) .

The conclusions of the theorem follow immediately from the relation {1.70).
1.71 Corollsry. If A €77 amd q,8 € C with |x]| = |8|, then
Pk(GA * u*) € 7( vhere P, 1is an arbitrary polynomial of degree k with
coefficients in C.

Proof. This is an obvious consequence of Theorems 1.67 and 1.69.
).T2 Theorem. Buppose @ € C(a £0), z € C, and U €U are fixed.

hen each of the transformmtions

(2.73) T,(K) = ,
(1.Th) rz(n) =%+ I ,
(1.75) T, (K) = V"N

defines a one-to-one mapping of 7] onto itself.

Proof. Let N be any normal matrix. Then from Theorem 1.67,
Corollary 1.64, and Theorem 1.57 (c) we see that G™°N, N - zI, and
wu' respectively are in 7. Thus N = T(071N) = T (N-21) = n (uo")
vhieh proves that each of the transformations (1.73), (1.74), and (1.75)

18



is onto. Letting Nl ’ N2 denote any pair of normel matrices, one sees
easily that any one of the equations Ta(lil) = Ta(NR)’ Tz(Nl) = Tz(Nz),
TU(Nl) = TU(Na) implies N, = N,, whence each of the transformations is

one-to-one.

1.9 Existence of v-Minimal Matrices.

The definition of a v-minimal (or v-minimizing normal) matrix has al-
ready been given in Section 1.2 (Definition 1.39). Let v denote any
noria on 7?]. Suppose first that A € 7(. Then there is a unique v-
minimal N_, namely K =A; for if A € 7/ then d (A) =0 and the
infimum in (1.34) is assumed if and only if X = A. Our mwain purpose in
the present section is to show that, for any A € 7’? and any norm Vv,
there exists a v-minimal matrix.

Note. Any two normed linear spaces (over C) of the same finite
dimension are topologically isomorphic (see e.g., [13], p. 13). This
implies that the norm topologies induced in mn -y any two norms are the
same; consequently there is only one norm topology for 77,";! and wve refer
to it as the norm topology of mn'

1,76 Lemma. The set 7?n of all normal matrices (in 77(“) is closed in
the norm topology of 777 .

Proof. Matrix multiplication is continuous in the norm topology
eince it is continuocus with respect to the €-norm topology (cf. Section
1.1). Let N be any matrix in the closure 77 of 7{. Then there is
a sequence [Nil (Nie7z for i=1,2, 3, ...) such that N, »N.
8ince each N, is normal we nave
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Q.77) NN =NN (1 =1,2, «a0) .

By virtue of the continuity of multiplication we may pass to the limit in
(1.77) and obtein NN = N'K, i.e., N is normal. This implies 77 C 27
which proves that 7? is closed.
1.78 Theorem. lLet v be any norm on 7’?n and let A be any fixed
matrix in 7?In. Then there is a v-minimal matrix N_ (for A).

Proof. We assume dv(A) > 0 (see (1.34)) since otherwise the theorem
18 trivial. By the definition of dv(A) s there is a sequence (N,) of
normal matrices such that v(A - Ni) -.dv(A). The subset
K . (X;Xe€ 7'7:1 and dv(A) < vA-X)< 24 (A)} 1s cloeed and bounded,
hence corpact, in 77]”. Clearly there is an index ko 80 that N1 € @
for 1>k . Thus, since @ is compact (and therefore countably compact),
there is a subsequence [Nik) (1k >k, for k=1,2,3, ees) which
converges to a matrix K_€ A. mis ¥ , 18 & point of closure of n

80, by Lemma 1.76, it is normal. PFinally

(1.79) a4 (A) <(A-N)<v(A-F )+vNn -1) ;

2" o

and, since v(A - n‘x) -pdv(A), we have

v(A - ni_k) = dv(A) +3, 2 a,(a)

where bk-.o @3 k -+ w~. Thus, given € > O, there is an index kl such

that the right side of (1.79) 1s less than 4 (A) + € for k> k. Bince
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€ 1is arbitrary we have dv(A) < V(A - No) < dv(A) which completes the
proof of Theorem 1.78.

Theorem 1.78 showes that the distance problem of finding dv(A) is
actually & minimum problem for all v and for all A. This suggests the
possibility of finding dv(A) by determining a v-minimal matrix. We
shall investigate this aspect of the distance problem in subsequent sections
of this paper.

Since 77n is not a convex set (the sum of two normal matrices is
not necessarily normal), we naturally expect that there might exist
matrices A€ 7%&1 fcr which there 1s no unique v-minimal matrix. We shall

ghow, at least for v =€ and n =2, that this 1s the case.
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CHAPTER 2

EQUIVALENCE THEOREMS CONCERNING MIRSKY'S CONJECTURE, v-MINIMAL
MATRICES, AND DISTANCE FORMULAS.

Now that the existence of v-minimal matrices has been established, it
18 of interest to determine what transformations of 7)?n leave the
preperty of minimality invariant. In this section we shell give three
results of this type and we shall also prove three closely parallel results
ccncerning distance formulas resembling Mirsky's formula (1.36). We begin

with an examination of the meaning of Mirsky's conjecture.

2.1 Mirsky's Conjecture.

2.1 Definition. Anorm v on 777 such that

(2.2) v(A) = v(2(a)) forall A € 77
and
(2.3) v(A) > v(n(A)) forell A €77, A ¢77 ,

where 0(A) 1is defined in Definition 1.17, is seaid to have property S.
2.4 Lemma. The Buclidean norm € has property 8. Furthermore, for any
unitarily inveriant norm v, we have

(2.5)  Wa((AMD) = A) 2 WaA)  roran A €77,

with equality holding in (2.5) for a1l A € /27
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Proof. By a well-known theorem of Schur [22] (see e.g., [16], p.

307) every A 677zn is unitarily similar to a triangular matrix:
%
(2.6) VAV = a(A) + M v e W)

where in M only elements above the principal diagonal may be different

from zero. Thus, by (1.16), we have

ez(A) = ea(VAV*) = ea(n(A)) + ez(M)
§0

(2.7) 2(a) - (a(a)) = E(m)

By Theorem 1.59 M = O if and only if A €77 ; hence from (2.7) we see
that € has property S.
In order to prove (2.5) we shall need the following two results.

2.8 Theorem (Fan [8], Theorem ). Let &, >a,> ::->8 >0,

by 2 by > +es>b >0. Then

(2'9) 0(31,821 AR an) _<_ m(bl!bax AR bn)

holds for all symmetric gauge functions ¢ of n real variables if and

only if

|2
1.3

(2.10) a

]
)
IA
[
L
[
(-3
o~
[
IA
=
A
=]
S’
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2.11 Theorem (Weyl [24], p. 409). Let the eigenvalues ).1 and siugular
values Q, of A€ /% Dbe arranged so that [A > A, ]3>0 A [,
@ 20 2 - 2a . Then, for any real exponent & > 0,

k

k
(2.12) 12-:1 I 1% < 12-:1 af (<k<n) .

Since 0(A) 1is diagonal (and therefore normal) ite singular values
are |\ |, ..., |xn| (see Theorem 1.57 (£)). The inequality (2.5) now
follows immediately by combining Theorem 1.11, Theorem 2.8 (here we set
a = Ilil, b, = ai), and Theorem 2.11 (use 8 = 1). If A 4s normal it
is unitarily similar to §(A) whence equality holds in (2.5) for all
Ael],

The question of which unitarily invariant norms v § € have property
8 (i.e., vhich ones satisfy (2.3)) 1s apparently open. We shall presently
shov that the spectral norm o does not have property 8.

2.13 Definition. Let v be any norm on 77]n vhich has property 8.
Then we define

aS(a)

2.14) -
( ? ¥(a) - v2(a(a))

(A) =

v,n

tor A ¢77 .

For any v vith property 8 we eee from the definition of d (A)
and (2.3) that P, n(A) is a well-defined positive quantity so that
2

dv(A) can be expressed in the form

(2.35) @A) = p, (W(FA(A) - F(2(A) for ald A€, A G, .

2h



If we assigned to pv,n(A) some convenient finite value for A € 77n,
then (2.15) would be valid for all A e)rzn. Note that (2.15) has the
same general form as Mirsky's formula (1.36). We now prove the following
characterization of Mireky's conjecture for a particular norm v.

2.16 Theorem. Let Vv be a norm on mn' Mirsky's conjectured formula
(1.36) for d (A) holds for all A€ mn if and only if v has property

S and

(2.17) P, o(4) = 5

for all A €77Z,, A ¢ nn and for n =2, 3, «.. .

Proof. Since nn is closed as a subset of mn’ ve see from
(1.34) that dv(A) is zero when A €27 , 8nd strictly positive when
A ¢ 77,. Thus, if (1.36) holds for all A €77, v has property S
and (2.17) holds. The converse is obvious.

Let the n by n matrix A (n > 3) be given by

B O

(2.18) A= where B =
0 0

o o M
Cc + O
o + 0O

The nonzero singular values of A are 2, V-2— and the nonzero singular
values of Q(A) are 2, 1. From (1.14) and (1.15) we have

o(A) = c(9(A)) = 2 while, by Theorem 1.59, A is not normal. Thus (2.3)
does not hold for v = 0; consequently o fails to have property S

for n > 3. We have proved
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2.19 Theorem. The spectral norm o does not have property S for

n > 3. Mirsky's vunjecture 1.35 1s false for v =g and for n > 3.

In Chapter 8 where we discuss some other counterexamples we shall
prove that Mirsky's conjecture also fails for v =o and n =2, (See
Theorem 8.9).

2.2 Invariance of v-Minimal Matrices.

The content of the next three theorems is, roughly speaking, the
following: v-minimality 1s generally invariant under the transformations
(2.73) - (1.75). The accompanying corcllaries show that uniqueness of a
ve-minimal matrix is also invariant under the same trensformetions.

2.20 Theorem. let v be any normon 7%, and suppose & € C,
@ 4 0. Then N, is v-minimal for Aemn if and only if oN_ s

veminimal for GA. Furthermore
(2.21) d (ca) = laldv(A) .

Proof. By Theorem 1.72 ON runs through 7? as N runs through 77
Consequently v(A - N) assumes its minimum for N = N, if and only if
x| « W(A - N) = v(GA - ofi) assumes its minimm for N = N, If aN,
is v-ninimal for GA ther

av(am) = v(GA - omo) = la] v(A - R) = la] a,(a) .

2,22 Corollary. Let v be any norm on ?’2“ and suppose @ € C,
@ £0. A€ basa unique v-minimal matrix if and only if @A has a

unique v-minimal matrix. p
2



Procf. 1If N° is the unique v-minimal matrix for A and if N., N

1’ 72

are v-minimal for GA, then by Theorem 2.20 N = a"]'N.J = a']'Ne whence
Nl = N2. The converse is proved in a similar manner.

2.23 Theorem. Let v denote any norm on 77? If N, is v-minimal for

A€ /7] then N_ +2I i v-minimal for A +zI for all z € C. Conversely,
if No + 21 1is v-minimal for A + zI for one value of z € C then No

is v-minimal for A. Furthermore, for all 2z € C, we have
(2.24) d (A +z2I) =4, (A) .

Proof. Ouviously

(2.25) v(A - N) = v[(A + 2I) - (N + zI)]

holds for =2ny norm v, for all A, N ¢ »?, and for all 2z € C. By
Theorem 1.72 Tz(N) = N + zI runs through 77 in a one-to-one manner as
N runs through 7( Thus, as N runs through 7?, the left and right
sides of (2.25) assume their minima simultaneocusly. This proves the first
two statements of Theorem 2.23. The relation (2.24) follows immediately
from (2.25) if one assumes that N 1is v-minimal for A.

2.26 Corollary. Let Vv be any norm on 7’? and suppose z € C. Then

A€ 7)? has a unique v-minimal matrix if and only if A + 2zI has a
urilque v=minimal matrix.

Proof. The proof is strictly analogous to that for Corollary 2.22.
2.27_ Theorem. Let v denote any unitarily invariant norm on 77 and

let U €7 by fixed. Then N, is v-minimal for A€ 77{ 1f and only if

a7
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UNU is v-minimal for U"AU. Furthermore

(2.28)  a(UTAU) =4 () .
Proof. Since v is unitarily invariant

(2.29) v(A - N) = v(U*Au - u*mJ)

holds for 211 A, N€ 7] and for all U € 2{ . By Theorem 1.72
TU(N) =UNU runs through 7? in a one-to-one manner as N runs
through 27. Therefore, as N runs through 27, the left and right
sides of (2.29) assume their minime simultaneously. This proves the first
assertion in Theorem 2.27. Equation (2.28) follows from (2.29) if it is
assumed that N is v-minimal for A.
2.30 Coroliary. Let v be sny unitarily invariant norm on 7’( and let
U € U. Then A€ 7)( bhas & unique v-minimal matrix if and only if v au
has a unique v-minimel matrix.

The proof is analogous to that for Corollary 2.22 and is therefore

omitted.

2.3 Invariance of Distance Formulas.

2.3 Definition. A transformation T whose domain space is 77, and

vhose range space is contained in 7?{n is seid to be discriminating if

M) ¢ 77, tor N ¢ 77,
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and

(M) € 7 for M e 2T

We have already seen that, for any norm v with property S, dv(A)

can be represented by the formula
(2.32)  d(a) =p, (W(FA) - F(aA), (ae 7, A ¢ 7T)

where pv,n(A) is defined by (2.14). The question necturaliy arises as

to what happens to pv,n(A) when A 1s subjected to various discriminating
transformations. The next three theorems provide some answere to this
question for the diserimirating transformaticns (1.73) - (1.75).

2.33 Theorem. Let Vv be any norm on 777n which has property S.

Let @ € C,af0 andlet A€M, Af 7). Then

(2.34) P

v,n

(ch) = p, (A) .
Proof. If kl, xz, vee » xn are the eigenvalues of A then

axl, axe, vee akn are the eigervalues of OA; consequently (cf.

Definition 1.17) Q(xA) = aQ(A). Using that fact, (2.32), and (2.21) we

obtain

(o) = fof? a(a)

p, A(8)(V(@a) - v¥(aa(a)))

p, (AGF (@) - Fla@)) .
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The first fa-tor in the last line must be bp n(aA) which proves (2.34).
2
2.35 Theorem. Let € denote the Euclidean norm (1.16) on mn' let

A be any nonnormal matrix in 7)[n and let 2z € C. Then
(2.36) Pon(A +21) =2, (A) .

Proof. Let A, (1 =1,2, ... , n) denote the eigenvalues of

A= (a From (1.16) we have

‘.
157

Caven) =L la B+ 3 |ag, +2f
1§J 4 1§1 11

2 - < 2 - 2
-e(A)+z£a11+zR|u+n|zl ;
i=} =

n n
end, sirnce z M= z ve obtain
1

N ®41? S~
(2.37) ca(A + 2l) = CZ(A) + 1{1 Mot i 'ii + ulzl2 .

Purthersore, since (11 +3g) (1 =1, ... , n) are the eigenvalues of
A+13l,
CZ(Q(A +21)) = ﬁ (l.,_ + z)(xi +3)

(2.38) .
- n -
= ¢2(a(A) + % 1& Ay 42 F. X, +alsf® .



Combining (2.37) and (2.38) we find that
(2.39) E(a) - E(a(a)) = (A + 21) - E(aa + zI)) .

Applying (2.24) in the case v = € and using (2.39) we obtain

di(A +2I) = dE(A) =p n!_A)(ez(l\) - €€(a(a)))

€,

= b (A)(%(a + 21) - <*(a(a + 21)))

The relation (2.36) now follows from the last equation.

2.40 Theorem. Let v 'be any upifarilv invarient norm on 777 which

has property S. Let A be any nonnormal matrix in 7)7“ and let
U € ‘L(n. Then

(2.42) P, n(U*AU) (A) .

=
Py,n

Proof. The esigenvalues of a matrix are invariant under a unitery
*
similarity transformation so Q(U AU) = Q(A). Consequently, since v is

unitarily invariant, we have
(2.%) P(A) - v2(a(a)) = P(u'a) - B(a(u*an))
From (2.28) we have

E(u'a) = &(a) = p, (GAR) - P(ala)))

and, combining this with (2.42) we obtain (2.41).



CHAPTER 3

IMFROVEMENTS OF MIRSKY'S BOUND

3.1 A New Bound.

In this section we ghall obtain an upper bound for d‘z(A) vhich is
sharper than the bound (1.38) obtained by Mirsky. Before doing this we
prove & lemma which sheds some light on Mirsky's result (Theorem 1.37).
This lemma furnishes at least a partiel answer to the question: given
A€ 7)?", vhet normal matrices lie at the distance from A which 1s

glven by Mirsky's bound?

3.1 Definition. For any A 67’4 we define

(er(82)/ Jtx(82) |} 1z tr(a%) § 0

(3.2) n(A) =
(z;2€ C and |z| =1) 1f tr(A?) =0 ;

(3-3) M (A) = (5 (A+nh) 50 € q(A)) .

Note. n(A) 1s a set of complex numbers of unit modulus. If
'r.r(Aa) #0 then n(A) contains a single well-defined number but, if
tr(Aa) =0, 7(A) consists of all complex numbers on the boundary of the
unit disk. An analogous remark applies to the set HO(A).
j.b_Lemma. Let A be any matrix in 777 . Then every matrix in the set
l(o(A) is normal. PFurthermore



(3.5) (A - X) = (2(A) - |tr(A%)]) forall X € M (A) .

Proof. The fact that MO(A)C 7 n follows immediately from Theorem
1.69. Assuming that |n| =1 and using the properties (1.20) and (1.22)

of the trace, we obtain

(A -3 (a+0A)) = § trl(A" - FANA - A")]

(3.6)
= £ (r(a"8) - £0(a"%) - T () + tr(aa’)) .

Using (1.22) agair and (1.21) we see that the last equaticn becomes

(3.7 A-Z(a+a)) =2 ) - (0 er(A) + 7 (A .

It tr(Aa)f 0 and 7 € 1(A) then (3.2) implies 1q tr(Ae) =7 tr(Aa) =
|tr(A2)|, whence (3.7) implies (3.5). If tr(Aa) = 0 then the last term
on the right side of (3.7) vanishes for all 1 € n(A) end the right sides
of both {3.5) and (3.7) reduce to (1/2) ta(A). This proves Lemma 3.L.
Remark. The author believes that the set MO(A) contains all

»*
matrices of the form @A + BA {with |a| = |B|) which satisfy

(A - (0a = ga")] =3 (F(a) - (D)) .

However, no attempt will be made here to prove that assertion.

3.8 Definition. For any A € 777 we define
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((er(8) - (1/n)(tr(a))®)/[tx(A®) - (1/n)(tr(a))2])
(3.9)  ¢(a) = 17 ex(a) 43 (ex(a))?

(252 €C and |z =2} 1r w(a®) =2 (x(A))® ;

(3.20)  M(A) = (3 (A + ¢A") + 5 tr(A - CAT)I 5 § € ¢(A))

Note. The situation with {(A) and M(A) is exactly the same as
that for n(A) and HO(A) (see the note following Definition 3.1). If
tr(a%) # (1/n)(tr(A))2 we use the symbol N(A) to denote the (single)
matrix in M(A). In the ambiguous case tr(Aa) = (:L/n)(t.r(A))2 of (3.9)
we shall use the notation l!e(A) (or N;(A)) to denote the particular
matrix in M(A) which corresponds to the element { = exp(10) of g(A)
(here 6 is real).

3.1l Theorem. Let A€} and let ¢ denote the Euclidean norm (1.16)

on 7’?n. Then every matrix in the set M(A) is normml. Furthermore

n

(312) (-1 =} (Ew) - AL | ) L G,

for a1l X € M(A) .

Proof. The fact that M(A) C 77:1 follovs immedistely from Corollary
1.7, Let

n-A-i‘l&-‘lx .
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Then

2
32 = A2 - 2 tr{A A+ ;tr§A22 I
n 2
n
whence

(3.13) tr(8) = tr(Aa)-% (tr(a))?

A comparison of the definitions of the sets (3.2) and (3.9) reveals that

(3.13) n(B) = ¢(a)
Furthermore
*
A- A+ vk urla- a1 =3 (a-EA ) Lot oA g,
=-21-(B-g3*) -B--al-(3+;1a*) ;
consequently, from (3.5) and (3.il4), we obtain

(3.15)  €lA - (3 (A +¢A) + 3 tr(a - QAD) = 5 (E(8) - [er(F)])

for all ¢ € {(A)

Now
*
E(B) = trl(a” - A 1)(p - 1) 4y,
» 2
(3.16) = tr[A"A - trﬁA) At trr(lA ) a o Ltz

n

- 2(A) . Itrn‘Ana
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Combining (3.13) - (3.16) we obtain (3.12) and this proves Theorem 3.1l1.

An obvious consequence of Thecorem 3.1l 1s

3.17_Theorem. We have, for all A €77?n,

2 2
(318)  a2(A) < (B - L= | 2y - LxO)F

We shall show that the bound (3.18) is sharper than Mirsky's bound

(1.38). We first prove

3.19 Lemma, If A €] then

(3200 ) - LEAE _per?y - @ 20 | sy

If tr(A) = O we have equality in (3.20) and, if tr(A) # O, equality
holds in (3.20) if and only if

(3.21) n_E@ >1

(tr(a))° =

Note. The inequality (3.21) is to be interpreted as follows: it is
satisfied if and only if the left hand side of (3.21) is both real and
greater than or equal to unity.

Proof. The inequality (3.20) and the conditions of equality in it for
the case tr(A) O are an immediate consequence of the triangle inequality
and ite conditions of equality (see e.g., [1] pp. 8-9).

While Lemma 3.19 provides, in a certain sense, a complete answer to
the questions of equality and inequality of the upper bounds in (1.38)

and (3.18), there remain the more interesting questions of vhat relationship
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these bounds have to the actual distance de and to the conjectured
distance (1.36) in the case v = &. We shall discuss the former question
in connection with some countere:xamples in Chapter 8. The next three
results delineate a partial answer to the latter question.

3.22 Lemma. Let Xl,  TIRELEE. kn denote complex numbers. Then

n
| i: xil.s z: lhklz with equality holding if and only if all non-
=1 k=1

zero MA's lie on a single straight line through the origin in the complex
plane.

Proof. By the triangle inequality (see [1], p. 9) the desired
inequality holds with equality holding if and only if the ratio of the

squares of any pair of nonzero A's 1s positive:

(3.23) ( ) . O FO, A F0)

Obviously (3.23) holds if and only if ).k/).J is real so that, if
M =Ty exp(iek) (k =1,2, ... , n) where r,2>0 and 6,  1is the
principal value of arg(kk), exp[i(ek - 93)] = + 1 wheace either
Ok-GJtO(modax) or 6 -6
or Ok = Gj + n.

yE (mod 2x) i.e., either 6, =0

3.24 Corollery. Let A(-:W?n. We have
(3.25) [tr(A%)] < (a(A))

with equality holding if and only if all nonzero eigenvalues of A 1lie on

a single straight line through the origin in the complex plane.
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Proof. Let kl, sen xn denote the eigenvalues of A. Then by

Lemma 3.22

2 S 2 & 2 2
(3.26) ()] = 1L 21 s 3 Iy P = Elata)
k=1 k=l
wvith equality holding as stated in Corollary 3.24. .
3.27 Lemma. Let A€ 7}zn be given. If, for this particular matrix A,
Mirsky's bound in (1.38) is equal to the conjectured distance (1.36)

(‘tith yv= ‘)’ i-e-, ir
(3.28) [er(42)| = E(a(a))
then the bound in (3.18) ia also equal to the conjectured distance, i.e.,

?

2
(29) AL, jera?) - LEAD%) L 20y

and

(3.30)  fa-x) =3 () - E(a(A) for a1 X € MA)

vhere M(A) 1s defined in Definition 3.8. .

Proof. Ry Corollary 3.2k (3.28) holds if and only if the eigenvalues
of A can be written in the form A _=r, exp[i(6 +p )] (x =1,2, ... , n)
vhere r, 20, up[ipk] =41 (k=1,2, oo , n) and 6 1s a real
constant. Thus '

n

2 2 _ 126
(3.31)  tx(a) k}:_'l».k C

ey 126 2

2
r,e =e e s

5
-
w
)

®



2 & 2 ,16 & 2 409 B Ip2
(3.32)  (tr(A))° = (kz--l M) = (e L e ) =e (k; re ).
Clearly
n ipk 2 n o no,
(3.33) (kz=1 re ) < (k; r) <n k};l r .

By Lemma 3.19 and (3.28), (3.29) holds if tr(A) =0. If tr(A) #0,
then at leaet one r, is positive and, from (3.31), (3.32), and (3.33),
we have

2 2
n tr(Aa) - nz Tk > n Zrk

=]
(1‘.r(A))2 (Z . exp(ipk))2 " n Zri

Therefore, if tr(A) # O, (3.21) holds so that equality holds in {3.20).
This proves (3.29). Equation (3.30) then follows immediately from (3.12).
Thie completes the proof of Lemma 3.27.

Remark. The equality (3.29) can hold also in many cases in which
(3.28) is not satisfied; furthermore the bound in (3.18) can 1ie between
the bound in (1.38) and the conjectured distance (1.36) (with v s'e)
as the following examples show. Suppose A 18 of order 4 and has
eigenvalues -1 + 1, -1 +1, -1 +31, and 2 + 6i. Then straightforward

computations show that

2 2
L@ o jera?) - L) 2 Reaqa)) = 16
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vhile
36.7L < ltr(A2)| < 36.72 .

Again, if A 1is of order U4 and has eigenvalues 1, 1, 1, and -i,
then

2 2
Ean)) = b, LERL o) - LA Lo per(a?)) 0 .

We shall show later (Lemma 6.5) that (3.29) and (3.30) hold for all

A& 7y

3.2 Methods for Obtaining Other B.iinds.

Another upper bound for d‘(A) will be obtained in Chapter 5
(Theorem 5.24) in connection with a maximun problem which is closely
related to €-minimal matrices.

We shall now described some problems whose solutions, if they were
known, would give rise to upper bounds for d‘(A).

Let A € 77 . For each natural number k > 1 we define the follow-
ing subsets of Wn:

Kk
(3.38) L, (M) = (23 P NEXCE wihtec Rl=Leg

<

(@=0,1, ... , k)} ,

k *
(3-35)  Zylit) = (51 + T 2(A + A ¥z, € ¢ (@=0,1, .c. , k)]

ko



where in (3.35) we require { € C and |{| = 1. From Theorems 1.67

and 1.69 we obtain
(3.36) L A c n, for A€, ,

(3.37M) L, (as8) ¢ X, (A) foreann [g| =1

Also, obviously,

(3.38) X e X, X L) LK) (k3 e2)
From the Cayley-Hamllton Theorem one may deduce

(3.39) X, (8) ¢ X__ (&), L, (A8) © X (A;t) wvhere A € 77,

k>n

3.40 Problem. Let A e?’(n. Find

0 Mi 2(A - X l1<k<n-1)
(3.4) xefk(A)e( ) (1<kg<n

and find all matrices in xk(A) for which the minimum in (3.41) 18
assumed.

A simpler problem is the following
3.42 Problem. Let A € 7){n and let { be a fixed complex number
satisfying |{| = 1. Find

(3.43) (A - x) (1<k<n-1)

Min
x € X, (A;0)

L



and f£ind all matrices in xk(A;;) for which the minimum in (3.43) is
assumed .

By virtue of (3.36) and (3.37) a solution to eitner of the above
problems would yield an upper bound for de(A).

Remark. The author believes that the set W(A) defined in Definition
3.8 provides s complete solution to Problem 3.40 for k = 1. No attempt

to prove that assertion will be made here.



CHAPTER &

NECESSARY CONDITIONS FOR €-MINIMAL MATRICES

4.1 Primary Results.

In this section we shall derive a number of conditions which a
matrix No must satisfy if it 1s €-minimal. One method which we employ
involves the notion of & differentiable curve N(t) in 7[ If No is

v-minimal for A then, by elementary calculus, we know that

(b1)  Fva-NE)| =0 or £ V(A -Nt))| =0
t=0 t=0

must hold for every differentiable curve N(t) such that N(O) = N,

provided the derivatives indicated in (4.1) exist in an interval containing

t = 0 in ite interior. This brings up the (possibly difficult) question

of how to differentiate an arbitrary (unitarily invariant) norm or some

other function whose minima coincide with those of v(A - N{t)) (such

as v2(A - N(t))). 1In the case where v is the Euclidean norm, the

derivatives of all orders can easily be computed. Indeed, from (1.22),

we have

& €a - 8(8)) = & erl(a - B(E))" (A - ¥(2)))
(4.2)

- a"? tr(A®A + B (2)N(t) - A'R(t) - X (t)A]

Using (1.20) and (1.46), we have
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%

a 2 - R * an(t) . an (t

(5.3)  F A - K(E)) = g tr(N(£IR()) - tr(A "&1‘;‘1 . _d_g_l A .
In the proof of the next theorem we shall need the following three

elementary lemmas. .

L4 Lemas. Let N(t) =U'(t) DU(t) where D 1s any fixed element of

@n and U(t) is any differentiasble curve in Z(n. Then

(4.5) tr(8"(¢)n(t)) = ()

Proof. This follovs iumediately from (1.22) and the unitary
invarience of ¢.
4.6 Lemms. (von Neumsnn (19], p. 290) Let A € 77,. Then tr(AH) =0
forall B € 7, if and only if A = 0.
4.7 Lems. Let A = (a,,) €7%,. Then Re tr(A A) =0 for all
A € A, if ana only 1f

(4.8) a, =0 (1 =2,2, .e. ,n) .

Proof. letting A= dug(al,q,‘,, e an), the sufficiency of (k.8)
1s obvious from

(s.9) Re tr(AA) = Re 121 o8, g Re(ailu) .

Jor the recessity ve set A = “‘8(:11’:22 s see s :m), obtaining
n

Re tr(M) = ¥ |‘u'2 = 0 which implies (4.8).
1=}

bh



4,10 Theorem. Let A € 7?7 and define, for all X € 77? » ‘the operator
Ly(X) by

(4.11) L,(X) = XAY - AX + XA - &X° .

*
it B =U D U, vhere U_ € U =nd D, € @, is €-minimal for

A then
(4.12) L,(N,) =0
and

9%
(h.13) D, = dg(U_AU_)

where the function dg 1is defined by (1.24).
Proof. We first utilize differentiable curves of the form
#*
R(t) = U (t) D, U(t), where U(t) is given by (1.60) and H 4is any

matrix in A/. For every H € * ve have N(O0) =N, eand

.
»

dt (o) dat £=0 1)

*
(e) . WLL) p y(e) + u*(e) D, Wt

o dat ’
an(t)
(b.15) Tt ‘tso = i(FH - HN ) .

Using (4.3), Lemma 4.4, (1.48), and (4.15) we obtain

b5



& E- N(t))lt--c = - tr(A"1(N H - HN) - 1(EN] - N_H)A]

» * * *
(4.16) =1 tr(A Hi -AKNH+HNA - NonA)

* * * *
=1 tr[(NoA -AN +NA- ANO)HI

vhere, in the last step, we used (1.19) twice. According to (L.l) the last
expression in (4.16) must vanish for all H € 7. Therefore, by Lemma

k.6, we obtain

* * % *
(4.17) BA -AN +NA-AN o,

i.e., (4.12) holds.

Next let N(t) = U, D(t)U, where D(t) is a differentisble curve
m A satisfying D(O) » D_. In using (4.1) vith this type of curve
¥(t) we are concerned only with the derivaiive of D(t) (evaluated at
t =0) and not D{t) itself. By lemmm 1.61 we §btlin complete generality
by setting

(.18) o)) .o
t=0

vhere A denotes an arbitrary disgonal matrix. We define LY by
[ ]
'1 - Uo A Uo and note that

an(t -yt 2(t) -t -
(b.29) -‘T“"_'llt-o U —dt u°|t-o Uoh U, = H .



Thus, by (1.44),

(k.20) L eme)Il - NN+ NN
t

=0

and, using (4.3), (4.19), and (4.20), we obtain

a 2 #* * *
o e (A- N(t))|t-° = tr(NN, + NN - AN

*A)
1 - Ny

»* * * * *
tr(AD, +DA -UAUA -A UOAUO)
(4.21)

tr[A*(Do - quU:) + [A*(Do - UOAU:)I*}

% +*
2 Re trla (D, - UOAUO)] .

It follows from (4.1) that (4.21) must vanish for all A € A; conse-
quently, by Lemma 4.7, all diagonal elements of the matrix D, - UOAUZ
vanish, 1.e., (4.13) holds.

Remark. It is instructive to investigate the result of applying
(4.1) in the more general situation in which N(t) = U'(t)n(t)u(t), vhere
U(t) 4s again given by (1.60) and D(t) 4s any differentiable curve in
‘9 such that D(0) = Do' The computations can be summarized as follows:

(h22) S8 L gf(e) 28 yio) o WL pejuce) + ui(e)n(e) U,

an(t _
(4.23) —“‘Lllt-'.o =N +4NH-:V) ,

vhere N, is given by (4.19), and
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(4.24) £ - u(t))lt-O -2 Re tr[l;(Do - y_au})]

%* * * L ]
+1 tr[(NoA -AKN +NA - Auo)n] .

Of course the right side of (4.24) must vanish for all A e»@ and for

a1 H € %A; but, from (4.16) and (4.21), we see that this is implied

by the separate arguments used in the proof of Theorem 4.10. Therefore
nothing new can be obtained by using the more general type of differentiable
curves 1n 77. |

b.25 Theorem. Let A € 7. If N  is ¢-minimal for A then

(4.26) tr(A) = tr(N)) ,
(h2r) | u-u;u =K )] =trl(A-u)"8]=0

Remark. The reader will note from the following proof that both
(4.26) ana (4.27) are consequences of (4.13), as are also the following
equalities which are equivalent with (4.27):

(4.28) () = tr(a’n)) = tr(wia) ,

(4.29) L) = éa-n) - En) - Em) .

Proof. 8ince tr(D ) = tr(N ), (b.26) 1s an 1mmediate consequence
of (h.13). Writing K, = U,DU, as before, ve have



% 9% % %
tr[No(A - no)] = tr[uonououo(a - no)uol

(4.30) . .
= tr[D (U AU, - Do)] .

»*

By (4.13) all diagonal elements of the matrix UAU - D, are zero,
* *

consequently the same holds for the matrix DO(UOAU o =D o) hence

tr(D,(UAU] - D_)] = 0. Thus, from (4.30), ve have
9%
(4.31) tr(N (A - N )] =0

The last equality implies that tr[N:(A - No)] is real; consequently
the rest of (4.27) follows from (1.21).
Remark. Let A, B € 7% . The set 7’In can be considered as a

complex Hilbert space with respect to the inner product

(4.3) (A,B) = tr(aB') .
Comparing (4.32) with (4.27) we see that, if N, 1s ¢-miniml for A,
(4.33) (A-F_,K) =0 ;

that is, llo is orthogonal to A - l!o. This geometrical reformulation of
the necessary condition (4.27) 1s not too surprising. Indeed, if L
is S-minimel, then it must also be ¢-minimal among all members of the

one-dimensional linear subspace (of 7?[“):

J-(X;x-do vhere z € (]

9



vhich is contained in 77n. ,J is precisely the "straight line" through
lo and the null matrix. 8ince no point on J can be cloger to A

than Ro, ve see that No must be the point of intersection of J and
the line through A which i¢ perpendicular to J + This gives
immediately the result (4.33) so we have proved (4.27) a second time with-
out using differentiable curves and calculus. One can also prove (4.27)
directly (without using (4.13)) by using (4.1) and the particular
differentiable curves N(t) = (1 - t)No and N(t) = (1 - 1t)N_ . The
latter proof, which will nqt be worked out in detail here, appears to

be essentially an analytic reformulation of the geometric considerations
Just mentioned.

We shall prove later (Theorem 5.13) that (4.13) and another condition
on uo constitute necessary and sufficient conditions for €-minimelity.
It appears that (L4.13) is a much more stringent condition than (4.12);
however, the latter is much easier to check than (4.13) and this fact
enhances its value. We now describe some conseguences of the neceasary
condition (4.12).
b,3p Theorem. Let A € 77, N € 77]. Then the following statements
are equivalent.

() L,(¥) =0 ;

<%
(v) noA“ +3h € H ;

I
.

(c) (m, -an” + (N -BA)A €H foramy ape

(@) Wy(A-oN) +N(A-pB)€N foray ape R ;

(o) M(a-an)" oW (A - )= (N(A - )" + 0 (A - )"
holds for any 3, v € C provided X € 77.
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Proof. Statement (a) is equivalent to (4.17) and we shall show that
(v), (c), (), and (e) are equivalent to (4.17). First note that (4.17)

can be rewritten in the form
»* * * *
NOA +N°A-AN°+AN° .
* % *
The right side of the last equation obviously equals [non + NOAI wvhich

showa that (b) is equivalent to (4.17). For any real numbers a and B

we note that
* * * * *A * *
NOA -OMONO-ANO-I-BNONO'fNO -ﬁNONO-ANO-fmoNO-O )
* * * »* * * *
NA -QAA -AN +BAA+NA-PAA-AN +QAA =0
o) o o (¢]
are equivalent to (4.17). Clearly the last two equations are equivalent
respectively to

N (A - d )" - (A - BN )N+ N(A - BN ) - (A - NN, =0 ,
(v, - aA)A” - AM(N_ - BA) + (N_ - BA)'A - A(N, - aa)" = O

vhich are equivalent respectively to statements (¢) and (d). 1If we
assume that N o is normal and let 2z and v De any complex numbers,

we obtain from (L4.17)
NA" - 2NN -A'N +INN_+ K. "N - AN + W N =0
o T %o " ) oo * BA - vB N, - AN, + WN N,
L » » *
N (A - zno) - (A - zllo) N, + N (A - wllo) - (A - ""o)“o =0

which is equivalent to {e). This proves Theorem 4.3k,

5



In terms of the operator (4.11) we observe the following rather
obvicus consequences of Theorem L.34. If A, lo € 77, then the following

statements are equivalent to (4.12):

(4.35) LA(’o ~-GA) =0 forany ® € R ,

(%.36) I'A-cmo("o) =0 forany G € R ,

(%.37) I'A-zllo(no) =0 for any z € C provided K € 77.
4.8 Lewms. Let A€ 7% and suppose the operstor L,(X) 1is defired

by (4.11). Then, for all X, Y € 7){. ve have

(k.39) LA(CR) = oL, (X) for all @ € R ,
(4.40) L*(x +Y) = LA(X) + LA(!) .

Proof. Forany @ € C we have

(h.) L,(cx) = a(xa” - A'X) + ax'a - ™)

wvhence (U4.39) holds if & 4is resl. The verification of (L4.LO) 1s equally
simple and need not be given here.

Bemark. Equations {4.39) and (4.40) show that, given any A € 77
(XX € 727 snd L,(X) = 0)

48 & real linesr subspace of 277, i.¢., & linear subspece of /7] over
the £1e14 R of real scalaye.
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The result (4.39) cannot in genersl be extended to all complex scalers
QG &8s the following simple exemple shows- Suppose A ¢ 77 Then from -
(4.11) ana (4.41) ve £1nd that L,(A) = O but L,(1A) = 21(AA" - A"A) £ O
Of course, in certain special situations, (4.39) cen hold for all a € C.
D:amplgs of the latter cen be deduced from the following easily verified

results which ere valid for any A € 7)1“:

(4.42) L‘(zI) =0 forall z € C ;

{5.43) Ly(ca) =0 for all @ € R ;

(b bh) LA(z(A’)k) =0 for al1 z € € and for k=1,2, ... ;
(4.45) L(zA% + 2" +A7A)) =0 forall z € G ;

(4. 46) Ly(oA + 28") = 0 forall a €R, z €C ;

(b.47) Lle(a+ A1 =0 forall z €g with 240 .

.

Rote. The content of the next lemma is that every matrix in the set
M(A) defined in Definition 3.8 satisfies (for any value of n) all of
the necessary conditione given in Theciems 4.10 and 4.25 with the possible
exception of (k4.13).

Remark. While condition (4.13) is apparently the most crucial test
of a candidate for €-minimality of all the necessary conditions derived
g0 far, it cannot be checked unless the normal matrix in question is

first diagonalized by a unitary transformation.

53



448 Yewms, Let A € M, and let M(A} be Gefined as in Definition
3.8. Then the necessary conditions (4.12), (4.26), and [(4.27) are

- satisfied when N, 1s replaced by eny matrix in M(A).

Proof. let

(4. 49) Pi(a) - F(A+A) + 3 tr(A - AT .

The fact that P,(A) satisfies (4.12) for all { € C follows immedistely

b ] . e
from (4.40), (4.42), and (L.46). This implies that every matrix in '
M(A) satisfies (4.12). Purtherwore

tr(P;{A)] = -21- tr(A) + % ¢ tr(a") + % tr(aA - ;4’) = tr(A)

for all { € C hence every matrix in M(A) satisfies (L.26). Let

(5.50) 1 ura- )

B T (/0) (0" - TA), BA) = (1/2)(A 4 04T 4 21), amt
A~ P‘(A) = (1/2)(A - ;A. - 2I). Consequently, for [¢| =1,

F(AYA - B(A)) = § (A7 + TA + ZD)(A - A" - 22)

2
=g A" T2 M- s(AT +TA) +T(A - gA) - eED)



(s.51) & tr(l’E(A)(A -‘r;(nm «3 tr(a?) - gtr(A" ) -z tr(a” +TA)

e Ttr(A-g0) onez, (gl =) .

Using (4.50) in the last term of equation (4.51) we see that the last
twvo terms on the right side of (14.51) cancel. Using (4.50) sgain we find,
tor ¢} =1,

z tr(A” + TA) =% [tr(A) - ¢ tr(a”) 1 [er(a") + T tr(A))
(h52) =2 (e P+ Ter(a)? - g(er(aP - fur(a) P
=L [Fur(a)? - g(ar(a))?)

Combining (4.51) and (4.52) we obtain

(4.53) b t-r[P:(A)(A - B,(A)]

= Ter(h?) - L (x())?) - t(ex(d®) - E (e (0)P)
1r tr(Aa) = (l/n)(tr(‘l\))2 then the right side of (4.53) vanishes for
all { € {(A). On the other hand, if tr(A%) # (1/n)(tr(A))° then vy

(3.9) the right side of (4.53) becomes

ler(82) - 2 (er(n)P] - [ex(A) - 2 (tr(a))P| = 0 .

25



Thus every matrix in M{A) sstisfies (4.27) and this proves Lemms 4. L8,
In the light of Lemns 4.48, 't is natursl to ssk vhether the matrices

in the set M{A) can ever be €-minimal. We shall -n-;ror this question

1n the affirmative in Bection 6.2 belov. R

4.2 Use of Lagrange Multipliers in
Finding Necessary Conditions.

. As vas observed in Section 1.5, the problem of finding & veminimal
ﬁwu can be considered as a problem of minimizing a real velued function
of several complex variables. The minimum mist be taken over normal
-tricei only, so certain constraints on the variables are inevitable.
This point of view suggests that the method of Lagrange multipliers might
be useful in deriving necessary conditions for a v-minimel matrix. Since
the variables and constraints are complex, it first appears that the
initiel computational labor of deriving such conditions would be prohibi- |
tive. However, by using conjugate complex coordinates (see e.g., [18]
Pp. 16-21) and the complex (matrix) differential calculus, the algebraic
manipulations can be made almost inconsequential. In the next two para-
graphs we outline briefly the mathematical basis of the technique: we
ghall use in deriving necessary conditions for €-minimal matrices. The
equations which will be derived appear to be very difficult to solve in
general, primarily because they involve a large number of auxiliary
unknown variables (Lagrange multipliers). As a consequence these
equations are not of immediete value in finding €-minimal matrices.

Nevertheless, the equations themselves and the technique cf deriving
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them seem {nteresting. Furthermore as byproducts we obtain alternative
derivations of the primery necessary conditions {%4.12), (L4.13) and also
additional necessary conditions for €-minimal matrices involving theoreti-
cally interesting interpretations of certain Lagrange multipliers.

let x and y denote a pair of real variables (coordinates).
Pollowing Nehari {18] we define z = x + iy and z = x - iy to he the

corresponding pair of conjugate complex variables (coordinates). We

define formally 4 pair or "partial differential cperators” by the

expressions

(b.54) IR T YRR SR
d 1,9 d

(k.55 5:;_=§(5;*15) ‘

As shown by Nehari, these operations can be carried out, at least for a
wide class of functions of x and y (or equivalently of z and ;),

by treating z and 2z &s independent variables and differentiating by
the usual rules of calculus. As a simple illustration of the method,
suppose g(x,y) = £(z,z) 4s a real valued function for which the
stationary points are desired. The standard methoa of elementary calculus

[
involves solving the simultaneous pair of equations

(4.56) %-0, §§=o;

whereas in the conjugate variablez method one merely works with the

single (complex) equation
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(8.57) | £.o
A -
whieh 18 equivelent to the pair of egustions (k.56), It is obvious how
one may extend this procedure to the problem of finding stationary points
of resl valued functions of 2k real variables vhere k = 2,3, .,. . |
An alternative technique, which is often easier to apply in matrix

problems, is based on the use of differentials. Nehari showed that the
operatora (U.54) and (4.55) behave like genuine partisl derivatives in
tho sense that the differential of a real function g(x,y) = £(s,z) is
given by

: cel 3 a ~
(h».sb)'“ e - ‘u-dt '&'"’g“
Viere ds = @x + 14y snd 4% = dx - 4 dy. In elementary ealculus the
equivalent formulation of {4.56) in terms of differentials is the state-
wont that dg = (3g/2x)ax + (3g/dy)dy vanishes for sll values of the
independent differentials dx and dy. This does not correspond
exactly to the statement that (4.58) vanishes for all dz and 4z
considered az independent differentials. For, from that statement, one
would obtain both Of/dz = 0 and J£/dz = O which would imply (4.56)
tvice since df/Oz = 0 if and only if 3f/dz = 0. It is sufficient to

compute the complex "half differentisl®

(a)_ = (az)_w g{- dz
o
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and say that it must vanish for @1l dz. In the case of functione of
sore than two real variables, this rule for deriving necessary conditions
can be ge;:eruisad as follows.
4,59 Theorem. Lletv z = ('1"'2’ vee s ‘k) denote & vector with complex
componente and suppose #(z,z) ® o(z,,2, <o s 2y 21,22, ave » 'ik)
is a real valued differentiable function of the 2k real variables
XgYg (¥ =1y cov , k) vhere z  =x +iy, (@=1, ..., k). lLet the
half differential (40)_ be defined by |

2

(h.60)  (a0)_(s,7) = WuB) o7, H(eB) o7 .., MeE) 7
. 4 le 312 a‘k

If & has sn extreme value at the point z = (zgo), vee (k)). then
(a¢)_(z_,z ) must vanish for all values of the irdependent differentials
—-'“¢? 0
z
d‘;l’d—%’ LN ’ d:ko
We refrain from giving a proof of Theorem 4.59.

Let A = (.1.1) € mn and N = (nm) € 77(n. We first consider the

straightforvard problem of minimizing ea(N - A) subject to the constraint
(4.61) NR-MW =0 .

Since the matrix NN - s heruﬁtian, the matrix equation (4.61)
amounte to: (1) at most (1/2)n(n - 1) independent complex constraiits
on the nyy (these correspond to all elements of (4.61) which lie on

one side of the diagonal), and (2) at most n independent real constraints

(these correspond to the n (resl) diagonal elements of (4.61)). Thus
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(4.61) involves at wos* nz roal constraints on the ua couplex

Quantities B4 Clesrly then, ve need at most na .redal lLagrenge
multipliers. Nevertheless, it ie convenient in deriving the necessary
conditions to introduce at the heginning 2n2 real lLagrange multipliers,

ons for sach of the real constraints
» * * #
(b.62} Bel(N' R - NN )ul =0 , Im((NX - BN )“] =0

vhere 1<1<n, 1<J<n. The introduction of superflucus Lagrange
muitipliers causes no difficulty since the superfluous ones either drop
out or combine sutomntically vith others to form the maximal number of
independent multipliers. Ve let Li.)’ u“ be real Lagrange smltipliers
which correspond (in that order) to the constraints (4.62). We now define
the scalar quentities

(4.93) LY

gy Mg tiey (<1350

and call the tid complex Legrange multipliers. For later use we also
define the matrix

(4.68) T= ('ru) .

In the classical way of applying the method of Lagrange multipliers

one would cousider the function

(4.65) €°(n - &) + g (.. Bel(N-20"),.) + ., Im[(N'F-20"), 1)
s P13 TUREST 13

60



md differentiate it partislly with respect to the real nrhblei
ae(%), In(nrc) (1 €1, ¢ < n). As was suggested above, this procedure
is unnecnurily complicated and can te greatly simplified and shortened
Uy using complex analysis.

Note that

* L] * * * *
My Re[(N'N - NN )“) * hyy Im({(N'K - NN )1.1] -,aeﬁ'u(n § - NN )1.1’
80 that the eum on the right eide of (4.65) can be written in the form

n »* » » » »
Mi,);-l 113(:: N - NN )1.1] = Re tr{(N K - xm )l

(4.66) =5 (erl(N'F - W )r ) (N - )T )
=1 (8" - )T + 17)]

vhere T 1s given by (4.64). In view of the form of the constraint
equations (4.61) the factor (1/2) in (4.66) can be omitted upon sub-
stitution of (4.66) into (4.65). Thus, writing €>(N - A) =

trl(N - A)’(N - A)], we consider the problem of minimizing the function

’
(4.67)  OK,K) = trl(N - A")(N - A)] + trl(N'N - \WW)H)

vhere H 18 given by

(4.68) H=T+7 .



Equation (4.67) shows that, as far as the Lagrange multipliers (4.63)

ere concerned, it is the matrix H which has a definite meaning (i.e.,
which has to be determined using (4.61)) and not T. Clearly the Lagrange
miltipliers u,, ({ =1, «.. , n) which correspond to nonexistent
constraints in (4.61) have dropped out and the others have combined to

form the n2 "actual Legrange multipliers™:

2 111 (1 = l, cee n) F)

Mgt hyy o Byy - by (l<t1<ygn) .
Differentiating (4.67) we obtain

(a¢) , = tr[aN (K - A) + (aN' N - Nan' )E]
N

(4.69)
= te[(N-A+NE - HN)aN'] .

By Theorem 4.59 @ hes & minimum at the point (matrix) N only if
(a¢) , venisches for all matrices dN'. It is easy to show from von
leumZnn's Lemma 4.6 that (4.69) vanishes for all an’ € mn “4f and
only 1if

N-A+NE~H =0 .

’
If we reurite the last equation and the constraint (4.61) and note that
(4.68) tmplies H € 4/, we obtain the following set of three

simultanecus matrix equations for the unknown matrices N and BEH.

(&.70)  K+KH-HN=A ,

&



(4.71) H=H ,
(4.72) NN-RN =0 .

L. 73 Theorem. Let A € 7% . If KN  1is €-minimal for A then there

exists a matrix H € 7%, such that (4.70), (4.71), and (4.72) are

satisfied when N and H are replaced respectively by No and Ho.
Proof. If N, is €-minimal it minimizes the functional €2(N - a)

and setisfies (4.72). Consequently N, ie a stationary point of

ee(N - A) which implies the existence of complex Lagrange multipliers

T such that No is also a stationary point of (4.67). By the above

13
derivation of equation (L4.70) there exists a hermitian matrix H, such
that No + NOHO - HoNo = A. This pr~ves Theorem &.T3.

Remark. It should be noted that the hermitian matrix H of Lagrange
multipliers need not necessarily be of the form of the most general
hermitian matrix. For example in the cese n =2 the diagonal elements of
the left side of (4.72) differ only in sign (cf. Lemma 6.1 below) so one
additional real Lagrange multiplier can be eliminated, allowing H to

assume the form

A A+ dp

A-ip -kl

where Xl, A, and u are real. It should also be noted, however, that
H may be assumed tc be a general hermitian matrix. There is no harm

in repeating constraints in the method of Lagrange multipliers.

%



8ince at least one solution of the necessary condition described
in Theorem 4.T73 1is €-minimal, it is natural to investigate the problem
of solving the system (4.70) - (4.72). In theory one cculd carry out
the following procedure. Assuming that H 1s hermitian, solve (4.70)

for K as & functionof A and H, {i.e., find

(b.74) N = F(AH) .

Then substitute (4.74) into (4.72) and solve the latter equation for the
hermitian matrix H. Once H was determined it would be eliminated
by substitution into (4.T4) which would yield a normal matrix.

Actually, it is possible to solve the system (4.70) - (4.T72)
formally, although not explicitly, by a method which runs somewhat along
the lines of the procedure outlined in the previous paragraph. Since the
matrix H of Lagrange multipliers is hermitian it can be diagonalized

by a unitary transformation:

*

(4.75) URU" = D v e, De )

vhere D 1s real. By means of (4.75) we replace the unknown hermitian
matrix H by two other matrices, namely an unknown unitary matrix U
and an unknown diagonal matrix D. Now let

(4.76) UNU = M = (mgy) vay" = B = (vy,)

where U 4s the same matrix which occurs in (4.75). By premultiplication
by U end postmultiplication by U we see that the equations (4.70) and

(4.72) are equivalent respectively to
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(4.77) M+MD -DM=3B

and

(4.78) ¥M-m =0 .

Note that N is normal if and only if M 1is normal.

4.79 Definition. Let the matrix (4.75) be given by D = diag(dl,da,...,dn),
let &4, =d‘1 - d, (1<i, <n), and let A= [Aij; 1<1i<j<n).
Then M(A,U,A) is defined to be the matrix

b
(4.80) M(A,0,8) = (y—4—)
l+A4
1J
where B = (biJ) is defined by (L4.T76).

Using the notation of (4.76) and the preceding definition we see
that (4.77) (which can be rewritten in the fcrm M(I + D) - DM = B)
amounts to a set of scalar equations:

mid(l + dJ) -4, m, = bid

or

(4.81) my (1 +dy-0q,) =m 1 +a,) =, (g1, 350 .

If we choose the d,'s in such a vay that 1 +d, - d, =1+ Aid #0

J

for all pairs (41,3)) then we can solve (4.81) for the m From (4.80)

13°
we obtain M = M(A,U,A), a known function of A, U, and A. The set
A 1is determined by D so the matrix (4.90) is actually a function of
A, U, and D. Thus, if we choose U and D 60 as to make the matrix
(4.80) normal then
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o
and

(4.89) (u_sv’ - Ty_,a () = Mn lun” - Ty, a(A))

where the minimum is teken over all U, D such thet TU, A(A) € 7?n
and vhere A and 4, are determined resp2ctively by D and Do as in
Definition 4.79.

In order to examine this problem we note that the transformation
(4.86) is the composition T, - TU‘ where the transformation on the
right is to be carried out first, where T, 1s defined by (1.75), and

where

' m
(h90) (0 = (3=

J) L (M = (mia) € Mn F) Aid f - 1) .

Thus T, .(A) = T,(T .(A)). If 2 4is not normal, then neither is
U,a A U*
B=T *(A); hence the second transformation TA pleys an indispensable
4]
role in achieving the normality of T, A(A). On the other hand, it can
2
be shown by examples thet Ty ,(A) £ 77~ can hold for all A's which
»

arise from real diagonal matrices D. Thus we have gained some insight

into the meaning and roie of the matrix H of Lagrange multipliera:

The possibility that

(4.91) TU,A(A) € 7ln
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for some A depends on the choice of U; the actual realization of
(4.91) depends on the choice of A and not on U. If we translate back
into the coordinate system of the set of equations (4.70) - (4.72), we
can summarize those observations in the following manner.
L.92 Theorem. Let A€ 7%, A £ 7] andlet He Wn. Then the
possibility that (4.70) has a normal solution N (for some choice of
the eigenvalues of H) depends on the eigenyectors of H. The choice
of the eigenvalues (and not the eigenvectors) of H determines wnether
or not (4.70) has a normsl solution K.

Procf. We need only cbserve from (4.75) that the eigenvectors of
H are the columns of U* and that A is determined by the eigenvalues
a, oz B e

Instead of Problem 4.3T7 we may consider the simpler
4.93 Problem. Let A €77, A ¢ ﬂn and define

J(A) = (U;VeW, am Ty,ald) € 77, for some admissible &) .

rMnda U ¢ J(A). Then, for this U, find a Do € &n such that

IU,AO(A) € 7’n

E(ua’ - 5y ) (4) = i Eu” - 5 \(4))
[+

where the minimum is taken over all D such that ’1‘“, A(A) €77, ™
vhere A and Ao are determined respectively by D and Do as in

Definition 4.T9.
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The explicit determination of solutions to either Problem 4.87 or
Problem 4.93 appears to be difficult to carry out for n > 3. The author
has found eolutions to Problem 4.93.for all A € 777, and, on the baeis
of the results in Chapter 6 below, these have all been €-minimal. No
further investigation of Problems 4.87 or 4.93 will be made here except
for the following simple observation.

Lok Lemma. Let U ¢ Z(n and let A = {Ai.j] (1<1, J <n) vhere
8y #-1 forall i and J. Then the transformation Tu, A(A) defined
by (4.86) is a linear iransformation on 7?zn.

Proof. The transformations T, of (1.75) and T, of (4.90) are
both obviously linear. Thus TU, a? being a composition of linear trans-
formations, 1is linear too.

Note. We shall find another application four equation (4.70) in
Chapter T below.

We consider next another approach to the use of Lagrange multipliers.
By Theorem 1.57 (¢) N = U'DU runs through 27 @s U and D run
independently through -Z(n and ADD respectively. Thus we can find

an €-minimal matrix for A by minimizing
*
(4.95) (' - 4) = tr[(U*DU - AV (W DU - A)])

subject to the constraints

(4.96) vu=1 ,
(b.97) pe A .



As in the case of the constraint (4.61) we introduce complex lLagrange
mitipliers Ty corresponding to the (i,J) elements (U*U - I)1J of
the constraint equation (4.96) and write T = (rid) as before. If we
merely keep in mind that D 1e diagonal, we need not introduce any

Lagrange multipliers for the constraint (L4.97). We have
2 Re tr(UUT) = trlU'u(T + TV)] .

Here, as in the previous constrained minimization problem, it is not T
¥*
which has to be determined but the hermitian matrix H =T + T . Therefore

the function we wish to minimize in the method of Lagrenge multipliers
is

(4.98)  o(u,u",D,0") = trl(U'D'U - A")(U"DU - A) + U'UH] .
Differentiating this we obtain

(a0) , , = trlau"D'U(u"DU - A) + (U'D'U - A)au*DU + aum)
v,D

»
+ triv*ap u(u U - A)]

= tr([DU(U L - A) + DU(U'D'U - &) + mlav™)

+ trlapv(Uu - A)") .

By Theorem 4.59 @ has a minimum at the point U*DU only if (a#) * »
v,

*
vanishes for all dU ¢ 772n and dD € AQn. Setting duU = O,

varying ap. in 4Qn’ and using Lemma 4.7 we obtain (4.99) below.
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Setting dAD = O and varying dU we obtain (4.100) below. If we
write down all the relevant constraints with these equations we cbtain
the following complete set of five simultanecus matrix equations for the

unknown matrices U, D, and H.

(4.99) aglu(uou - a)U*] =0 ,

(%.100) pu(u"pu - A) + bu(u'Du - ) + =0 ,
(4.101) vu=1 ,

(4.102) H=H |,

(4.103) offdg(D) =0 .

%*
4,104 Theorem. Let A € . If N =U DU where U € U _ and
n o o o0 o n

D, € Aon is €-minimal for A, then there exists a matrix Hy 6'777;
such that (4.99) through (4.103) are satisfied when U,D, ané H are
replaced by Uo' Do’ and Ho respectively.

Proof. The proof of Theorem 4.104 follows along the same lines as
the proof of Theorem 4,73.

Remark. We can use Theorem 4.104 to derive again the necessary
conditione (k.12) and (4.13). Let N = U DU, be ¢-minimal as in
Theorem 4.104 and let Ho be a hermitian matrix of Lagrange multipliers
which corresponds to it. Then using the conclusion of Theorem 4.104 we
can immediately combine (4.99) and (4.101) to obtain dg(Do - UOAU:) =0

%
which is the same as (4.13). Premultiplying (4.100) by U, and again
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*
using (4.101) we find, upon setting N, =U, DU, that
NN + NN + "A+na
oo t No H =N, K *

The last equation shows clearly that u:p. + NOA* 15 hermitian o, by

Theorem 4.34, we have again derived the necessary condition (4.12).
Still another approach to the use of Lagrange multipliers is

suggested by the representation of normal matrices given by Theorem

1.57 (a). Here we set

(L05) N=H+iK .

By Theorem 1.57, (4.105) runs through 77 as H and K run through
the set of all palrs of commuting hermitian matrices. Thus we try to

minimize ez(ﬂ + 1K - A) subject to the constraints
(4.106) H=H , K=K , end HK=KHi .

We introduce matrices 2, II, and T of complex Lagrange multipliers
vhich correspond respectively to the matrix constraints (4.106). Without

going through the computational deteils we simply give here the results

of the differentiations, which again turn out to be matrix equations:
*

(4.107) H+1K-A+TK -KT+(2-2")=0 ,

(4.108) d(H+1K-A) +HT-T +(-T) =0 .

Here, by analogy with what happened in the previous derivations, it is

not the matrices Z and I which have to be determined but the
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gkew-hermitian matrices § =Z - zf and P=1 - H* insteasd. HNote,
however, that no combinations of elements of T occurs so that every
element of T 1is an "actual Lagrange multiplier". This was to be
expected, since the equation HK = KH involves no duplications.

If we rewrite (4.107) and (4.108), replacing 2 - z end NM-T
by S and P respectively, and write down all the relevant auxiliary
equations we obtain the following set of simultaneous matrix equations

for the five unknown matrices H, K, T, S, and P.

(4.109) H+1K-A+TK -KT+S=0 ,
(4.110) H+K+1A+HT-TH +P=0 ,
(4.111) H=H ,
(4.112) K=K ,
(4.113) HC = KH ,
(4.114) s+8 =0 ,
(4.115) P+PF =0 .

As in the previous constrained minimization problems (cf. Theorems 4.7T3

and 4.104) we can prove

L.116 Theorem. Let A €77),. If N =H + 1K where H, K €A/,
and noxo = xono is €-minima.. for A then there exist matrices TB, So,
‘7?(n such that (4.109) through (U4.115) are satisfied when

H, K, T, S, and P are replaced by Ho, Ko, To’ So’ and P° regpectively.
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CHAPTER 5

CHARACTERIZATION OF €-MINIMAL MATRICES

We begin the present chapter by proving the following simple

- 5.1 Lemma. Let v denote any nora on 77? We have
\

d»(‘A) = inf v(A - U*DU) = inf ( inf_ wv(A - U*DU))
UeW teU pel
= 4inf_ ( inf v(A - U*DU)) .
el velU
Proof. Let '
d' = inf ( 1nf\v(A ~Uw)) ,
ve¥Uned
‘ )
a(U) = inf_ v(A - U*DU) .
~-D €

We ;rnnt to ghow that 4' = dv(A). Ciearly d' <a(U) and
(5.3) a.(4) < a(v)

hold for all U €%/. Taking the‘infiumm over U( on the right side
of (5.3) we obtain dv(A) < a'. Suppose dv(A) < d'; then there is a
pair o‘ matrices U, € U, D € A such that v(A - U: Douo) <d’.
But this implies a(uo) < u'* Vhich contradicts the inequality

a' < a(uo). Thus dv(A)' = d' which proves the second equality in (5.2).

A similar argument will establish the last equality in (5.2).
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By very much the same arguments used in proving Theorem 1.78, it can
be shown that any of the infima over @ in (5.2) are assumed for some
p-€N. Furthermore, since v ,)is continuous and [{ is compact in the
norm topology of /7%, all infima over Z{ are likewice assumed. Thus,
in (5.2), we can replace "inf" by "Min" in every instance. We shall use

this fact in proving
5.4 Theorem. Let A € 77 and let € denote the Euclidean norm (1.16)

on 7’7 Then

(5.5) aS(a) = F(A) - max  ¢*(ag(uar’)) .
U el

Proof. Since € 1is unitarily invariant we have
* »
(5.6) (A - U'nu) = Euar® - 1) .

From Definition 1.23 and (1.16) we can easily deduce the fcllowing

equalities which hold for any M€ 27(:

(5.7) Min . €(M - D) = €2(oftdg(M)) ,

peld

(5-8)  €(M) = 2(orrag(M) + dg(M)) = €2(orzag(M)) + €/ g(M))

where, in (5.7), the minimum is assumed if and only if D = dg(M). Thus,

for every U € U s We have

(5.9) Min . €2(UAU" - D) = €2(UAU" - ag(uau™))
D €.
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whence, using (5.2),

(5200 qQW) = i (o - aguw))

Foting that £2(UAU*) = ee(A) and combining (5.8) and (5.10) we obtain

2(a) = mn_ (B(var”) - Z(agluan®)))
U €U

= Min  [2(A) - ¢ (ag(uav’))]
U e W

2 2 *
€ (a) v Méaxu €“(ag(uav))

vhich proves (5.5).

5:11 Maximum Problem. Let A€ 7% . Find a U € TL such that

(5.12) *(ag(u Av))) = x| & (agluas®)) .

U€n

5.13 Theorem (Characterization Theorem). Let A € 7’[n and let

9%
N, =U DU, where U, e'Z(n and D € /On' Then N 1s €-minimel
for A if and only if U, satisfies (5.12) (1.e., U, solves the

Maximum Prodlem 5.11) and

*
(5.14) D, = ag(U_AU_) .

Proof. Let U  be any unitary matrix vhich satisfies (5.12) amd

let D, be given by (5.14). Then, from (5.5), we huve



dE(A) (a) - ea(dg(UoAU:))

"

2 * 2 *
€ (U Au)) - € (ag(u_au ))

2 *
€ (offdg(UoAUo))

2 * * 2 *
€ (UOAUO - dg(UoAUo)) = € (quu° - Do)

2 * -
(A - v, DOUO) = € (A No)

so that No is €-minimal for A. This proves the sufficiency of the

conditions (5.12) and (5.14). For their necessity we first note from

Theorem 4.10 that the necessity of (5.14) has already been established.

Thus, if No is €-minimal for A, we have

2
(

2 _ - *
de(A) = €(a - No) € (UOAUO Do)

_ 2 * *

=€ (UOAUO - dg(UoAUo))

= &2 *

= € (offdg(UoAUo))

_ 2 * 2 *
=€ (UOAUO) - € (dg(UoAUo))

= ¢%(a) - *(ag(uaul)) .

Comparing the last equation with (5.5) we see that U° satisfies (5.12).
This completes the proof of Theorem 5.13.

An immediate corcllary of Theorem 5.13 is the following result which
indicates the importance of the Maximum Problem 5.11 in so far as

€-minimal matrices are concerned.



5.15 Thecrem. Let Uo be a solution of the Maximum Problem 5.11. Then

% *
(5.16) tJ0 dg(UoAUO)Uo

is €-minimal for A.

Let u and v denote complex column n-vectors. The (Euclidean)

inner product of u and v 1s defined by
*
(u,v) =vu

where v’ denotes the conjugate transpogse of v. We call u and v

orthogonal if (u,v) = 0. A set of vectors U olys eee p W (k < n)

is called orthonormal if
1 , 1=

(ui’ua) = 613 = .
0, 14

§.17  Maximum Problem. Let A € 7’?n. Find an orthonormal set of

cclumn n-vectors “1’“2’ eee un such that

8 2 g 2
1;1 I(Aui,ui)| = Max & |(Avi,v1)|

where the maximum is taken over all orthonormal sets VerVps see 5 ¥
of colum n-vectors.

Suppose U € 77%, and let vy, ... , v, denote the columns of the
matrix U*. Clearly U is unitary if end only if v., ... , v {18

1 n
*
orthonormal. S8ince v Au = (Au,v) for all vectors u,v, we gee from
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(1.24) that
* ]
AU = LA ] -
dg(UAu”) = diag((Av,,v,), » (v ,v ) ~

”

whence, by (1.16),
2 » & 2
(5.19) €“(dg(uau’)) = 121 [(avy,v, ) .

From (5.12), (5.18), and (5.19) one can immediately deduce

5.20 Theorem. The Maximum Problems 5.11 and 5.17 are equivalent in the

sense that a solution of one yields immediately a solution of the other.
*
From the decomposition No = Uo DOU° one finds that the columns
»*
of U° are elgenvectors of No. Therefore, by Theorem 5.13, we have

5 U
5.21 Theorem. Let A € 77/ and let N, =U DU  where U € Y

end D, €A . Then N_ is ¢-minimal for A if and only if it has

an orthonormal set of eigenvectors which solves the Maximum Problem 5.17.
The next result exhibits the relationship between the maximum

(5.12) end distance tormulas of the t;pe (2.32).

5.22_ Lemma. Let A € 77{n, A ¢77n and let p.  (A) be defined by
’

Definition 2.13 in the case v = €. Then

2 *
(5:23)  Max €“(ag(uau’)) = (1 - p, (A))€%(A) + b, (A) €%(a(a)) .
UeU, ’ s
Proof. Since € has property S (see Definition 2.1), (2.32) holds
for v = €. That equation and (5.5) yield immediately (5.23).
Remark. Theorem 5.4 opens up a new avenue for obtaining estimates

of de(A). Thus, & lower bound for the maximum (5.12) will yield en
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upper bound for de(A) and an upper bound for (5.12) will furnish a

lower bound for dE(A). The next theorem is a result of this type.

5.2k Theorem. Let A € 7% and let A =WH vhere H is positive
semidefinite hermitian and W € 'un. Furthermore let Yy5¥ps see 0 ¥y
be an orthonormal set of eigenvectors of H, i.e., Hyi = aiyi

(1 <1 <n) where @, are the singular values of A and (yi,yd) = bid

(1 <1, J<n). Then
n
(5.25) () < L - |y )P -
Proof. We have

(‘\Yilyi) = (Wi,yi) = ai(wi;yi) for i = 1,2, vee 3 NN o

Since y,, ... , ¥, 1is an orthonormal set, ve see from (5.18) and (5.19)
that

L 2 _ ¢ 2
(5.26) L v - 3 o |(wy,,7,)|

is a lower bound for the maximum (5.12). As was observed in Section 1.1,

€(A) coincides with (1.15) for p = 2; consequently

2 & 2
(5.27) €“(a) 1)_:,1 af -

Therefore, from (5.5), (5.26), and (5.27) we obtain



n

di(A) < *le oF -

2
17y o |(Wyy,y,)|

which is the same as (5.25).

The next result provides a slight simplification oé the problem of
finding a solution to the Maximum Problem 5.11.
5.28 Lemma. Let u; denote the set of all unitary matrices of order
n which have nonnegative diagonal elements. Then, for any A €'777n,

we have

(5.29) Mex  €S(ag(UAU™)) = Max | €>(ag(uau’)) .
U Uu

. +
Ue n n

Proof. Let U be any unitary matrix of order n and let

Wy = Ty exp(iek) be its k-th diagonal element where r,

is real. By factoring out exp( iek) from the k-th row of U

>0 and 0,

(k =1,2, ... , n) we can write U = AV where V €'tl; and

A= diag(exp(iel), . exp(ien)) is a diagonal unitary matrix, i.e.,
* .

an element of A n n Z(n. Noting that dg(AMA ) = dg(M) holds for

a1l M€ 7% andforall A€ A Ny we find that
2 (ag(uau™)) = 2(ag(avav"a")) = Z(ag(vav™)) .

The last equation shows that, in computing the maximum (5.12), it
suffices to consider only unitary matrices in ‘u; The proof of Lemma

5.28 is now complete.
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CHAPTER 6

€-MINIMAL MATRICES OF CRDER 2

6.1 Preliminaries Concerning 2 by 2 Matrices.

6.1 lemma. Let N € 7’?2 be given by

(“1 R
(6.2) N = ) .

Then N is normal if and only if

(6.3) Ing 1% = Ing |
and
(6.4) (ny - m)8y = n,(m, - 7,)

Proof. We have

R

mng + ooy Ing [ + I, I°

. |n1l2 + |n3 |2 ;ln2 + ;311,‘

NN =
“1;2 + n3;:\-u |n2|2 + 'nula

wvhence mt' - n’n =0 if and only if (6.3) and (6.4) hold.



6.5 Lemma. Let A e??za. Let 0(A) and M(A) be defined as in

Definitions 1.17 and 3.8 respectively. Then

(6.6)  €2(a -x) =3 ((a) - (a(A))) for all X € M(a) .

Proof. Let the eigenvalues of A be denoted by xl,xa. Then the
cigenvalues of A° are A2 and A5 80 we have tr(A) = A, + Ay and
tr(A ) = h2 + Xg Thus

|tr(a)|© =5 (xl + M) +0,)
1
E(lxl |x|+x>. +).x)
or
1 2 1.2 -
(6.7) 5 jtr(a) | = 5 € (a(a)) + ne(xlxa) .
Furthermore
2 1 2 2 ,.2 1 2
tr(A®) - 5 (tr(A)) = MotA -3 (xl + "2)
2 2 1,2 2
=\ +X -5 (xl +ay 4+ 2x1x2)
or
(6.8) tr(a%) - 1 (er(a)® =3 (0 - 2% .

From the last equation we obtain
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lex(a®) - % (ex(a)?] =3 v, - 2,12

1 - =
=5 O - R0y - 3)

1 2 2 - =
=5 (17 2 1T = gy - 02y)

or

(6.9) ler(a®) - 3 (tr(a)?] = 5 ¥(a(a)) - Re(MK,) .

Combining (6.7) and (6.9) we find that

(6.10) L |, (e(s2) - L) L 2(a(a))

The equation (6.6) now follows immediately from (6.10) and Theorem 3.11.
The next lemma shows how the simplification provided by Lemma
5.28 works out in the case n = 2.

6.11 lemma. Let A€ 72/,. Let u €C end let

(6.12) o) = e (t E) :
(YY)

Then W(u) € 'Z(2 for all p € C and
(6.13) Max  €2(dg(UAU")) = Max  €2(ag(W(u) AW'(k))) .
Ve, wec

Proof. It was shown in [3] (see also [17] for another perametrizstion
of 2 by 2 unitary matrices) that every U € ‘u2 can be obtained

from the formula
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eﬂ: cos @ -eia sin @
(6.1L)

[
]

iy 18

e sin @ e cos @

vhere 6 € R ‘and wvhere a, B, 7, & are real numbers satisfying
(6.15) a-pB-y+8=0 (mod 2x) .

By factoring out exp(ia) and exp(id) reespectively from the first
and second rows of (6.14) and using (6.15) we see that (6.14) can be

written in the form

e 0 cos 6 —e'i(7'b) sin 0
(6.16) U= = AW(p)
0 e15 e1(7-5) ’

sin 6 cos @

vhere A = diag(exp(ix), exp(id)) and where W(u) is given by (6.12)
with p = exp(i(y-8)]tan 6. Since the real quantities 6, a, B, y, b

in (6.14) are arbitrary except for the constraint (6.15) which was used
in obtaining (and which is automatically satisfied by) the product

M(u) in (6.16), one sees easily that (6.16) furnishes a parametrization
of all U €~Z(2 in the following manner. If we consider 86, «, B,

and ¥ =y - ® a5 independent real varisbles, or, alternatively, if we
consider & and & as independent real variables end u = exp(iy)tan @
as an independent complex variable, then, as u runs through C and

es @, 5 run through R, U =AW(u) runs through ‘Z(z. hs wes shown

in the proof of Lemma 5.28, the factor A in (6.16) can be disregarded
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I
in computing ez(dg(UAU }). Therefore only the complex parameter u
matters and we have (6.13).

6.17 Lemma. Let A €77,, A ¢ 72, Then A is uniterily similer

either to 2 matrix of the form

(6.18) A = (:1 ae) vith s, £0
a
1

or to a matrix of the form
a s,
(6.19)\ Ae’a3 . with ‘2"0"3*0‘
Proof. By Schur's theorem [22] (or see [16] p. 307) every A

is unitarily similar to a triangular matrix:

'y 2y P
(6.20) VAV =B = 5] (Ve U ;

and, if A 4272, we have b, $0. 1If by = b, i.e., if the two
eigenvalues of A are equal, then (6.20) 1s already of the form (6.18).
It remains only to show that, if b, £ b,» A dis unitarily similar to

a matrix of the form (6.19). To prove the latter statement we consider

(6.21) W) B (n) = (:; :i)

vhere W(u) 1s given by (6.12) and where u ¢ C. We have

s -a, = (1 + u;)-ll(bl - b,)2 - ap) - 2“1,2)



hence a, =8, if and only if 2ub, = (hl - bh)(l - uu) or

arg b i arg(bl-bu)

i
iar 2 2
2|ule” FFEM |p,|e = |, - byle (- ) .
The last equation will be::atisfied if
(6.22) arg u = arg(bl - bh) - arg b, (mod 2x) and

2 2
Tyl + Vs + oy - vy

(6.25) IH' = 1bl = bhl .

Thus, if u 1s chosen to satistiy (6.22) and (6.23), 8, =8, holds in
(6.21). Furthermore, for this choice of u, neither ay nor ag
in (6.21) can vanish since otherwise the eigenvalues of A, namely by
and bh’ would have to be equal. This completes the proof of Lemma

6.17.

6.2 Determination of all 2 by 2 €-Minimal Ma:rices.

6.24 Theorem. Let A € 77, and let M(A) Dbe defined as in Definition
3.8. Then the set M{A) represents the totality of all €-minimal
matrices for A.

Proof. Suppose first that A € 7?2. Then by Lemma 2.4

ez(A) = €2(0(A)) whence Lemma 6.5 implies

(6.25) E(a-x) =0 for all X € M(A) where A €77, .
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The meaning of the last equation is that every matrix in the set (3.10)

is equal to A:

(6.26) MA) = (a) (A € 77,)

that is, 1f A € 772 ,» then the set (3.10) contains exactly one matrix,
namely A itself! This proves Theorem 6.24 in the case A € 772.

We assume henceforth in this proof that A ¢ 712. The principal
tools we shall employ in the case A ¢772 are Theorem 5.13 and Lemma
6.11. In order to keep the computations manageable we ghall employ &
change of coordinates defined by a unitary matrix which transforms A
into one of the forms (6.18) or (6.19). This procedure is Justified
in the next paragraph. The general outline of our proof is as follows.
We shall first show that every matrix in the set M(A) is €-minimal.
Followirg this we show that there are no other €-minimal matrices.

From (3.9) and the invariance of the trace under unitary similarity

we have

(6.27) §(a) = g(uav”) (Ae 7, ve W) .
In like manner we cbtain the identity
(6:28)  py(uav”) = UR, (A (Ae 7%, , Ve U,

for all § € C where P; is defined by (4.49). In view of (3.10),
(6.28), and Theorem 2.27 it will suffice to prove the conclusion of

Theorem 6.24 for some unitary transform of A. As mentioned in the
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preceding paragraph we shall use the forms (6.18) and (6.19) for this
purpose.

We first observe from (6.8) that the case in which A is unitarily
gimilar to (6.18) corresponds to the ambiguous case of (3.9). Similarly
the case in which A is similar to (6.19) corresponds to the non-
embiguous case of (3.9) where ({(A) contains exactly one number. As
stated in the note following Definition 3.8, we use the notation Ne(Al)
to denote one of the matrices in M(Al) and N(A2) to denote the
(single) matrix in M(A2). Straightforward calculations based on

Defintion 3.8 yield

(6.29) -l %*‘2
.29 N = »
(&) L (6 € R)
3 %° 8
8 5 (8y + tay) ae
- = 2
(6.30) N(AE) . _ where { TEZS;T .
5 (a3 + ;a2) a,

In order to prove that N,(A)) is €-minimal for A, for all 6 € R
and that N(AE) is €-minimal for A,, we shall diagonalize (6.29) and
(6.30) by unitary matrices of the form (6.12) and verify the sufficient
conditions of Theorem 5.13.

Let
" ("'1 m
m3 mu
and let W(u) be given by (6.12); then
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1 ml'“mz‘:m3+“;mu ;m1+m2;;2m3;;mh

(6.31)  W(uIMW (u) = 2 _ -
1+ \pm-p m2+m3-umu uum1+um2*um3+mu

In order to diagonalize Na(Al) and N(A2) it will suffice, by Theorem

1.59, to triangularize them. Thus, from (6.29) and (6.31) we see that

W(ule)Ne(Al)U#(ple) is diagonal if and only if

= 18
2 _2°
(6'9) ple = .

)

Similarly, ‘U(uz)N(Az)V*(u2) is diagonal if and only if

a_+%a, a laja,| + |a |2 a_la, |
6. e, 3 2 _3,.23 2 -}T-ET
( 33) ua ?2 + ;;3 82 |32&3| . |a3 l2 32 8.3

For notational éimplicity we shall usually omit t;e subscript 6 from
ke and write only My However, it should always be understocd that
u, depends on the parameter 6. Clearly, each of equations (6.32) and
(6.33) has two solutions and we are at liberty to choose either solution
in dlagonalizing N(A;) or N(A)). In what followe it will not matter
which solution is chosen, so we use the symbols Hy and By to denote

any solutions of (6.32) and (6.33). We note from (6.32) that

(6.35) uiaag = |a2|2 elf



From (6.33) we have

2 - -2- .
(6.36) HaBaB3 = My8y8y = |a2a3| >0

and, from (6.30), (5.33), and Lemma 6.1 (equation (6.3)), we obtain
(6.37) Iyl = 1

By straightforwsard calculations we find that

* 1= 3 (nayaye’®) 0
(6.38) Wl )Ng(A W (w) =5

2
0 2a, + 3 (plaamlaae )

2a, - %[u2(32+§;3) + :2(a3+§22)] 0
(6.39) W(uz)N(Aa)w*(ue) = (

T

C 2a, + -21-[.42(a2+§33) + E2(13+§:2)])

. | T 2
(6.40) W(l-ll)Al" (ul) =5 ’
K & 28 *
. . 2a, - (“2°2 + K2a3) a, - '-*2233
(6.41) W(uz)l\a" (l-l__,) =3 2 ) .
85 - Ky 2a) + (ny8, + ;2"3)
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From (6.32) and (6.34) we obtain W8, = :132 exp(16) whence, using
(6.38) and (6.40),

(6.42)  Wluy Wg(A) W (1)) = 5 diag(2a) - ay,28) 4u8,) = dg(Wluy JA W ()))
Using (6.37) we can write

ho(ay + 88,) + iy(ag + £3,) = :2[“2"2 + u§§33 +uy + L3,
and, by (6.30) and (6.36), we have

2§E=2az 1 a, =a
H¥%3 T M3 Taa T 3 T %3

- a,8a l 2
o, =8, Taa ] =% 5 = Ho%
273 Ky

80 that
(6:43)  uy(a,#8a,) + iy(a,+L5,) = ZRy(ize,tas) = 2(upaytiigts)
Combining (6.39), (6.41) and (6.43) we obtain

Wiy (AW (1y) = 3 aagl2n) = (ya,4h8,), 28) + (y8y¥iya,)]
(6.44)

= ag(Win, JAW ()

Equations (6.42) and (6.44) merely express the fact that the decomposi-
tions of Ne(Al) and N(A,) implied in (6.38) and (6.39) satisty the

condition (5.14) of Theorem 5.13.
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In order to show thut every matrix in the set M(A) is €-minimal
for A, it remains only to prove that W(u i) solves the Maximum
Problem 5.11 for A, (1 = 1,2). By Lemma 6.11 it will suffice to prove

that
(6.45)  a,(0) < <*laa(W(u AWV ()] (1 = 1,2)
hold for 211 A € C vhere

(6.46) a,(x) = ClagWMMUIAN (W W ()] (1= 1,2)

Straightforward calculations using (6.12), (6.32) through (6.37), (6.40),

and (6.41) yield

(6.47) e"’[dg(w(ul)Alw*(ul))l =2 lal!z +% |a212 ;

(6.48)  €®[a(W(u)AN (uy))] =2 [a, IZ + § ([ay] + I'a3l)2 ’

(6.“9) 01(1) = % (laal + 5152 |2 + Iaﬂl = ﬁlag |2) ’

(6.50) o,(r) = :-2- (loa, + By, + Byagl + loa, - B0, - Byay[)
where

(6.51) a =2(1 + AX)

and
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(6.52) B, = W% + u )X -y - ) (1 =1,2)

After further calculations we find that

(6.53) o, (A) = 2la, |? + -z-g-ll—e las 2,

(6.54) o,(A) = 2]a, 2 + ;22- B8, + By 2,
(6.55) By = - uguy + M)y - X) (1=1,2) ,
(6.56) leyl = 1§ - 2% (1 =1,2)

Revriting (6.45) using (6.47) and (6.48) we obtain
(6.57) o,(A) <2lay 1% + 3 [8,°
(6.58) o, (M) < 2la, 12 + £ (lay| + agl)?

We wish to show that (6.57) and (6.58) hold for all A\ € C. One sees
from (6.53) that (6.57) holds if end only if 2|B, 12/«:2 <1/2 that is

(6.59) <1 forall A € C .

Furthermore equality hclds in (6.57) if ard only if equality holds in

(6.59). From (6.34) and (6.37) we have |u1| =1 (1 =1,2);

-
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consequently

|u§-x2|5 by 12+ P =1 4% (1 =1,2)

so, from (6.56) and the last inequality, we see that

2 2 22
By | [y - A% 712
(6.60) L. LN, (1aae)
(1 + %) (1 + \X) (1 + %)
~ -2.2
hold for all ) € {. Equality holde in (6.60) if and only if - Wy N

is real and nonnegative, i.e., - Eike > 0. By the triangle inequality

- 2 2 2
(6.61) 18,8, + Boasl® < 18,17 (lay] + lag])

with equality holding if and only if B§a223 > C. From (6.36) and (6.55)

we have

(6.62) a§a2:3 = ugaaz3(p2 2P, - %P = lage (i + 2, - X

From (6.51), (6.54), and (6.61) we obtain
2
I8, |

2 1 2
o, (0) < 2fa | + 72 (lag| + lag])

consequently, by (6.60) and (6.62), (6.58) 1s valid for all A € C

with equality if and only if
2/~ =\
(5.63) (by + MGy - D) 2 0
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and

(6.64) - :22>.2 >0 .

Furthermore, from (6.60) and (6.59), we see that (6.57) holds for all

A € C with equality if and only if
(6.65) -a2s0 .

This completes the proof of the fact that every matrix in thke set M(A)
is €-minimal for A.

In order to determine all €-minimal matrices for A i1t will suffice,
by Theorem 2.27 and Lemma 6.17, to determine all €-minimal matrices for
B, = Wk AW () (1 =1,2). The following lemma will provide help
in making that de*ermination.

6.66 Lemma. Let B € 777, and let N_=U DU, where U € T4,
and Do € A()z, be €-minimal for B. Then there exists a )'o eC

such that

N, = W (h) dg(u(r )B ()WL)

Proof. By the parametric representation of Z(a developed in the
proof of Lemma 6.11 there exist A€ /02 | 712 end A € C such
that U = AM(r ). Thus, recalling that ag(AMr)) = dg(M) for any
M € /7,, we have

ag(U BUs) = ag(Wr B (A ) ;
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consequently by Theorem 5.13 and the fact that diagconal matrices commute

U: dg(H(ko)Hd*(Xo))Uo

VM)A ag(WOn )BT O )ANG)

W(x) ag(WO )BT ()W)

ag desired.
Since H(ui) solves the Maximum Problem 5.11 for A, (1 =1,2) we

see from Lemma 6.66 that, if we determine all xo € C such that.
2 L2 *
«“(ag(B,)) = «“(de(wir )B,W (1)) ,

then we will have determined all ¢-minimal matrices for B (1 =1,2).
By the definition (6.46) of 0'1(1) this amounts to determining all
cases of equality in (6.57) and (6.58). We shall do this by using the
next two lemmas.

6.67 lemma. The inequalities

(6.68) - Ei)@ >0 (k =1,2)
hold if and only if

(6.69) A= pi My (k =1,2)

where p 1is real.
Proof. Let M =r exp(ip) where r >0 and ¢ is real. Since

l"kl =1 (k =1,2) we can set My = exp(iq:k). Thus
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(6.70) - ;Ekka = - e1 2(0-%()

Obviously (6.68) holds if r =0. If r > O then, from (€.70), we see
that (6.68) holds if and only if expli 2(p - epk)] ==1 i.e., if and
only if exp(1g) =+ 1w or A =+ri . Setting p=+r wve see
that (6.68) holds if and only if A has the form (6.69) where p 1is
any real number.

6.73 Lemma. The inequality (6.63) holds if end only if
(6072’ A= G’Mz

vkere o is real.

Proof. Straightforward calculations using (6.37) yield

(6:13) (g Py %) = -4 Porf* + 2 BeOGFR)Ist2( A R1 ) F-0 )]

The first term in square brackets on the right of (6.73) is real while
the second such term is pure imaginary. Therefore in order that (6.63)

hold it is necessary and sufficient that

(6.74) (M - D)X - 5p) -0
and
(6.75) f("_'“e) =1 - h|x|2 + |x|" +2 ne(xa;g) >0 .

Obviously (6.74) holds if and only if either |A| =1 or wX =)

I |A] =1 then
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£(\,u,) = 2(Re(VD) - 1) <0

vhence (6.75) holds if and only if equality holds in the last inequality,

i.e.,

(6076) A=<+ ua .

If |A| #1 then (6.74) holde if and only if pa'i = ;2"’ i.e.,
A= ugi Let X\ =r exp(ip) where r >0 end @ 1is real. We need
consider only the case r > O since (6.63) holde if A = O. Thus

r exp(19) = 15 r exp(-19) or exp(i20) = us or exp(1p) = + u,-

Consequently
(6.77) A=A, .
Substituting this into r(x,uz) defined in (6.75) we have

f(x,pa) =] -».l&rz +rb+2r2 =rh- 2r? +1 = (r2 - 1)220
for all r. Setting o = + r and combining (6.76) and (6.77) we see
thet (6.74) and (6.75) hold simultanecusly if and only if A has the
form (6.72) vhere ¢ is any real number. This completes the proof of
Lemma 6.71.

Consider f£irst the case in which M(A) contains exactly one matrix,
i.e., the case in which A 1is unitarily similar to A2 Here we wish

to determine all cases of equality in (6.58). We have previously
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observed that equality holds in (6.58) if and only if (6.63) and (6.64)
hold zimltaneously. Therefore by Lemmas 6.67 and 6.7l we must have

Y = Ol, and A = piuz where p and o are real. But the last two
equations repreeent straight lines in the complex plane which intersect
only for p =0 =0, i.e., only for A = O. Thus equality holds in
(6.58) only for A = 0. Since W(0) = I we see from Theorem 5.13 and
Lemma 6.66 that

N(Ay) = W (1) ag(W(is AN (1) W)

is the only €-minimal matrix for Ae By Corollary 2.30 A has exactly
one €-minimal matrix, namely N(A).

Now consider the case in which A 1is unitarily similar to Al'
Here M(A) contains infinitely many matrices and we wish to determine
all cases of equality in (6.57). We observed previously that equality
in (6.57) if and only if (6.65) holds. ny Lemma 6.67 equality holds in
(6.57) 1f and only if \ = piu,, vhere p 1s real and u,, 1s defined
by (6.32). Using (6.34) and (6.12) w2 obtain

W)W (ky ) T'V—"l e |
11 2 V1 +p piu.l 1 " 1

1+opi ;i(-l + pi))

1
Ua ql + p! (ul(li-pi) l-p1

. lept 0\, (1 -Ei(%{%%)
ql+p! (¢ l-pivg “1%% 1

16 /2
n Ap H(ull )
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where

1+Ei o
A vl+92 @n
' €N, ua
0 1 - pi

vl-i'pe

and where
3160/2 Ll+pl
1l-p1
From (6.32) we have
e+0
] —L

i8 /2
e P
16

=Ve /e, e 2 .
2/%2 “1,a+ep ‘
Therefore by Lemma 6.66 every €-minimal matrix for Al is of the form
% %* * *
w (“1)“ (») ds(W(X)W(ul)Al‘W (ul)W (2) )W(")V(ul)
* »* * »*
=V (“1,e+ep)Ap dg(Ab“(“l,a+eo)A1“ (“l,9+99)Ab)Abw(“l,9+Gp)
-v a )AL W ( )W )
=Wy oo ) a8(Wny o0 MW () g0 MW(wy o0
p p P P
= Ne-o-ep(Al)

which is Just another one of the matrices in the set M(Al) no matter
whet the value of p is. Thus M(Al) contains all the €-minimal
matrices for A,. This completes the proof of Theorem 6.24.

Scme immediate consequences of Theorem 6.2U4 are the following.
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6.78 Corollary. If A € 7?2 then the set (3.10) contains exactly one

matrix, namely A.
6.79 Theorem. Let M, and )\, denote the eigenvalues of A € 7?2.
It A¢ 772 then there is a unique €-minimal matrix for A 1if and
only if X, F N if A, =X, there are infinitely many €-minimal
matrices for A.

Proof. By Theorem 6.24 A has a unique €-minimal matrix if and
only if tr(A%) - (1/2)(tr(a))° # O (cf. Definition 3.8). By (6.8)

= A

this happene if and only if M # M. Similarly, if X 5 M(A)

1
contains an infinite number of matrices.

6.80 Theorem. Mirsky's Conjecture 1.35 is true for v = € and n = 2.

Proof. This follows immediately from Theorem 6.24, Lemma 6.5, and
the definition (1.34) of d.(A).

6.81 Theorem. The set M(A) of (3.10) provides a complete solution
to Problem 3.40 for n =2 and k = 1.

Proof. Clearly M(A) C o'cl(A)C 772 80 by Theorem 6.24 we have
tﬁe desired conclusion.

For any subset J of Mn we denote the set of all real matrices
in J by /]5 (read: J restricted to R). Theorem 6.2L4 provides
a complete solution to the distance problem (and associated minimum
problem) of finding (1.26) where v =€, A € 7’(2/_3 and where J 1s
replaced by 722/5. For, if A € 7{2/3_ has eigenvalues A ,h,, then
the set M(A) contains all matrices in 7[2 which are €-minimal for
A, If N # L (ef. (6.8)) then by (3.9) ¢(A) contains exactly one
number and that is real; consequently by (3.10) M(A) contains exactly

one matrix and that is real. If X\, =), then 8(A) contains all
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complex numbers of unit modulus and by (3.10) n;(A) is real if and only

if either { =+1 or { = - 1. We have proved

6.82 Theorem. Let A 67’{2/_3, A ¢ 7?2 and let the eigenvalues of

A Dbe denoted by A ,h,. If A # A, there is a unique real ¢-minimal
matrix for A given by (3.10). If M =\, there are exactly two real

€-minimal matrices for A, namely

1 * 1 - ®
E(A:A)..+utr(A+A)I .

6.3 The Maximum Problem 5.11 in the Case n = 2.

6.83 Theorem. Let A € 77[2. The identity matrix I solves the

Maximum Problem 5.11 for A, 1i.e., A satisfies

(6.84) e2(dg(A))= Max ea(dg(UAU*)) s

U e‘u2

if and only if
(6.85) A+t e ,@2

for some { in the set {(A) defined by (3.9).

Proof. If (6.85) holds for { € {(A) then by (3.10) N;(A) € '92
whence I diegonalizes NC(A)' By Theorem 6.24 N;(A) is €-minima) so
by Theorem 5.13 I solves the Maximum Problem 5.11. Suppose now that
(6.84) holds. Then by Theorem 5.13 dg(A) 1e €-minimsl for A whence

dg(A) € M(A) by Theorem 6.2k. Thus there is @ { € l(A) such that
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N(A) = ag(A), i.e., NBy(A) € A, and thie toplies (6.85).

6.86 Theorem. let A € 7772. U, solves the Maximum Problem 5.11 for

A 1f and only if U_ € U, end

(6.87) U(A+ ) € D,

for some { in the set {(A) defined by (3.9).
Proof. Every V € uZ can be written uniquely as V = UUO and

V runs through 'Z[2 if and only if U runs through Z(Q‘ Thus

(6.88) ®(ag(uav))) = Max  <E(ag(u(u_al)u"))

U €U,
vhence U AU, satisfies (6.88) 1f and only 1f U_ solves the Maximm
Problem 5.11. By virtue of (5.27) Theorem 6.86 follows immediately
from Theorem 6.83.

Remark. The significance of Theorem 6.86 1ies in the fact that it
charecterizes any solution of the Maximum Problem 5.11 (for n =2) 1in
terms of an algebraic condition which is very easy to check.

Note. A more precise determination of the values of { for which
{6.85) and (6.87) hold in the ambiguous case of (3.9) will be made in
Chapter T (Theorems 7.2k and 7.26).
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CHAPTER T

FURTHER NECESSARY CONDITIONS FOR €-MINIMAL MATRICES

According to Theorem 5.13 all €-minimal matrices are determined
by solutions to the Maximum Problem 5.11. Therefore & necessary condition
on a unitary matrix solving this maximum problem will, indirectly, be
a necessary condition on an €-minimal matrix. By working through the
Maximum Problem 5.11 we shall be able to derive some additional necessary
conditions in the present chapter.

The identity matrix I solves the Maximum Problem 5.11 for

B € 7%; if and only if B satisfies the condition

(7.1) (ag(B)) = Max e (ag(um™)) .
U e,

If B satisfies (7.1) then, by Theorem 5.15, dg(B) is €-minimal for

B and, by Theorem 4.10, dg(B) satisfies the necessary condition (4.12),

i.e.,

(1.2) dg(B)B - B ag(B) + dg(B")B-B ag(8’) =0 .

Letting B = (bij) we can express the last ecuation in terms of the

elements of B as follows
(1.3) byy(byy - byy) ¥ bij(bii - 3JJ) =0 (1<1,J<n) .

In like manner we find from Theorem 4.73 that there is a hermitian matrix

H such that
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dg(B) + dg(B)H - H dag(B) = B = dg(B) + ofrdg(B)

or

offdg(B) = dg(B)H - H dg(B) .

Writing H = (hi J) we can express the last equation in terme of the

elements of B and H as follows

bm = hij(bu - 'bJJ) (1 #3) .

51 = hij 80 b‘ji 'hi.j(b,jj - bii) =

- EiJ(bii - bj,j)' Therefore we find that every 2 by 2 principal

Since H 1is hermitian we have h

submatrix B:lJ of B 1is of the form

b

11 by gy hyy(byy-byy)
(7.4) Byy = = | _ (1<1<y<n).
bJJ -hij(bi

®51 17033) P33

Conegider now unitary matrices U = (“rc) GZ{“ of the following

special type. For any pair (1,J) of row cnd column indices satisfying

—————
1<1<j<n welet the 2 by 2 principal submatrix
Vi1 Y4y
Ui" i u u
Ji 4

be unrestricted (except for the requirement U € Z(n) and specify that

all other elements of U satisfy
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One may easily verify that U 1s unitary if and only if U is

1
»

unitary. If B satisfies (7.1) then certainly €2(dg(3)) > €2(dg(UBU ))

holds for all U of the special type just described. The effect of

the transformation UBU* on the submatrix Bi 3 is that of repiacing

¥*
by UiJ Bi,j Ui,j ; therefore, since U can be any matrix in 1(2,

B 13
ve gee that B, itself satisfies (7.1) with n replaced by 2:

2 2 »*
<“(ag(B,)) = " :axuz ¢ (dg(up, U")) (A<i1<3<n) .

We nov find from Theorem 6.83 that

*
(7.5) By, + 4By, € A, (1<i1<j<n)

holds for some §13 € §(BiJ)' Expressed in terms of elements, the

condition (7.5) states that
(7.6) bm«» ;iJ‘in=bJ1+ ;Ubu =0 (1<i<Jygn) .

Since |§“| =1 the last equation implies |b13| = |in|.
We can obtain some information about the complex Lagrange multipliers

h in (7.4) as follows. From (7.3) and (T7.4) we obtain

13
- 2 2
-ni‘,(v.-,11 - bu) + n“ |b11 - bul =0
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80, unless by, = bj,j (in which case the value of h in (T.4) does

iJ
not matter at all) or hi.‘j = 0, we have
2

By 0

2 2
'h:lJI Ibii = bJJ'

2
11 " 0y,)

or

By byg - By,

= +
{hi.][ - rbii = bjﬂ

Straightforward computations using (7.4) show that

(1.7) tr(n&J) -3 (tr(BiJ))a = G- elhijle)(bii - bJJ)2 )

If (7.7) does not vanish we see from (3.9) that §13 in (7.5) must have
the value
by, - b!l
(7-8) ;iJ = 313 - -
iy " Pyy
vhere

1 2
84y = ssn(g - 2"’13' )

and vhere for & € R sgn(a) denotes the sign of a:

+1 it a>o0
sgn(a) = .
-1 if a <O
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Using (7.4) and (7.8) we obtain

b, = hij(l -5

5% S5 13)(Py5 = Byy)

Byy * GysPyy = Byylegy - 1)(pyy - by,)

vhence (7.6) holds if and only if either h,, =0 or s, =1. Clearly

ij i)

sy, =1 holds if end only if (1/2) - 2|h13|2 >0, i.e.,

(7.9) Ih,l <3

The other poseibility is that h,, = O in which case (7.9) still holds.

J
In the ambiguous case of (3.9) where (7.7) vanishes we obtain

(7.10) b1J + ginJi = hij[(b11 - bJJ) - gijrizz':ﬁszgfl ,

(1.11) by * ;13313 = -Hij[(b11 - bjd) - cijzbii - bJJ)] .

If we disregard the uninteresting case bii = bjj then obviously (7.7)

vanishes if and only if Ihij| = (1/2). Thus, from (7.10) and (7.11),

(7.6) holds if and only if

§ ,-=_1_1__._l|1
¥ 5 -5,
ii Jd

We now summarize the above results in the following

7.12 Theorem. Let B = (bid) e‘797n satisfy the condition (7.1).

For each pair of indices (1,)) satisfying 1 < i < J<n the following

statements are true.
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(1'13) bidﬁii - bJJ) = bji(bii = bJJ)
(7.14) gyl = foyyl

There exiasts a complex number ( = complex Lagrange mltiplier) hiJ

such that
Byy Pyy 5y By y(byy=byy)
(7.15) BiJ = ) =
TRRY By 4(0y4-by4) 33
pig by, = b“ taen biJ = in =0, If by, f bJJ then
(1.16) 'hijl S% .

More precisely, if

(7.27) tr(BL) -3 (tr(Bu))e £0 ,
then

(7.18) b, | <3

and, if

(7.29) er(8,) - 3 (ex(8,,))? = 0

10



=3
(7.20) Ihyyl =3

Ir h1J 0 and b, # bJJ then

b - b
(7.21) Py 11~ 39
Byl "= oy - oy,

Furthermore, if b there is a uniquely determined complex

11 f By
number ¢, satisfying I;:l.jl = 1 such that

(1.22) 1;1'j + §13b31 = bdi + ;1Jb13 =0 .,

If (7.17) holds € 9(314) vhere the set ;(Bij) is defined by

§1J
(3.9). If (7.19) holds then

(7.23) g, = t—u
iy - Py

Specislizing Theorem T7.12 to the case n =2 vwe can improve Thecrems
6.83 and 6.86 as follows.

T-24 _ ‘Theorem. Let A = (ai.j) € 7’72 satisfy (6.84). 1If 8, =8y,

then A =a I and (6.85) holds for all § € ((A). 1If a, # ay, and

1
and if tr(A?) - (1/2)(tr(A))2 = 0 then (6.85) nolds only for

(7.25) g =2 ==



7.26 Theorem. Let A € 7)[2, let U, solve the Maximm Problem 5.11
%

for A, and let B = (bid) =UAU. If b, =D,, then B=b,,I and

(6.87) nolds for a1l §{ € {(A). If b, # b,, and if

tr(A2) - (3/2)(tx(A))® = O then (6.87) holds only for

b, = b
(1.27) (- 2=,
" 7 P2

1:28 _Theorem. Let A E'?f[n, let U, solve the Maximm Prcblem 5.11
for A, and let B = (biJ) = uaw:. Then all the conclusions of
Theorem 7.12 hold.

Proot. If Uo golves the Maximum Problem 5.11 for A then, by
an argument similar to trat used in the proof of Theorem 6.86, B
satisfies (T7.1).



CHAPTER 8

COUNTEREXAMPLES TO MIRSKY'S CONJECTURE

In the present chapter we shall present some selected examples which
shed eome light on the distance problem of finding dv(A) and vhich also
show that Mirsky's Conjecture 1.35 is incorrect in a number of instances.

Consider first the following class of matrices of order n. We
define A = (ak‘) € 7%&} as jollows: a,, =0 (1 <k, £<n) with the

following exceptions

19k
(8-1) .k,k+l =e (k = 1,2’ ese g N = l)

where the 6, are arbitrary real numbers. Now define “q; = (bk ‘) € %
by

(8.2) b, = e® , b, =a othervise

kZ
where ¢ 1s any real number. Clearly the rows and columns of Nq; form
orthonormal sets so that Ncp is unitary (for all 8.5 ++n s 9n_l, ® € R)
and therefore normsl. (Actually Ncp is the product of a diagonal unitary
matrix with a permutation matrix.)

For all 91, ces Gn_.' we have ﬂ(A) =0 o3 €2(A) =n-=-1 80

(8.3) Z(a) - E(a(a) sn-1 .

An elementary calculation shows that f£(c) = ez(A - cnw), where c¢ is

real, assumes its absolute minimum if and only if ¢ = {(n - 1)/n.
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Furthermore, by (8.3)

(8.4) -2y - 2222 (W) - Ea)

holds for all 6,, ... , O _;, @ € R. This proves (cf. Theorem 2.16).

8.5 Theorem. Mirsky's Conjecture 1.35 is false for v =€ and n > 3.
There exist matrices A in 77/ such that

(8.6) Pe,n(A) <3 (a23)

vhere p. n(A) is defined (for v = €) by (2.14).
2
Note. An exaemple of order 3 similar to the pair A, (n - 1)/n LR
in the case n = 3 is due to Eberlein [6]. She also obtains counter-

examples to Mirsky's conjecture for n > 4 by bordering her 3 by 3

example with zeros.

Consider next the class of 2 by 2 matrices of the form

A m
(8.7) A=l vhere A\, m € C , mfgO .
C QO

let N bDe any €-minimal matrix for A, that is,any one of the matrices

1 2z n
(6.8) - . (¢ € ¢(a))
fm O

wvhere ((A) 1s defined by (3.9) (cf. Theorem 6.24). One finds easily

M - aseg(h2 ¢ 212,00 , (A -W)(A - W =} ase([nf?, juf?)

s



whence, by Definition 1.10, the singular values of A are

2 2
M=+ =, 0

and the singular values of A - N are

1 1
'e'lml ’ §lm| .

Using the defining formulas (1.13) - (1.15) for the unitarily invarient

norms v,, wve find that the following hold for sll p (1 <p<=):

1/
v = (VP v PPI " = VR B P
VP(Q(A)) = |X| P)

1
vp(A -N) = [2(-1%[)1’] /e = 21/p-l jm|

80
2
|

)

2(8) - ¥2(a(a)) = |

vi(A -N) = 22/p-2 |n]2

a-m - 22/P°2(v§(4\) - Rlala )

Now 22/"2 < (1/2) if and only if 22/P ¢ 2 and this happens if and
only if 2/p <1, 4.e., p>2. Thus the pair A, N provides s
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counterexample to Mirsky's conjecture for n =2 and for all p > 2.
By bordering the matrices A, N with zeros and by carrying out the
relevant computaticne with (1.13) - (1.15) for higher values of n, we
then obtain counterexamples to the conjecture for all n > 3. We have
proved

8.9 Theorem. Mirsky's Conjecture 1.35 1s false for v = Yo (2<p<»)
and n > 2 vhere % is given by (1.15).

Remark. Since vV, =0 we have again proved the second statement

of Theorem 2.19.



CHAPTER 9

THE FIELD OF VALUES AND EIGENVALUES OF €-MINIMAL MATRICES

The field of values (or numerical range) of & matrix A € 77 1is

defined to be the following set of complex numbers.

(9.1) F(A) = ((Ax,x); (x,x) =1 and x is a complex column
vectorj

The following are known facts concerning F(A):

9.2 Theorem. (Toeplitz [23] and Hausdorff (12]) For any A € 7”7;
F(A) 1ic a closed, bounded, connected, convex subset of C.

9.3 Theorem. (Toeplitz (23]) Let A €7?Zn. All eigenvalues of A
are in F(A). If A€ 7?n then F(A) coincides with the convex hull

C(A) of the eigenvalues of A.
9.4 Theorem. (Hausdorff [12]) The field of values is invariant under

a unitary similarity transformation:

(9.5) F(A) = F(UAU") where A€ >7n, v U .

n

A simple consequence of Theorems 9.2 and 9.3 is the following
9.6 Theorem. Let A€ ??fn. Then the convex hull C(A) of the

eigenvalues of A 1s contained in F(A):

(9-7) c(a) c F(a) .

An elementary computation using Theorem 9.4 and results of Toeplitz
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