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ABSTRACT

Using gaze information as a form of input poses challenges
based on the nature of eye movements and how we humans
use our eyes in conjunction with other motor actions. In
this paper, we present three techniques for improving the
feasibility of using gaze as a form of input. We first present
a saccade detection and smoothing algorithm that works on
real-time streaming gaze information. We then present a
study which explores some of the timing issues of using
gaze in conjunction with a trigger (key press or other motor
action) and propose a solution for resolving these issues.
Finally, we present the concept of Focus Points, which
makes it easier for users to focus their gaze when using
gaze-based interaction techniques. Though these techniques
were developed for improving the performance of gaze-
based pointing, their use is applicable in general to using
gaze as a practical form of input.
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INTRODUCTION

The eyes are a rich source of information for gathering con-
text in our everyday lives. A user’s gaze is postulated to be
the best proxy for attention or intention [14]. Using eye-
gaze information as a form of input can enable a computer
system to gain more contextual information about the us-
er’s task, which in turn can be leveraged to design interfac-
es which are more intuitive and intelligent. Our research
explores the use of gaze information as a practical form of
input by augmenting rather than replacing existing interac-
tion techniques. We have developed gaze-enhanced interac-
tion techniques for pointing and selection [5], scrolling [6],
password entry [4] and other everyday computing tasks.
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In implementing EyePoint [5], we found that while the
speed of a the gaze-based pointing technique was compara-
ble to the mouse, the error rates were significantly higher.
To address this problem we conducted a series of studies to
better understand the source of these errors and identify
ways to improve the accuracy of gaze-based pointing.

In this paper we present the three most important methods
for improving the accuracy and user experience of gaze-
based pointing: an algorithm for real-time saccade detec-
tion and fixation smoothing, an algorithm for improving
eye-hand coordination and the use of focus points. These
methods boost the basic performance for using gaze infor-
mation in interactive applications and in our application
made the difference between prohibitively high error rates
and practical usefulness of gaze-based interaction.

SACCADE DETECTION AND FIXATION SMOOTHING
The challenge: Gaze data is noisy

Basic eye movements can be broken down into two types:
fixations and saccades. A fixation occurs when the gaze
rests steadily on a single point. A saccade is a fast move-
ment of the eye between two fixations. However, even fixa-
tions are not stable and the eye jitters during fixations due
to drift, tremor and involuntary micro-saccades [13]. This
gaze jitter, together with the limited accuracy of eye track-
ers, results in a noisy gaze signal.

The prior work on algorithms for identifying fixations and
saccades [9-11, 13] has dealt mainly with post-processing
previously captured gaze information. For using gaze in-
formation as a form of input, it is necessary to analyze eye-
movement data in real-time.

Saccade Detection and Fixation Smoothing

To smooth the data from the eye tracker in real-time, it is
necessary to determine whether the most recent data point
is the beginning of a saccade, a continuation of the current
fixation or an outlier relative to the current fixation. We use
a gaze movement threshold, in which two gaze points sepa-
rated by a Euclidean distance of more than a given saccade
threshold are labeled as a saccade. This is similar to the
velocity threshold technique described in [11], with two
modifications to make it more robust to noise. First, we
measure the displacement of each eye movement relative to
the current estimate of the fixation location rather than to
the previous measurement. Second, we look ahead one
measurement and reject movements over the saccade thre-
shold, which immediately return to the current fixation.
This prevents single outliers of the current fixation from



being mislabeled as saccades. It should be noted that this
look-ahead introduces a one-measurement latency (20ms
for the Tobii 1750 eye tracker [12]) at saccade thresholds
into the gaze data provided to the application.

The algorithm maintains two sets of points: the current fix-
ation window and a potential fixation window. If a point is
close to (within a saccade threshold) the current fixation,
then it is added to the current fixation window. The new
current fixation is calculated by a weighted mean which
favors more recent points (described below). If the point
differs from the current fixation by more than a saccade
threshold, then it is added to the potential fixation window
and the current fixation is returned. When the next data
point is available, if it was closer to the current fixation,
then we add it to the current fixation and throw away the
potential fixation as an outlier. If the data point is closer to
the potential fixation, then we add the point to the potential
fixation window and make this the new current fixation.

The fixation point is calculated as a weighted mean (a one-
sided triangular filter) of the set of points in the fixation
window. The weight assigned to each point is based on its
position in the window. For a window with n points (P,
Py... P,;) the mean fixation would be calculated by the
formula:

1Py +2P +...+ 1P,
(1+2+...+n)

R fixation —

The size of the fixation window (n) is capped to include
only data points that occurred within a dwell duration [7, 8]
of 400-500ms (20 data points for our eye tracker). We do
this to allow the fixation point to adjust more rapidly to
slight drift in the gaze data.

Figure 1 shows the output from the smoothing algorithm
for the x-coordinate of the eye-tracking data. We also show
a Kalman filter applied to the entire raw gaze data and a
Kalman filter applied in parts to the fixations only. A Kal-
man Filter applied over the entirety of the raw gaze data
smoothes over saccade intervals. The nature of eye move-
ments, in particular the existence of saccades, necessitates
that the smoothing function only be applied to fixations, i.e.
within saccade boundaries. Applying the Kalman filter in
parts to the fixations only does yield comparable results to
our one-sided triangular filter discussed above. It is possi-
ble that applying a non-linear variant of the Kalman filter
[1], or a better process model of eye movements for the
Kalman filter may yield better smoothing results. The ad-
vantage of our approach is that the algorithm is very simple
and most of all it is tailored to account for the different
forms of eye movements and also tolerate the noise in eye
tracking data.

While there is still room for improvement in the algorithm
above by taking into account the directionality of the in-
coming data points, we found that our saccade detection
and smoothing algorithm significantly improved the relia-
bility of the results for applications which rely on the real-
time use of eye-tracking data. A more detailed description
of our algorithm including pseudocode is available in [3].
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Figure 1. Results of our real-time saccade detection
and smoothing algorithm. Note that the one mea-
surement look-ahead prevents outliers in the raw
gaze data from being mistaken for saccades, but in-
troduces a 20ms latency on saccade thresholds.

EYE-HAND COORDINATION

Our research on using a combination of gaze and keyboard
for performing a pointing task [5] showed that error rates
were very high. Additional work on using gaze-based
password entry [4] showed that the high error rates existed
only when the subjects used a combination of gaze plus a
keyboard trigger. Using a dwell-based trigger exhibited
minimal errors. These observations led us to hypothesize
that the errors may be caused by a failure of synchroniza-
tion between gaze and triggers.

To determine the cause and the number of errors we con-
ducted two user studies with 15 subjects (11 male, 4 fe-
male, average age 26 years). In the first study, subjects
were presented with a red balloon. Each time they looked at
the balloon and pressed the trigger key, the red balloon
popped and moved to a new location (Moving Target
Study). In the second study, subjects were presented with
20 numbered balloons on the screen and asked to look at
each balloon in order and press the trigger key (Stationary
Targets Study). Subjects repeated each study twice, once
optimizing for speed and trying to perform the task as
quickly as possible and the second time optimizing for ac-
curacy and trying to perform the study as accurately as
possible. The order of the studies was varied for counter-
balancing and trials were repeated in case of an error.

An in-depth analysis of the data and classification of the
errors from the two studies revealed multiple sources of
error:

Tracking errors: caused due to the eye tracker accuracy.
These include cases in which the gaze data from the eye
tracker is biased or when the location of the target closer to
the periphery of the screen results in lower accuracy from
the eye tracker [2].

Early-Trigger errors: caused because the trigger happened
before the user’s gaze was in the target area. Early triggers
can happen because a) the eye tracker introduces a sensor
lag of about 33ms in processing the user’s eye gaze, b) the
smoothing algorithm introduces an additional latency of



Sources of Error in Gaze Input
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Figure 2. Sources of error in gaze input. Shaded
areas show the target region. Example triggers are
indicated by red arrows. The triggers shown are all
different attempts to click on the upper target region.
The trigger points correspond to: a) early trigger error,
b) raw hit and smooth hit, c) raw miss and smooth hit,
and d) late trigger error.

20ms at saccade thresholds ¢) in some cases (as in the
Moving Target study) the users may have only looked at
the target in their peripheral vision and pressed the trigger
before they actually focused on the target.

Late-Trigger errors: caused because the user had already
moved their gaze on to the next target before they pressed
the trigger. Late triggers can happen only in cases when
multiple targets are visible on the screen, as in the Statio-
nary Targets study or in gaze-based typing.

Other errors: these include a) smoothing errors caused
when the smoothed data happened to be outside the target
boundary, but the raw data point would have, by chance,
resulted in a hit, b) human errors where the subject just was
not looking at the right thing or the subject looked down at
the keyboard before pressing the trigger.

Figure 2 illustrates the different error types. Figure 3 shows
how often each type of error occurred in the two studies.
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Figure 3. Analysis of errors in the two studies show
that a large number of errors in the Speed Task hap-
pen due to early triggers and late triggers — errors in
synchronization between the gaze and trigger events.

Simulation of Smoothing and Early Trigger Correction
20%
18% jogy b 164%
= 16%
o
T U _—
w
0 12% 1 —
oo
£ 0% B2% 75%
5 8% ]
e =
[
o 40 — -
2% 1 —
0% T T 1
Raw Smoothed ETC Smoothed Smoothed
% &ETCJ
Y Y
speed task accuracy task

Figure 4. Simulation of smoothing and early trigger
correction (ETC) on the speed task for the Moving
Target Study shows that the percentage error of the
speed task decreases significantly and is comparable
to the error rate of the accuracy task.

To improve the accuracy of gaze-based pointing in the case
of the speed task, we implemented an Early Trigger correc-
tion (ETC) algorithm which delays trigger points by 80ms
to account for the sensor lag, smoothing latency and peri-
pheral vision effects. We simulated this algorithm over the
data from the Moving Target study. Figure 4 shows the
outcome from the simulated results. It should be noted that
both smoothing and early-trigger correction by themselves
actually increased the error rate, because smoothing intro-
duces a latency that the early trigger would be correcting.
The error rate in the speed task when using a combination
of smoothing and early trigger correction approaches the
error rate of the accuracy task — without compromising the
speed of the task.

While we were able to identify late-trigger errors in the
analysis of the data, it is difficult to distinguish a late trig-
ger from an early trigger or even an on-time trigger without
using semantic information about the location of the tar-
gets. Since our approach has focused on providing a gener-
ally applicable techniques for gaze-input which do not rely
on application or operating system specific information we
did not attempt to correct for late triggers. We note that the
use of semantic information about target locations has the
potential to significantly improve the accuracy of gaze-
based input by allowing the current fixation to be applied to
the closest target.

FOCUS POINTS

In our paper on gaze-based pointing [5], we introduced the
use of Focus Points—a grid pattern of dots overlaid on the
magnified view that contained the targets (see Figure 5).
We hypothesized that focus points assist the user in making
a more fine-grained selection by focusing the user’s gaze,
thereby improving the accuracy of the eye tracking. How-
ever, the studies in the EyePoint paper showed no conclu-
sive effect of an improvement in tracking accuracy when
using focus points.

To test this hypothesis further, we conducted a user study
with 17 subjects (11 male, 6 female, average age 22. In the
first part of the study subjects were shown a red balloon
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Figure 5. Magnified view for gaze-based pointing tech-
nique with and without focus points. Using focus points
provides a visual anchor for subjects to focus their gaze on
making it easier for them to click in the text box.

and asked to look at the center of the balloon. Once they
had looked at the balloon for a dwell duration (450ms) the
balloon automatically moved to a new location. In the
second part, subjects repeated the study, but with the center
point of the balloon clearly marked with a focus point. The
order was varied and each subject was shown 40 balloons.
The user’s raw and smoothed gaze positions were logged
for each balloon. At the end of the study users were pre-
sented with a 7-point Likert scale questionnaire which
asked them which condition was easier and whether they
found the focus point at the center of the balloon useful.

We computed the standard deviation of the Euclidean dis-
tance of each gaze point from the center point of the target.
The results from the study show that within the bounds of
the measurable accuracy of the eye tracker' , the use of
focus points did not have a significant impact in concentrat-
ing the user’s gaze on the center of the target. The ques-
tionnaire results however, indicate that subjects found the
condition with the focus point easier and found the focus
point to be useful when trying to look at the center of the
target. These results are consistent with our findings in the
original EyePoint paper [5].

We conclude that while the use of focus points may not
measurably improve the accuracy of the raw gaze data from
the eye tracker, they do indeed make pointing easier and
provide a better user experience. This is illustrated by Fig-
ure 5, which shows two views of the magnified view from
EyePoint. If the subject intends on clicking in the text area
in the bottom right of the magnified view, the task is easier
for the subject in the condition with focus points, since the
focus points provide a visual anchor for the subject to focus
upon.

CONCLUSION

The techniques presented above improve the use of gaze
for input by addressing changes in how we interpret the
gaze data from eye trackers (saccade detection and smooth-
ing), how to match gaze input with an external trigger (eye
hand coordination) and by introducing features which make
it easier for the user to look at the desired target (focus

! The accuracy of the eye tracker is approximately 1° of visual
angle which provides a spread of 33 pixels in any direction (di-
ameter of spread ~66 pixels)

points). The above techniques describe software changes
that can be made at an application layer to improve the use
or gaze as a form of input and are orthogonal to any im-
provement in the underlying tracking technology that pro-
vides for more accuracy and head movement from the eye
tracker.
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