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Sales professionals need to identify new sales prospects, and sales executives need to

deploy the sales force against the sales accounts with the best potential for future

revenue. We describe two analytics-based solutions developed within IBM to address

these related issues. The Web-based tool OnTARGET provides a set of analytical

models to identify new sales opportunities at existing client accounts and

noncustomer companies. The models estimate the probability of purchase at the

product-brand level. They use training examples drawn from historical transactions

and extract explanatory features from transactional data joined with company

firmographic data (e.g., revenue and number of employees). The second initiative, the

Market Alignment Program, supports sales-force allocation based on field-validated

analytical estimates of future revenue opportunity in each operational market

segment. Revenue opportunity estimates are generated by defining the opportunity as

a high percentile of a conditional distribution of the customer’s spending, that is, what

we could realistically hope to sell to this customer. We describe the development of

both sets of analytical models, the underlying data models, and the Web sites used to

deliver the overall solution. We conclude with a discussion of the business impact of

both initiatives.

INTRODUCTION

Improving sales productivity is an essential compo-

nent of growth for major companies. Although

hiring the best sales representatives is an obvious

first step, there is an increasing realization that for a

sales force to achieve its potential, sales represen-

tatives and executives must be equipped with

relevant information technology (IT) tools and

solutions.
1

The past decade has seen the develop-

ment of a number of customer relationship man-

agement (CRM) systems
2,3

that provide integration

and management of data relevant to the marketing

and sales process. Sales force automation (SFA)

systems
4

enable sales executives to better balance
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sales resources against identified sales opportuni-

ties. Although it is generally (but not uniformly
5
)

accepted that such tools improve the overall

efficiency of the sales process, major advances in

sales force productivity require not only access to

relevant data, but also informative, predictive

analytics derived from this data.

In this paper we develop analytical approaches to

address two issues relevant to sales force produc-

tivity and describe the deployment of the resulting

solutions within IBM. The first solution addresses a

common problem faced by sales representatives:

identifying new sales opportunities at existing client

accounts and at noncustomer, or whitespace, com-

panies. The analytical challenge is to develop

models that predict—based on analysis of previous

transactions and other available third-party data—

the likelihood or propensity that a company will

purchase an IBM product. These modeling results,

with the underlying data, have been integrated in a

Web-based tool called OnTARGET.

A second but related business challenge is to

provide quantitative insight into the process of

allocating sales representatives to the best potential

revenue-generation opportunities. In particular, we

are interested in the allocation of resources to

existing IBM client accounts. Here the analytics

challenge is to develop models that estimate the true

revenue potential (or opportunity) at each account

within IBM product groups. These models were

developed as part of an internal initiative, the

Market Alignment Program (MAP), in which the

model-estimated revenue opportunities were vali-

dated by means of extensive interviews with

frontline sales teams. This process and the Web-

based MAP tool are described later in this paper.

Although they address different business problems,

the OnTARGET and MAP tools share a common

architecture. Both employ a data model that

effectively joins historical IBM transaction data with

external third-party data (such as revenue and

number of employees, which we refer to as firmo-

graphic data), thereby presenting a holistic view of

each client. Both systems exploit this linked data to

build the models described here. Given the different

business objectives, the tools employ different Web-

based user interfaces; however, both interfaces are

designed to facilitate easy navigation and location of

the relevant analytical insights and underlying data.

ONTARGET: A CUSTOMER TARGETING SOLUTION

We begin with a discussion of the OnTARGET

business objectives, describe the overall system

design and the data model developed to meet these

objectives, and conclude with a description of the

Web-based user interface to the OnTARGET tool.

OnTARGET business objectives

Corporate revenue is likely to grow at normal rates

for the next few years. Because the broad market is

likely to grow in aggregate at rates only slightly

higher than the gross national product, companies

will need to generate revenue growth (excluding

acquisitions and divestitures) at rates greater than

the overall market to remain competitive. Pursuit of

growth opportunities in emerging markets is one

approach, but companies will need to generate

significant growth in their core businesses and

markets as well. This requires a renewed focus on

identifying and closing new sales opportunities with

existing clients and finding new companies that will

be receptive to the core offerings. Improving sales-

force productivity is essential to both objectives.

Early in the OnTARGET project, we spoke to a

number of leading sales professionals and sales

leaders about potential IT-enabled tools that they

believed could enhance sales productivity. One

common sentiment was that salespeople are often

forced to use multiple tools and processes that not

only fail to provide the relevant information needed

to do their jobs better, but also take valuable time

away from actual sales activities. In contrast, the

same people were open to using a new tool,

provided that the tool offered the following capa-

bilities:

1. References a large universe of existing clients and

potential new clients

2. Incorporates relevant data that may require

multiple existing tools to access

3. Includes analytical models to help identify the

best sales opportunities

4. Integrates all such data for each company under a

single user interface designed by end users to

facilitate easy navigation

These were the primary objectives for the design of

the OnTARGET tool. In the remainder of this

section, we discuss specific design decisions and

implementations in light of these requirements.
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Architecture and data

In this section, we provide an overview of key

architectural aspects of the OnTARGET Web-based

application.

Design objectives and system overview

The broad business objective for OnTARGET is to

provide sales professionals with a single user

interface through which they can obtain relevant

data and analytics upon which they can act. From a

design perspective, this requirement led to decisions

on the specific data and linkages to be incorporated

and the criteria for specifying the universe of

companies to be made available within the tool.

After discussions with sales professionals, the

following sources of data were selected for inclu-

sion:

1. All transactions executed by IBM with its clients

over the past five years

2. Dun & Bradstreet (D&B**) firmographic data,
1

such as company revenue, number of employees,

and corporate organizational hierarchy

3. Information on installed hardware and software

at IBM client sites

4. Contact information for both customers and

noncustomers

5. Competitive information from external vendors

6. Assignments of companies to sales territories.

It is required that OnTARGET include all significant

IBM clients and potential new customers drawn

from the universe of companies available in the D&B

database. Using the historical IBM transactional

data, we select client companies for inclusion based

on a minimum threshold of their spending with IBM

over the past five years. Noncustomer prospects are

selected by filtering for minimum thresholds for

company sales and the number of employees, based

on the D&B data. Using these criteria, OnTARGET

currently contains well over one million D&B

company sites for the United States; over two

million sites are included worldwide.

OnTARGET was developed with a Web-based front

end that was flexible enough to allow end users to

execute complex queries directly from the user

interface. OnTARGET is implemented as a Java**

application running on an IBM WebSphere* appli-

cation server, with IBM DB2* as the relational

database. A response time of less than 7 seconds is

required for all transactions executed.

The OnTARGET architecture (Figure 1) can be

viewed as three key elements: the data store

(comprised of a production database and a staging

database), the analytical models, and the user

interface. The architecture somewhat isolates these

elements to provide flexibility during development

and deployment. It also allows the transformation

and updating of data to occur in the staging database

area, with subsequent deployment to the production

database. These operations are resource-intensive;

thus, executing them outside of the production

environment eliminates any impact to the produc-

tion application. The analytical models are devel-

oped outside the OnTARGET system and are

imported to the staging server and integrated with

the other data sources. Separate cross-sell rules are

specified by salespeople and are integrated in much

the same way as the analytical models.

Data model

The principal design objective of the OnTARGET

data model was to facilitate the support and

maintenance of key data drawn from multiple data

sources across all major geographic regions. Be-

cause some of the data from each geographic region

came from disparate data sources, commonality of

data elements had to be designed into the model. For

instance, contact data from one source could have

different fields and lengths than data from another

source, or an element might have a common field

name with different domains. An analysis of the

domain and length of each data element was

performed to ensure that a common data model

could be created to allow the user interface to work

more efficiently and to standardize queries and

provide a standard code base worldwide. All

relevant pieces of data from each of the required

entities were gleaned and assembled in a computer-

aided software engineering (CASE) tool with which

a logical and physical data model was designed.

OnTARGET used IBM Rational* Data Architect
6

for

its CASE tool.

OnTARGET was initially deployed to several coun-

tries in the Americas, followed by 15 countries in

Europe and 3 in the Asia Pacific region. Hence,

another key requirement of the common data model

was that it readily support integration of new

countries as data became available. The standardi-

zation of data structures allowed the user interface

to remain untouched in many instances, even as

additional countries were being added.
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OnTARGET uses both internal IBM data (e.g.,

transactional data) and external reference data (e.g.,

D&B firmographic information along with compet-

itive data from multiple vendors). Because IBM uses

an internal reference number to identify customers,

it was necessary to introduce a unique database key

in order to join internal data with the external

reference data for each company. An external

reference number, the D-U-N-S** number (Data

Universal Numbering System),
4

was chosen as the

main key primarily because OnTARGET also in-

cludes companies that are not currently IBM

customers. We developed a flexible process to

transform all data to this common key.

Transformation algorithms were developed by using

a transformation tool, WebSphere DataStage*,
7

to

allow for consistent data presentation within the

application. This helped to give the OnTARGET user

interface a more consistent look and feel, regardless

of the geographic location in which it was being

used. This tool also helped document the data flows

within the application and was useful for ongoing

maintenance and training.

Major updates to the OnTARGET data are made

each quarter. During each update cycle, the histor-

ical IBM transactional data is refreshed, and updated

populations of noncustomers are extracted from the

D&B tables. All models are rebuilt using this data,

and hence the predictive-model scores are always

consistent with the latest financial and firmographic

data. Updates to the other information, including

company contact information and product installa-

tion records, are made more frequently.

OnTARGET user interface

The purpose of the OnTARGET user interface is to

help sales personnel quickly identify the best

potential revenue opportunities in their sales terri-

tory. Figure 2 shows a simplified, conceptual view

of the OnTARGET user interface. The basic objective

is to allow the user to build a focused customer-

targeting list composed of companies that meet

Figure 1
OnTARGET architecture and data
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criteria specified by the user. In the first step, the

user creates a broad set of companies by filtering for

location, industry, or sales territory, or a combina-

tion of criteria.

In the second step, additional criteria can be used

to further filter the initial set of companies. For

example, it is possible to filter the list based on the

upper and lower limits of company size as given by

the D&B values for company sales and number of

employees. It is possible to select only companies

that have made purchases within IBM product

groups (e.g., Lotus* software). Furthermore, using

the OnTARGET propensity models, a user can select

companies that have a high propensity to purchase

in one of 10 different IBM product groups (e.g.,

Tivoli* software or System x* servers). The interface

allows Boolean operators like AND, OR, and NOT to

be applied in specifying the query. The various

selection criteria are easily entered in the interface

by means of standard pull-down and selection

menus.

The result of the above define-and-filter process is

the creation of a query that is executed against the

OnTARGET database. All companies that meet the

specified criteria are displayed as the resulting

targeting list. This list can be further modified by

adding and removing companies directly or by

modifying the filter criteria in an iterative process

that yields a list of key potential opportunities as a

focus for the sales process. Selecting any company

in the list takes the user to a company detail page,

which includes a comprehensive view of all the

information in the OnTARGET database about the

company; for example, D&B firmographics, contact

information, installed base, competitive informa-

tion, and propensity scores. This holistic view

facilitates the sales process by providing all relevant

information in one place, and the user can easily

generate a report of this information.

An interesting feature incorporated in OnTARGET is

the capability to identify companies that are similar

to a target company. Similarity is defined by a

OnTARGET Home Page (Authentication)

Query by location, industry,
or sales territory

Filter by company
firmographics, past purchases,

and analytic models

Create, save, or share
a company targeting list

DEFINE

FILTER

Select by
Location, Industry,
. . . 

Select by
Sales Territory ID

Create 
Company Report 

Find Similar
Companies

Company 
Firmographics 
(Sales, Employees)

Installed Base
and Past 
Transactions 

Propensity
Model Scores

Company Detail 
Page

Company List

Figure 2
OnTARGET user interface
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distance metric constructed using only firmographic

information, for example, companies in the same

industry with comparable sales and numbers of

employees. This feature is useful in two ways: to

identify additional sales prospects and to analyze

the IBM product mix that was purchased by other

companies of comparable size in the same industry.

The targeting list can be saved for future reference

or used as a basis for applying other criteria.

OnTARGET also provides a capability for sellers to

collaborate by sharing the targeting lists with others.

Users can receive targeting lists and then refine the

filters to meet their specific requirements. In many

cases, this function enables persons in sales

operations to define criteria and pass them on to

representatives in their region.

An essential feature of the user interface is the

enforcement of appropriate security and privacy

rules to ensure that all information is protected

according to IBM and country-specific policies. This

capability is managed from a separate administra-

tive interface that allows the specification of rules to

restrict display of sensitive data only to users with

the appropriate authorization.

OnTARGET includes the capability to collect usage

statistics, such as the number of logins by each user.

It also records time-stamped user accesses to each

company detail page. This data is essential to

quantify both the acceptance of the tool and the

extent to which subsequent revenue for a specific

client can be linked to the use of the tool. We discuss

these metrics in the section ‘‘Solution deployment

and business impact.’’

ONTARGET PROPENSITY MODELS

OnTARGET and MAP employ different predictive

models based on their business objectives. For

OnTARGET, propensity models predict the proba-

bility of purchase within a specific product group;

the MAP models estimate the potential revenue

opportunity at each client account. The MAP models

are described in a subsequent section.

The goal of the propensity models is to differentiate

customers (or potential customers) by their likeli-

hood of purchasing various IBM products. These

models are built to predict purchases within broad

product groups or brands rather than at the level of

individual products. Examples of these brands are

Lotus or Tivoli (IBM software brands) and

System p* or IBM System Storage* (IBM server

brands). Currently, we develop separate propensity

models for 10 product groups.

We have at our disposal several major data sources

to use in this task. The two major sources, available

for the largest number of companies, are the

historical IBM transactions for all IBM customers

and publicly available firmographic data from D&B

and other sources. Our goal is to make use of this

data to build propensity models that consider all

potential customers, are widely applicable, and

accurately differentiate between high-propensity

and low-propensity customers on a product-by-

product basis. For this purpose, for every product

brand Y, we first divide the universe of OnTARGET

companies into three distinct groups:

1. Companies that have already purchased Y in the

past. These companies are eliminated from the

propensity modeling.

2. Companies that have a relationship with IBM but

have never purchased Y. For these companies,

we can use both data sources—internal and

external—to build our existing customer model.

3. Companies that have never purchased from IBM.

For these companies we have only the firmo-

graphic data, and the model for them is called the

whitespace model.

With multiple geographic areas (the Americas,

Europe, Asia Pacific), multiple countries within each

geographic area, and multiple product brands, a

large number of propensity models (currently about

160) are built in each quarter. In what follows, we

summarize our modeling approach and the consid-

erations leading to it, demonstrate its evaluation

process during modeling, and show results of actual

field testing. Finally, we discuss the modeling

automation put in place to handle the overwhelming

number of models built each quarter.

Propensity-modeling methodology
We begin by specifying a geographic area, a brand

Y, and a modeling problem (existing customer or

whitespace). Our first step is to identify positive

examples and negative examples to be used for

modeling. In each modeling problem, we try to

understand what drives the first purchase decision

for brand Y and to delineate companies by the

likelihood of their purchase. Assume the time period
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t (typically last year or the last two years), and our

modeling problem is formulated as:

Differentiate companies that had never bought brand

Y until period t, then bought it during period t, from

companies that have never bought brand Y.

Of the companies that had never bought brand Y

before period t, some will have bought other

products before t. These companies form the basis of

the existing customer model for Y. The companies

that had never bought any brand before t are the

basis for the whitespace model. Thus, for the

whitespace problem, our positive and negative

examples are:

Positive: Companies that had never bought from

IBM before t, then bought Y during t.

Negative: Companies that had never bought from

IBM before or during t.

The definitions for the existing customer problem

are similar, except that a previous purchase from

IBM is required for inclusion. For some combina-

tions of geographic area and brand and modeling

problem, the number of positives may be too small

for effective modeling (we typically require at least

50 positive examples to obtain good models). In that

case, we often choose to combine several similar

modeling tasks (where similarity can be in terms of

geographic area, brand, or both) into one meta-

model with more positives. In Reference 8, we

discuss in detail the trade-offs involved in this

approach and demonstrate its effectiveness.

Next, we define the variables to be used in modeling.

For existing customers, we derive multiple variables

from historical IBM transactions, describing the

history of the IBM relationship before period t.

Examples of these features are the following:

� Total amount spent on software purchases in the

two years before t
� Total amount spent on software purchases in the

two years before t compared to other IBM

customers (rank within IBM customer population)
� Total amount spent on storage-product purchases

in the four years before t

For both existing and whitespace customers, we

derive variables from the D&B firmographic data

such as the following:

� Company size indicators (revenue, employees),

both in absolute and relative terms (rank within

industry)
� Industry variables, both raw industry classifica-

tion from D&B and derived sector variables
� Company location in corporate hierarchy (e.g.,

headquarters or subsidiary)

We then build a classification model (more accu-

rately, a probability estimation model), which uses

these variables to differentiate the positive examples

from the negative examples. For each example, the

model estimates the probability of belonging to the

positive class. For presentation in the OnTARGET

tool, these continuous scores are binned from 1 to 5,

with bin distributions specified such that only 15

percent of existing customer examples receive the

highest rating of 5. For the whitespace model, only

five percent get a rating of 5, reflecting the

observation that it is generally more difficult to sell

into a noncustomer account.

Example of modeling results

The resulting models can be examined and, to some

extent, interpreted as scorecards that describe the

effect of different variables on the likelihood of

converting a company into a customer for brand Y.

We describe here a detailed example from a recent

round of existing customer models built for North

America and discuss possible interpretations.

The example we give is the existing customer model

for the Rational software brand. Figure 3 shows the

predictive relationships found for this model. Green

arrows signal a positive effect (an increase in

propensity from an increase in the value of the

variable), and red arrows signal an adverse effect on

propensity. The width of the arrows indicates the

strength of the effect, as measured by the magnitude

of the regression coefficient. We show in the figure

only statistically significant (as measured by

p-value) effects. We see several interesting effects,

and most seem to be explainable:

� Industrial sector (IT), geographic area (California)

and company’s corporate status (Headquarters)

seem to have a strong predictive effect. This seems

consistent with Rational being an advanced

software development platform, which medium-

sized IT companies in California (and thus, likely

at the leading edge of technology) might be

interested in purchasing.
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� The size of the total prior software relationship with

IBM seems to be a strong indicator of propensity to

buy. Additionally, having a strong relationship in

Lotus seems to afford additional power.
� Although the total size of prior nonsoftware

relationship does not have a strong effect, some

specific nonsoftware brands seem to be important.

System p (and System x, somewhat) seem to

promote Rational sales, while IBM System z*

seems to dampen them. Although this last fact

may seem puzzling, it may be explainable by the

fact that System z customers often manage their

software relationship with IBM in conjunction

with the System z relationship. More analysis

would be required to clarify this point.

Evaluating model performance

Statistical model validation is performed using a 10-

fold cross-validation approach, whereby we divide

our data (positive plus negative examples) into 10

equal-sized bins and build 10 models, each time

using nine-tenths of the data (nine of 10 bins) for

modeling, and then applying the resulting model

to the leave-out tenth bin. After repeating this 10

times, we have all data scored as leave-out by the

different models, and we can use it to evaluate the

modeling success. (For a detailed description of

cross-validation, see Reference 9). We then

evaluate our model by the lift performance on the

holdout data. Lift of the model at percentile x is

defined as

Lift ðxÞ

¼ fraction of total positive examples in top x%

fraction of positives plus negatives in top x%
:

As the denominator is simply x, we can write

Lift ðxÞ

¼ fraction of total positive examples in top x%

x
:

The lift is a natural measure in the marketing

context because it measures how much more

successful our model is than a model that simply

assigns random scores. The lift is also quite robust

with respect to the ratio of positive-to-negative

examples used, which is important because our

learning samples are typically biased in favor of

positive examples, compared to the full population.

(For discussion of these biases and their effect on

evaluation, see Reference 10).

Figure 3
Predictive relationships between some derived variables and new Rational sales to existing customers
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To seriously evaluate the success of a model, we

should always judge it against a reasonable baseline

model that a knowledgeable salesperson might

employ, rather than against the random model. For

this we adopt a baseline model that ranks prospects

by a measure of company size. We refer to this as

the Willy Sutton model. (Willy Sutton was the

infamous bank robber who reportedly said that he

robbed banks because ‘‘that’s where the money is.’’)

We rank existing customers by the size of their

relationship with IBM (largest to smallest, based on

total revenue with IBM), implicitly assuming the

largest customers are most likely to buy a brand in

which they have no current relationship. For

whitespace companies, we rank them by their

company size (revenue and employees) as reported

by D&B.

Our cross-validated evaluation indicates that our

models almost invariably do significantly better than

the Willy Sutton model. For the most recent existing

customer problems, our models do significantly

better than the Willy Sutton model on nine out of 10

problems, with the sole exception being System z,

for which the performance is only slightly better.

Indeed, this may not be surprising, as this is the

brand where size of IBM relationship is indeed most

likely to be critical for new purchases. A common

graphical display, representing the lift of a model at

all values of x, is the lift curve. Figure 4 illustrates

an example lift curve for the whitespace model built

for the Rational software brand. The lift at 5 percent

and 10 percent is calculated explicitly, and the

model is compared to the Willy Sutton and random

models. Note that the OnTARGET model signifi-

cantly outperforms both baseline methods.

A more interesting evaluation, however, is to judge

the models by their actual success in predicting new

sales. We have been able to do this by considering

new sales recorded in 4Q 2006 and investigating the

scores that our previously built models in 3Q 2006

assigned to these sales. At the time these models

were built, these sales were not visible in the data;

however, they were most likely initiated before the

results of the models were available, and thus not

affected by these results. Hence, we are getting a

clean evaluation of the success of the models in

identifying actual sales as high propensity opportu-

nities.

Table 1 shows the evaluation results for the 10

existing customer models. We compare the perfor-

mance of our model to that of the Willy Sutton

model in terms of the area under the curve (AUC)

and the lift at the 5-percent point (Figure 4). For

each modeling problem, the higher number (better

performance) is shown in boldface.

We observe that for nine of the 10 modeling

problems, our models do better than the baseline

model in terms of AUC, which is between 0 and 1

and roughly measures the success of a model in

ranking all the data successfully. The tenth,

Figure 4
Example lift curve comparing OnTARGET model 
performance to some baseline models
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Table 1 Model evaluation results based on predicting

new sales

Product
Brand

Number of
Positives

AUC Lift at 5%

Model
Willie
Sutton Model

Willie
Sutton

Information
Management 26 0.82 0.69 9.23 6.15

Lotus 25 0.81 0.72 7.20 8.80

Rational 42 0.91 0.79 12.38 10.00

Tivoli 56 0.82 0.77 8.21 8.57

WebSphere 37 0.90 0.80 12.43 12.43

System i* 69 0.77 0.73 5.22 2.90

System p 74 0.83 0.78 8.92 8.38

System x 27 0.80 0.74 7.41 9.63

System z 6 0.78 0.78 6.67 6.67

Storage 194 0.88 0.80 10.31 6.91
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System z, has very few positives, and the models

end up in a tie. In terms of lift at 5 percent, we

observe that both modeling approaches do very well

(often finding as many as 50 percent of sales in this

top portion), but our models generally outperform

the baseline models, sometimes significantly. Over-

all we can conclude that our models clearly do a

better job of identifying sales opportunities, but that

this advantage is less pronounced at the top of the

ranked lists (top 5 percent), where the Willy Sutton

policy of just taking the biggest customers seems

to be a reasonable approximation of the best

model we can build.

Model automation

Because we generate at least 160 new models each

quarter, a reliable, repeatable, and automated

modeling methodology is needed. Initially, we

performed several modeling iterations manually to

understand the problems and variables involved.

Then we created an automated system whose main

characteristic was that it had a large collection of

possible predictive variables from which it selected

some for each prediction model. The main consid-

erations in choosing variables for each model were:

� the number of positive examples (if there were too

few examples; we could not use too many

variables),
� our experience with the specific modeling problem

(some variables are more important than others in

specific geographic areas or for specific brands, or

both), and
� data availability (some variables were not avail-

able in specific geographic areas).

This almost fully automated system generated the

models in the two quarters preceding this writing.

The main need for manual intervention in this

process is to examine the output and evaluate the

models, thereby making sure that changes in data,

bugs, or other unexpected phenomena have not

adversely affected the predictive performance.

MARKET ALIGNMENT PROGRAM
The second initiative, MAP, is used to allocate the

sales force. An integral part of the MAP process is

the validation of analytical estimates by means of an

extensive set of workshops conducted with sales

leaders. These interviews rely heavily on a Web-

based tool to convey the relevant information and to

capture expert feedback on the analytical models.

MAP business objective

Sales organizations face the challenge of effectively

aligning their sales force with market opportunity.

The objective of the MAP initiative is to address this

challenge by focusing on the three main problem

areas in sales-force deployment methodology:

1. Lack of a uniform, disciplined approach to

estimating revenue opportunity at a customer

level. This problem leads to alignment of sales

resources with past revenue rather than the

opportunity for future revenue. MAP links the

sales-force allocation process to field-validated

analytical estimates of future revenue opportu-

nity in each operational market segment.

2. Lack of frontline input into the planning process.

Purely top-down planning processes, although

easier to manage, do not typically result in an

optimal allocation of sales resources and revenue

targets. They also often result in disenfranchised

sales teams. The MAP business process explicitly

requires detailed input from the frontline sales

teams.

3. Lack of an easily accessible common base of facts

and analytical methodology for making resource

shift decisions. This problem limited the scope

and impact of the previous deployment optimi-

zation efforts because sales leaders in different

parts of an organization found it difficult to arrive

at rational fact-based trade-off decisions in the

absence of a common fact base. MAP solves this

problem by delivering the properly aggregated

information to decision makers through a Web-

based tool.

MAP business process
The MAP business process can be broken into four

main steps:

1. Prepare input for frontline sales workshops. This

step includes populating the Web-based tool with

data on past revenue, model-estimated revenue

opportunity, and deployment of sales resources.

2. Conduct frontline workshops. This is the most

time-consuming phase of the planning process. In

this phase we validate the model-estimated future

revenue opportunity per customer by product

division, validate current coverage, and capture

future resource requirements. All workshops are

conducted using the MAP tool.

3. Conduct workshops with regional sales leaders

within each product division and each industry
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sector. In this phase we prioritize customers

within each product division and industry sector

and validate coverage requirements.

4. Conduct regional summit meetings with the sales

leaders from all product divisions and industry

sector teams. In this phase we develop the overall

IBM sales coverage and strategy for priority

customers.

System overview

The MAP Web-based tool is used to conduct

extensive interviews with IBM sales teams, and this

process has motivated several design features that

differ from OnTARGET. In addition to many of the

data sources used in OnTARGET (Figure 1), MAP

also includes data on assignments of current sales

resources. The MAP revenue-opportunity models

are built for each major IBM product brand by using

combined transactional and D&B data. Revenue

opportunities are estimated for each account, and

these results are stored in the database for display

during the interview process. Unlike OnTARGET,

the MAP tool must capture specific feedback on the

revenue-opportunity models presented to the sales

teams during the interview process. The tool allows

the sales team to input their estimates of revenue

opportunity and explain their reasons for recom-

mending a change to the model results. Opportuni-

ties validated this way are stored in the MAP

database and then post-processed with separate

tools after the interviews have been completed.

MAP data model and user interface

Figure 5 shows the overall flow of the MAP user

interface. It is essential that participants in the MAP

interview process be able to locate their accounts

and sales territories within the tool. For this reason,

the query interface shown in Figure 5 returns either

a list of accounts or a list of sales territories that

satisfies query conditions such as geographic area

and industry sector. In contrast, the analogous

queries in OnTARGET (Figure 2) return lists of

companies that are indexed by the D&B D-U-N-S

number. Hence, the MAP data model is organized by

IBM client accounts, whereas the OnTARGET data

model uses the D&B representation of companies.

The difference in design is due to different business

objectives: OnTARGET must provide easy identifi-

cation of noncustomer companies, whereas MAP

must support an IBM-centric view in order to be

Data Aggregation

Account List Territory List

Account Detail 
Page

MAP Home Page (Authentication)

Query to locate accounts
and sales coverages

A sales territory is
composed of one
 or more accounts

Sales team suggests
updates to model-estimated

revenue opportunity here

Select by
• Geographic area
• Industry

Territory Detail 
Page

Sales Resources 
Detail Page

Figure 5
MAP user interface

Sales team suggests 
updates to required 

sales resources here 
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consistent with the account- and territory-based

views of the participants in the MAP interview

process.

Returning to Figure 5, the generated lists of accounts

and territories contain links to pages that summarize

all relevant information for each account or sales

territory. For example, the account detail page

shows a five-year summary of all IBM revenue for

each major IBM product brand and the estimated

revenue opportunity for each brand. Feedback on

the estimated revenue opportunities is collected by

means of user inputs on this page. The sales team

can also enter changes to existing numbers of sales

resources that might be required to achieve future

revenue levels; note that the data is entered at the

sales-territory level (on the territory detail page)

because sales resources are allocated at this level.

To facilitate regional and industry-based workshops,

the MAP tool also provides a capability to aggregate

data such as revenue opportunity within market

segments, for example, within a specific geographic

area or industry.

MAP REVENUE-OPPORTUNITY MODELS

The total amount of money a customer can spend on

a certain product category is a vital piece of

information for planning and managing sales and

marketing efforts. This amount is usually referred to

as the customer’s wallet or the revenue opportunity

for this product category. For the MAP workshops,

we needed an unbiased, realistic estimate of the true

revenue opportunity at each account for the purpose

of leading an informed discussion with each sales

team. Although in this section we develop ideas

related to revenue opportunity, modeling ap-

proaches, and evaluation of the models in the

context of IBM revenue opportunity with its clients,

the methodology is applicable to any company with

a large volume of historical transaction data.

Definition of opportunity

What do we mean by a customer’s wallet or

opportunity? We discuss this in the context of IBM

as a seller of IT products to a large number of

customers for whom we wish to estimate the wallet.

We have considered three nested definitions:

1. The total spending by this customer in a

particular group of IT products or services. This is

simply the total IT spending (by product group)

by the customer. We denote this as the total

opportunity.

2. The total attainable (or served) opportunity for

the customer. In the IBM case, this would

correspond to the total spent by the customer in

IT areas covered by IBM products and services.

While IBM serves all areas of IT spending

(software, hardware, and services), its products

do not necessarily cover all needs of companies

in each of these areas. Thus, the served opportu-

nity is smaller than the total opportunity.

3. The realistically attainable opportunity is defined

by what the best customers (as defined below)

spend. This is different from served opportunity

because it is not realistic to expect individual

customers to spend their entire budget with IBM.

We refer to this as realistic opportunity. This is

also the definition that we use to define revenue

opportunity for MAP.

Total company revenue is readily available for all

companies from sources like D&B. We also know

the total amount of historical sales (IBM sales) made

by IBM to its customers. In principle, the relation

IBM
sales

, realistic , served , total ,
company
revenue

should hold for every company. Note that we expect

IBM sales to approach the realistic opportunity for

those companies where IBM is the dominant IT

provider.

As noted above, MAP uses the realistic definition

because it is most consistent with the concept of

opportunity held by IBM sales executives. Defining

the best customers is essential to estimating realistic

opportunity. In what follows, we define best

customers in a relative sense, as those who are

spending with IBM as much as we could hope for

given a stochastic model of spending. Thus, a good

customer is one whose spending with IBM is at a

high percentile of its spending distribution. We

describe below some approaches that allow us to

build models that predict such a high percentile and,

moreover, allow us to evaluate models with regard

to the goal of predicting percentiles of individual

spending distributions.

Modeling realistic opportunity as quantiles

Under the realistic definition, we are looking for a

high percentile (e.g., 80 percent) of the conditional

spending distribution of the customer, given all the
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information we have about this customer. As an

example, consider a customer C
x

and imagine that

we have not just one customer, but a million

customers identical to C
x
, except that each customer

independently makes its decision about how much it

spends with IBM. We could then take just the 80th

percentile of this spending distribution (i.e., the

quantity O such that 80 percent of these one million

identical customers spend $O or less with IBM) as

our realistic wallet estimate for C
x

and its identical

counterparts. In practice we do not, of course,

observe multiple copies of each company, and so our

challenge is to get a good estimate of this conditional

spending percentile for each company from the data

available to us. In general, the approaches for doing

so can be divided into two families:

1. Local approaches, which try to take the idea

described above (of having a million copies of C
x
)

and approximate it by finding companies that are

similar to C
x
, and then estimate the realistic

wallet of C
x

as the 80th percentile of IBM sales in

this neighborhood of companies.

2. Global models, which attempt to describe the

80th percentile as a function of all the informa-

tion we have about our customers. The simpler

and most commonly used approach is quantile

regression,
11

which directly models the quantile

(or percentile) of a response variable y (in our

case, IBM spending) as a function of predictors x

(in our case, the firmographics from D&B and the

IBM historical transaction data).

The standard regression approach estimates the

conditional expected value E(yjx) by minimizing

the sum of squared error (y� ŷ)
2
. In the case of

quantile regression, we have to find a model that

minimizes a piecewise linear, asymmetric loss

function known as quantile loss:

Lpðy; ŷÞ ¼
p 3 ðy� ŷÞ if y . ŷ
ð1� pÞ 3 ðŷ � yÞ if ŷ . y;

�

where p is the particular percentile. This loss

function is appropriate for quantile modeling

because the loss is minimized in expectation

when the desired quantile is being perfectly

modeled (for further discussion, see Reference

11).

Quantile estimation techniques
Within the scope of the MAP project, we explored a

number of approaches for quantile estimation and

developed some novel modeling techniques. We

evaluated the different models both in a traditional

predictive modeling framework on holdout data and

against the expert feedback collected in the initial

round of MAP sales-team workshops. We discuss in

more detail below the two approaches most relevant

to the MAP project, but we also note that our

research has led to three additional techniques for

wallet estimation:

1. Quanting,
12

which uses an ensemble of classifi-

cation models to estimate the conditional quan-

tiles.

2. Graphical decomposition models,
13

which assume

that the IBM revenue is determined by two

independent drivers: the relationship of the

company with IBM and its IT budget (the

opportunity), which itself is determined inde-

pendent of the IBM relationship based on the IT

needs of the company.

3. Quantile tree induction,
14

which follows closely

the traditional tree induction algorithm
15

using a

fast divide–and-conquer greedy algorithm that

recursively partitions the training data into

subsets. However, the objective of quantile

estimation requires a number of alterations,

including adjustments of the splitting and stop-

ping criteria and the prediction of a quantile

rather than the mean of the values in a leaf node.

Similar to the propensity models discussed in the

previous section, we estimate revenue opportunity

for each company at the major product-brand level

by using the firmographics from D&B and the IBM

historical transaction data.

k-nearest neighbor

The revenue-opportunity estimates provided in the

first release of the MAP tool used a k-nearest-

neighbor
16

approach, which follows very closely the

definition of realistic opportunity. In particular, for

each company we find a set of 20 similar companies,

where similarity is based on the industry and a

measure of size (either revenue or employees,

depending on the availability of the distribution).

From this set of 20 firms, we discard all companies

with no IBM revenue in the particular product brand

and report the median of the IBM product-brand

revenues of the remaining companies. The choice of

the median (50th percentile) reflects considerations

of both the statistical robustness and total market

IBM SYSTEMS JOURNAL, VOL 46, NO 4, 2007 LAWRENCE ET AL. 809



opportunity (sum over all companies) relative to the

total IBM revenue.

Linear quantile regression

A standard technique to estimate the realistic wallet

as percentiles of a conditional distribution is linear

quantile regression.
11

Similar to standard linear

regression models, quantile regression models aim to

find a coefficient vector b such that Xb is close to Y.

The main difference between traditional linear

regression and quantile linear regression is the loss

function. While linear regression models the condi-

tional expected value by minimizing the sum of

squared error, quantile regression minimizes quan-

tile loss as defined earlier. Figure 6 shows concep-

tually the difference between the linear regression

line in green and the quantile regression line for the

90th percentile in red.

Post-processing

Because the realistic opportunity is defined as a high

quantile of the conditional distribution, the predict-

ed opportunity will be smaller than the realized IBM

revenue for some companies. In particular, for a

quantile of 90 percent we would expect about 10

percent of companies to generate IBM revenue that

is larger than our opportunity forecast. While we do

not know the exact IBM revenue for the next year,

we use the revenue of the previous year as a proxy

and report in the MAP tool the maximum of the

opportunity model and the revenue of the previous

year in the brand.

Figure 6
Comparison of quantile regression and linear regression
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Evaluation of opportunity models

To decide which method to implement in the MAP

tool, we first needed to identify the most appropriate

quantile for the opportunity estimation and then

choose an appropriate evaluation criterion for model

comparison. Because we never directly observe the

true realistic IBM opportunity, we need a reference

solution. Therefore, rather than use potentially

unreliable survey data, we decided to use the expert

feedback collected in the initial round of sales

workshops conducted in 2005. In particular, we

built various opportunity models using D&B firmo-

graphics and IBM revenues for the approximately

30,000 companies that compose the 6000 major

MAP accounts discussed in the 2005 interviews.

Before describing these results, we discuss the

expert feedback obtained during the 2005 MAP

workshops. Recall that the experts could either

accept the model estimate or revise it. Figure 7

shows the validated (expert-specified) opportunity

for a major IBM software brand for about 1200

accounts as a function of the original opportunity

estimates that were provided in the MAP tool using

the initial nearest neighbor model. The plot supports

a number of interesting observations:

Figure 7
Comparison of predicted and expert-validated opportunity
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1. Forty-five percent of the opportunity estimates

are accepted without alteration. The majority of

the accepted opportunities are for smaller ac-

counts. This shows a strong human bias toward

accepting the provided numbers (this is broadly

known as anchoring).

2. For 15 percent of the accounts, the experts

concluded that there was no opportunity—mostly

for competitive reasons that cannot be known to

our revenue-opportunity model. For that reason

we decided to exclude those accounts from the

model evaluation.

3. Of the remaining 40 percent of accounts, oppor-

tunity estimates were decreased (23 percent)

slightly more often than they were increased (17

percent).

4. The data pattern of horizontal lines reflects the

human preference toward round numbers.

5. The opportunities and the feedback appear

almost jointly normal in a log plot. This suggests

that the opportunities have an exponential

distribution with potentially large outliers, and

that the sales experts corrected the opportunities

in terms of percentage.

Given the high skew of the distribution, residual-

based evaluation is not robust.
17

To account for this

fact, we evaluated model performance on three

scales: original, square root, and log. In addition to

the sum of squared errors for each scale, we also

considered the absolute error. This provides us with

a total of six different performance criteria. For this

analysis, we built nearly 100 different models,

counting all variations of model parameters. We

then ranked all models according to each of the six

performance criteria and compared how often a

given model appears within the top 10 of all models.

Based on this analysis for three major product

brands, we concluded that the linear quantile

regression model showed the most consistently

good performance for a quantile of 80 percent. In

other words, this quantile regression model provid-

ed the best agreement with the expert feedback

collected during the initial 2005 MAP workshops.

Hence, this model was selected to provide the

revenue opportunity estimates for MAP workshops

conducted in 2006.

SOLUTION DEPLOYMENT AND BUSINESS IMPACT

An essential component of initiatives such as

OnTARGET and MAP is that we be able to quantify

the impact of the delivered solution against the

overall business objectives. In general, it is chal-

lenging to isolate the impact of a given tool or

process when it is injected into a broad, complex,

and dynamic business environment. In this section,

we describe several measures of business impact for

each of these solutions.

OnTARGET business impact

We assess impact in four ways: adoption, produc-

tivity gains, impact of the propensity models, and

pipeline influence.

Adoption

The user population for OnTARGET has grown

steadily over the last two years, from about 1000

users at the end of 2005 to approximately 7000

worldwide users by the close of 2006. These sales

professionals are in 21 countries across three major

geographic areas. Interest in the application contin-

ues to increase, and the growth of the user

community is anticipated to continue as new

countries and sales personnel are added. As sales

representatives are often reluctant to use tools that

do not enhance their productivity, the adoption rate

of OnTARGET is a significant measure of its impact,

especially because use of the tool is not mandated.

Although the initial deployment was for the IBM

Software Group division, the fact that the database

includes information from most business areas has

made the application useful as an enterprise-wide

application covering multiple lines of business.

Therefore, the application quickly moved to other

divisions and has become an enterprise application.

It is currently being used by sales professionals from

the IBM Software Group division, the Systems and

Technology Group division, and the Services orga-

nizations.

Productivity gains

Face-to-face and call-center sales personnel are the

primary users of OnTARGET, as they look for the

best potential opportunities in their space. During a

recent survey of our user base, the average

productivity gain identified was two hours per

week. This productivity gain can be attributed to the

fact that the user can quickly create focused

targeting lists and does not have to use multiple

tools to access additional data and research on

prospective clients. OnTARGET users accessed and

downloaded over 235,000 company-detail reports in

2006.
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Impact of propensity models

An obvious question concerns the degree to which

the propensity models provide quantifiable business

impact. In the section ‘‘OnTARGET propensity

models,’’ we examined the scores assigned to closed

opportunities (i.e., a sale within a product brand) by

models built in the quarter before the sale was

recorded. This analysis, summarized in Table 1,

provides strong evidence that the models are indeed

identifying new sales opportunities that lead to

closed revenue.

Pipeline influence

OnTARGET was designed to help identify the best

potential opportunities for salespeople; hence we

have focused on measuring the impact on the sales

opportunity pipeline. We define an opportunity to

have been influenced by OnTARGET if the detail

page for the prospective company was viewed

within a three-month window prior to the opportu-

nity creation date. By this metric, OnTARGET

influenced over 17 percent of won opportunities in

2006 across the included lines of business world-

wide. These OnTARGET-influenced opportunities

represent more than 22 percent of the reported

pipeline dollars. Opportunities that were influenced

by OnTARGET generated greater average revenue

than those in which OnTARGET played no role. For

example, in the IBM software business, the average

revenue associated with won opportunities influ-

enced by OnTARGET in 2006 was more than 45

percent larger than those not influenced by the tool.

MAP business impact

We view the business impact of MAP from four

perspectives: deployment and adoption, revenue

growth, sales pipeline growth, and quota attain-

ment.

Deployment and adoption

The MAP initiative has been widely adopted

throughout IBM and plays a key role in the

deployment of sales resources. Since its initial

deployment in the U.S. in 2005, MAP has been

deployed to 32 countries around the world, which

constitute more than 95 percent of IBM total

revenue. During the 2006 deployment, approxi-

mately 420 MAP workshops were conducted with

sales teams globally, involving nearly 3000 sellers

from all IBM sales units. More than 2200 individual

accounts, representing approximately 55 percent of

the total modeled revenue opportunity, were dis-

cussed.

Following the interview process, client accounts for

each business sector were classified within a two-

dimensional segmentation defined by IBM revenue

and validated revenue opportunity. With respect to

the business objective of improving resource allo-

cation, the most relevant segment is invest accounts,

where the validated revenue opportunity is signifi-

cantly greater than current IBM revenue. Using the

MAP segmentation, specific measurable decisions

were made to optimize account coverage. As a result

of the 2005 deployment, a total of 380 sellers were

reassigned to invest accounts, with coverage of

approximately 50 lower-opportunity accounts shift-

ed to inside sales teams supporting the ibm.com

telecoverage channel.

The MAP prioritization framework has been adopt-

ed globally by all IBM business units, resulting in a

common, cross-IBM view of clients. The IBM

Software Group in particular has embraced the MAP

methodology and uses it to identify investment

accounts supported by 665 sales representatives

dedicated exclusively to invest territories.

As resource deployment investments are expected to

drive incremental revenue growth, it is very

important to measure the MAP impact from a

revenue growth perspective. At the same time, we

would not expect the impact of those investments to

occur quickly, as any shifted resource will need time

to ramp up to full productivity. The impact can,

therefore, be assessed by comparing the year-over-

year revenue growth. In particular, the growth of the

invest accounts relative to the growth for U.S.

accounts as a whole is a key measure of perfor-

mance. As further measures of impact, we can use

sales pipeline growth and sales quota attainment for

the population of sellers who were shifted to cover

these investment accounts.

Revenue growth

If we look at large client accounts in the United

States, the year-over-year revenue growth during the

first half of 2006 was 5 percent higher in the MAP-

identified investment accounts than for the back-

ground of all United States accounts. Although we

cannot state unequivocally that all of this 5-percent

growth is due to the MAP process, internal analysis

suggests that there is some causal effect. It is
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expected that this contribution will increase as

shifted resources are given more time to produce

results.

Sales pipeline growth

The sales pipeline, as derived through the opportu-

nity management system, is an important leading

indicator of future revenue. Here again, growth of

the investment segment and its contribution to the

total pipeline is an important indicator of impact. It

is also important to recognize that any impact on the

sales pipeline resulting from MAP will occur over

some period of time beyond the current quarter. We

can, therefore, use a rolling four quarters worth of

validated pipeline as an appropriate measure. As of

week 12 in 3Q 2006, the validated sales pipeline of

investment accounts (over a rolling four-quarter

period) grew year over year at a rate of 14 percent

greater than the total United States sales pipeline. As

sales pipeline is a leading indicator of revenue, the

fact that pipeline growth is greater than revenue

growth in the investment accounts is further

evidence of the financial impact of MAP.

Quota attainment

A further measure of impact is the performance of

those sales resources that are either shifted or

dedicated to investment sales territories as a result

of MAP. For the first two quarters of 2006, the year-

to-date quota attainment of the shifted resources

was 45 percent, compared to 36 percent for

resources shifted as a result of other initiatives. This

suggests that MAP has identified greater sales

opportunities and that movement of resources to

these accounts has yielded increased productivity.

CONCLUSIONS

OnTARGET and MAP are examples of analytics-

based solutions that were designed from the outset

to address specific business challenges in the broad

area of sales-force productivity. Although they

address different underlying issues, these solutions

implement a common approach that is generally

applicable to a broad class of operational challenges.

Both solutions rely on rigorously defined data

models that integrate all relevant data into a

common database. Choices of the data to be

included in the data model are driven both by end-

user requirements and by the need for relevant

inputs to analytical models. Both business problems

have a natural mapping to applications of predictive

modeling: predicting the probability to purchase in

the case of OnTARGET, and estimating the realistic

revenue opportunity in the case of MAP.

Delivering the underlying data and the analytic

insights directly to frontline decision makers (sales

representatives for OnTARGET and sales executives

for MAP) is crucial to driving business impact, and a

significant effort has been invested in developing

efficient Web-based tools with the necessary sup-

porting infrastructure. Both solutions have been

deployed across multiple geographic regions, with a

strong focus on capturing and quantifying the

business impact of the initiatives. Indeed, we have

field evidence that the analytical models developed

for OnTARGET are predictive. MAP is a more recent

initiative, but preliminary evidence suggests that

sales-force allocations made within the MAP process

are leading to measurable improvements in sales

efficiency. Finally, although we have implemented

these solutions within IBM, we believe that the

underlying methodologies, business processes, and

potential impact are relevant to enterprise sales

organizations in many other global industries.
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