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INTRODUCTION

Businesses today are challenged by a continually
changing business environment. They have to cope
with global competition, keep pace with advances in
technology, comply with government regulations,
and, at the same time, keep expenses under control.
In this context, enterprises are under pressure to
undertake transformational initiatives that enable
the implementation of new business strategies.
Although it is clear that funding for such transfor-
mational projects should be directed to those that
produce the best financial results, there is no reliable
methodology for selecting these projects. In practice,
business leaders conduct strategic planning exer-
cises to define and prioritize qualitative links
between financial metrics and operational objec-
tives. Business transformation funding is then
allocated for the top-priority operational objectives
emerging from these exercises.
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optimization techniques for selecting optimal business-transformation portfolios in
the face of resource constraints, budget constraints, and a rich variety of business rules.
We illustrate our methodology through a case study from the electronics industry.

However, relying solely on the qualitative links
between metrics might lead to inaccurate estima-
tions of the impact of implementing business
transformation projects. This, in turn, might result
in the selection of a suboptimal mix of projects. The
following related issues appear to be at the heart of
the adaptability of companies to current business
environments: (1) the ability of management to
understand the relationships between various value
drivers and (2) the ability of management to select
the right mix of business transformation initiatives
that maximize business impact while minimizing
risk. We show here how a thorough understanding
of the interrelationships between financial and
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Relationships between business transformation projects and financial, on demand, and operational metrics

operational metrics can help make business trans-
formation decisions; furthermore, we propose a set
of metrics that business executives can use in order
to evaluate transformational projects.

Traditionally, companies have measured their busi-
ness performance through financial and operational
metrics. Operational metrics form the foundation for
measuring the business performance of a company
and are typically monitored on an ongoing basis.
Financial metrics represent the financial perfor-
mance of an enterprise and are tracked by investors
on a quarterly basis. However, new realities are
forcing companies to go beyond traditional thinking
in how they measure themselves. For example, in
the past companies measured themselves against
the return they captured for themselves in a
business partnership. Now, as more and more
specialized firms enter the global market, companies
are seeking collaborative partnerships in various
areas, including collaborating on core business
functions, such as product development or research.
Managers are starting to focus on building sustain-
able business partnerships rather than on short-term
results. The new global realities are making it
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necessary to think about and evaluate business
initiatives differently.

These new developments in the business environ-
ment require an entirely new set of metrics, those that
measure the ability of companies to adapt to these
changing times. These new measures quantify the
ability of a company to anticipate and shape demand,
manage volatility, manage value networks and
business ecosystems, and manage collaborative
innovation. These metrics, called on demand metrics,
represent the resilience of an enterprise to environ-
mental change and its long-term financial perfor-
mance. On demand metrics are intended to measure
the ability of a company to adapt to changing times
over a longer horizon. They help identify and
measure the enduring impact of business transfor-
mation activities. Leaders must determine the state of
the business with respect to on demand capabilities,
and they must identify the areas of greatest opportu-
nity to improve financial and operational perfor-
mance through business transformation.

Figure 1 shows an example metrics network
consisting of financial, on demand, and operational
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metrics. The top level represents financial metrics,
such as Return on Assets (ROA) and Earnings Before
Interest and Taxes (EBIT), that are reported by
publicly traded companies in Security and Exchange
Commission (SEC) filings and company annual
reports. The middle level comprises metrics that
represent the on demand competencies of a com-
pany. For example, the return that a company
derives from its research and development (R&D)
investments is an indicator of its ability to effectively
manage innovation and can be quantified by the
ratio of the company’s revenue to its R&D spending.
The bottom level represents operational metrics that
are organized by operational competency, such as
sales and distribution, supply chain management,
and procurement. Inventory turnover is an example
of an operational metric that measures supply chain
efficiency. Because business transformation projects
usually aim to improve the performance of specific
business processes, they will directly impact a
subset of operational or on demand metrics per-
taining to the targeted business process. An example
is the deployment of an SAP** supply-chain
management solution which may be part of a large
supply-chain transformation initiative to optimize
supply chain processes and metrics. A direct result
of the SAP solution deployment might be a higher
inventory turnover at the operational level and an
increase in operating cash flow at the on demand
level.

Although managers often know intuitively which
operational metric impacts which financial metric,
they have difficulty when they have to quantify
these relationships. To accomplish this, it is
necessary to track the metrics over time and use
these data to analyze and correlate operational with
financial metrics. In the case of a cause-and-effect
relationship, the causality in the metric network
helps identify the operational metrics that have the
most impact on the underperforming financial
metrics. This enables executives to channel business
transformation investments to those projects that
have the most impact on the financial performance
of the enterprise. Based on measured changes in
operational metrics, the metric network can also be
used proactively as a sensor to predict changes in
financial metrics, providing useful and potentially
critical trends to executives. Once customer problem
areas are identified and business value drivers
established, the proposed methodology uses them in
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conjunction with metrics relationships to predict
company performance.

The rest of this paper is organized as follows. In the
next section we discuss related work, which
includes work on business performance measure-
ments and portfolio optimization. In the section that
follows we present our methodology, which in-
cludes metric correlation analysis and portfolio
optimization steps. The proposed methodology
combines value driver analysis and continual
calibration of metrics relationships for prioritizing
investments in business transformations. After we
introduce on demand metrics, a new set of metrics
that helps evaluate the ability of a business to adapt
to change, we present a case study from the
electronics industry that illustrates our approach.
In the last section we summarize our results.

RELATED WORK

In this section we examine related work in two
areas: business performance measurements and
project portfolio optimization.

Kaplan and Norton present a framework for
measuring the effectiveness of an organization
through the balanced scorecard, a model that
integrates four perspectives: financial, customer,
business process, and learning and growth.lfs
However, a balanced scorecard does not specify the
relationships among metrics either within a per-
spective or across perspectives. Other approaches to
defining metrics for standard business processes
include the Intangible Assets Monitor,” the Capa-
bility Maturity Model**,” Total Quality Manage-
rnent,6 Intellectual Capital Rating7 and industry
efforts within the American Productivity and Quality
Center (APQC).8 Although all these offer different
perspectives, they do not provide any method for
discovering the value drivers and the relationships
among the metrics. Traditionally, financial models
such as net present value (NPV) models have been
used to drive the investment decisions of a
company;9 however, the assumptions made in
calculating the value of investments are typically
based on qualitative estimates of how metrics
impact one another. Chan defines a framework for
measuring the performance of supply chains con-
sisting of measurements such as cost, resource
utilization, flexibility, visibility, and innovative-
ness.'* Although this work presents a multi-attribute
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decision technique to evaluate the importance of
different performance measurements, it does not
cover the impact of these metrics on financial
performance.

IBM and FinListics Solutions Inc. worked together to
identify hierarchical dependencies between metrics
within specific industries.'" The authors developed
qualitative hierarchies of performance metrics for a
number of industrial sectors. For example, the
financial metric Inventory Turnover depends on Raw
Materials Inventory, Work In Progress Inventory, and
Finished Goods Inventory. At the next lower level,
Raw Material Inventory depends on Forecasting
Accuracy, Raw Material Inventory Policy, Replenish-
ment Frequency, Supplier Performance, and Raw
Materials Lot Sizing. Although the hierarchies
developed in this effort enable recommendations of
product and services, the hierarchies are static, and
metrics dependencies are not being quantified in
any way.

Among commercial efforts in this area, Perfor-
mancesoft Inc.'* recognizes the need for considering
leading indicators, such as the ratio of the revenue of
a firm to its R&D investments (or revenue-to-R&D
spending), along with lagging indicators, as well as
the relationships between the lead and lag indica-
tors. Its software product helps identify cause-and-
effect relationships within a balanced-scorecard
framework through the use of strategy rnaps.1
Synergex Corporation offers VisualSmart**, a prod-
uct that enables a metrics-based management
process.13 VisualSmart supports historical trend
analysis of metrics to establish baseline values or
performance ranges for a company’s metrics.
VisualSmart also provides visual dashboards to
monitor performance metrics and offers drill-down
analysis and exception management. Hyperion
Solution Corporation’s Performance Score Card**
and Metrics Builder** products offer business
performance management functions and historical
trending analysis to discover relationships among
metrics in an effort to identify key value drivers.'*
Our approach differs from these approaches in two
ways. First, our on demand metrics, which are
predictive of the long-term performance of a
company, are used in addition to traditional
operational and financial metrics. Second, we
combine trend and metrics correlation analysis with
project portfolio-optimization techniques for
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making investment decisions in transformational
projects.

In the area of portfolio optimization, the concept of
managing enterprise-wide projects as an investment
portfolio is well-established in the industry.15
Existing tools in general can be grouped into two
categories according to the kinds of decisions they
support: strategic or operational. Strategic tools
often provide an interactive process to capture
project information and then assign scores to
projects to support decision making. Saaty’s Ana-
lytic Hierarchy Process and the Analytic Network
Process (AHP and ANP) are well-known approaches
in this category.m’l? Dickinson, Thornton, and
Graves developed a dependency matrix approach for
project prioritization at Boeing Corporation.18 A
common feature of these strategic tools is that they
can accommodate multiple criteria and help the user
reach a balanced decision. Operational tools focus
on operational issues such as scheduling and
resource allocation. These tools often employ
sophisticated optimization technologies to find the
optimal solution in terms of a few predefined
metrics, such as financial returns, project time
spans, and resource utilization. A comprehensive
description of the underlying technology can be
found in Reference 19. Our methodology combines
both approaches. We provide support for multi-
criteria decision making, and, if the user requires it,
operational resource allocation capability. Our
methodology can also handle dynamic portfolio
selection rules submitted by the user. This feature,
which is not available in commercial software tools,
is necessary for effectively supporting project
selection.

METHODOLOGY

The methodology we propose involves a two-stage
process. In the first stage we apply advanced
regression techniques in order to characterize the
relationships among these metrics, which enable us
to understand how the operational and on demand
metrics impact financial performance. The second
stage involves a portfolio optimization model in
which several transformational projects are simul-
taneously considered for funding. If one can
estimate how each of these transformational pro-
jects maps to operational and on demand metric
values, then transform regression techniques (see
the description of this advanced regression tech-
nique in the next section) can be used to estimate

IBM SYSTEMS JOURNAL, VOL 46, NO 4, 2007



how each transformational project impacts financial
metric values. We develop a multiperiod mixed-
integer linear-portfolio-optimization model that
contains binary variables for the selection of
projects over a finite planning horizon. The con-
straints of the portfolio model ensure that the
projects have sufficient resources.

Metric correlation analysis

The goal of the metric correlation analysis is to
characterize the impact of various operational and
on demand metrics on a financial metric of interest.
The impact can be naturally formulated as a
regression problem of estimating the changes in the
financial metric as a function of changes to the
lower-level metrics. In attempting to solve this
problem, we face two technical challenges. The first
is the presence of complex nonlinear relationships
among the financial metrics, which makes it difficult
to solve the regression problem satisfactorily with
the standard techniques of linear regression. The
second is due to the correlations that exist among
the explanatory variables (i.e., the lower-level
metrics), which may mask the causal relationships
of interest between explanatory and target variables
that are essential for conducting the analysis.

We address the former issue by using transform
regression, which allows us to model complex non-
linear relationships between the explanatory vari-
ables and the target variable.” For the latter issue,
we augment this regression technique with a causal
modeling technique based on a particular simple
subclass of Bayesian networks called dependency
trees.”! Specifically, dependency tree modeling is
applied on the nonlinear transforms of the original
explanatory variables, which are intermediate out-
puts of the transform regression, in order to capture
the correlation structure among these transforms.
We can then use the discovered structure to help
weed out some explanatory variables that may be
masking other variables of more direct interest. We
describe each of these techniques in more detail in
the following subsections.

Transform regression

The transform regression algorithm is an advanced
regression method that goes beyond traditional
regression methods, such as stepwise linear regres-
sion. It is inspired by the gradient-boosting method
of Friedman, Hastie, and Tibshirani.*” Its main
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advantages over existing methods are that: (1) it
applies a nonlinear transformation to the explana-
tory variables in its modeling process and thus
handles nonlinear dependence and interactions
among variables; and (2) it enjoys superior predic-
tive accuracy as compared to other existing tools
and methods.

Transform regression is loosely motivated by the
Kolmogorov Superposition Theorem and applies it
in the context of gradient boosting (see Reference
23, for example). The Kolmogorov Superposition
Theorem states that every continuous function can
be expressed as the sum of a relatively small number
of functions, each of which being a linear combi-
nation of transformations of the input variables.
Gradient boosting is a new technique that was
obtained by generalizing Freund and Schapire’s
renowned AdaBoost procedure for classification.*
Intuitively, at each stage an estimator is used to
approximate the input function, and in subsequent
stages, the residuals from the previous stage are
approximated using the same estimator, so as to
minimize the estimation error with respect to the
residuals. The process is then continued until near
convergence. The final output model is the weighted
additive model consisting of all the models obtained
in the respective stages. Transform regression
performs gradient boosting, using in each stage a
linear function of nonlinear transforms, thus re-
sulting in a final model in the form of the
Superposition Theorem.

The implementation departs in a number of ways
from the theory outlined above. First, the nonlinear
transform is obtained by using a particular regres-
sion method called the Linear Regression Tree (LRT)
algorithm, which is one of the functions available in
the ProbE regression engine.20 Specifically, each
transform is obtained as an LRT on the raw variable
in question. In addition, instead of allowing the
function of these transformed variables to be
arbitrary at each stage, it is restricted to be the
simple sum of all the transforms, except that these
transforms are allowed to depend on the outputs of
all models from the preceding stages, realizing the
desired richness in expressive power of the resulting
model class. In particular, this is realized by
obtaining the transform of each variable as an LRT,
allowing as input variables the variable in question
as well as the outputs of all previous models.
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Table 1 Dependency forest estimation algorithm for
continuous variables

BEGIN
1.Let T:={} and V := {xi, i=1,2,...,n}

2. Calculate the value B(Xi,xj) for all node pairs (xl.,x].):
H(xi,xj) = I(xl.,xj) — (log N/2N + log, n);

3. Sort the node pairs in descending order of G(xi,xj) and
store them into queue Q

4. While (max{()(xi,xj) : (xl.,xj)eQ} > 0) do
5. Remove arg max {0(xi,x].) : (xl.,xj)eQ} from Q;

6. If x, and x; belong to different sets W, and W, in V
then

7. Replace W, and W, with W, U W, and add edge
(xl.,x].) to T;

8. Output T as the set of edges of the dependency forest

END

Transform regression, available as the regression
function in DB2* Intelligent Miner* Modeling,
Version 8.2, is equipped with a visualization module
that includes feature importance information.>® The
feature importance information is obtained by
performing variable perturbations for each variable
using the underlying regression model. Thus, the
feature importance score reflects the expected
incremental change in the target variable corre-
sponding to a random perturbation in the associated
explanatory variable. To the extent that the model
captures the nonlinear effect of each explanatory
variable, the feature importance also reflects such
effects. However, the importance measure of a given
feature fundamentally depends on the particular
model produced by the algorithm, and hence, is not
free of some fundamental shortcomings common in
any regression methods. For example, if two
explanatory variables are highly correlated, it is very
likely that the regression model will include one but
not the other, at least with a significant coefficient.
In such a case, one of the variables will receive a
high feature importance value, whereas the other
will be assigned a negligible feature importance
value. This is not a problem if the sole goal of the
modeling is to predict the target variable, but it is a
concern if the goal is to understand what variables
play an important role in determining the target
variable, which is the case here.
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Dependency trees

The dependency-tree tool is intended, in part, to
address this issue, and works with the output model
of the transform regression. The dependency-tree
algorithm is based on the classic maximum-likeli-
hood estimation method for dependency trees”’ and
the corresponding estimation algorithm that is based
on the Minimum Description Length principle.26 The
algorithm employed in this study has been extended
to handle continuous variables, whereas the original
algorithm was formulated only for categorical (i.e.,
discrete) variables. A dependency tree is a certain
restricted class of probability models for a joint
distribution over a number of variables x,, x,, ...,
x,, that takes the following form:

P(x1,%2,...,%n) = P(x1) H P(xi]x;),

(xi,%)€G

where G is a graph, which happens to be a tree with
root x,. A dependency forest is a finite set of
dependency trees that is defined over disjoint
subsets of the entire set of variables. The algorithm
exhibited in Table 1 is guaranteed to find an optimal
dependency forest with respect to the Minimum
Description Length principle.

Note that N denotes the size of the training sample,
and n denotes the number of variables. I(xl.,x].)
denotes the empirical mutual information between
the two observed continuous variables x; and X; as
defined in equation (1), assuming that they are both
Gaussian variables:

)
1 T %
I(t,%5) = 5 (1+log[ 55" — :
(XZ,X]) 2( + Og(o_)zCiO.chj _O-)ch.,x])) "

In our analysis, we apply the algorithm shown
above to the transformed features used in an
intermediate stage of the transform regression
algorithm, rather than the raw variables. This can be
done by extracting the correlation table information
from the output model of transform regression, as
this table is computed with respect to the trans-
formed variables. In particular, they are the outputs
of the first stage in the theory described in the
section on transform regression; that is, each
variable x; is transformed to A(x,), where h is the
output variable of the univariate LRT; only x, is used
in splitting variables (in the tree) and is the model
variable in the leaf models. That is, i(x,) is a
univariate piecewise linear regression model of the
target variable in terms of x..
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Dependency forest and feature importance for modeling Earnings per Share as target metric

Figure 2 shows the output of applying the above
dependency forest algorithm to the output model of
the transform regression for modeling Earnings per
Share (EPS) as the target variable. The red node is
the target variable. The other color-coded nodes
represent variables that carry the highest feature
importance in the transform regression model. In
this output tree, we see, for example, that the on
demand metric Flexibility is identified as one of the
key value drivers for the target metric EPS, but Cash
Flow-to-Revenue is not. This is indicated in the
figure by the color coding (i.e., the green color of
Flexibility indicates that it is among the top five
features in terms of feature importance, whereas the
white color of Cash Flow-to-Revenue indicates that
it is not among the top five). With Cash Flow-to-
Revenue having a high correlation with Flexibility,
one may argue that it, too, plays a key role in the
determination of the target variable. If it is the case
that Flexibility is hard to control but Cash Flow-to-
Revenue is conceivably easier to control, then it may
make more sense to track and manage the latter
than the former. This example illustrates a potential

IBM SYSTEMS JOURNAL, VOL 46, NO 4, 2007

use of the dependency forests, as an additional
source of information to the feature-importance-
information output produced by regression
modeling.

Dependency forests are one of many potential
techniques one might use to analyze the correlation
structure among variables. One possibility would be
to use tools for structured learning of less restricted
classes of graphical models (also known as Bayesian
network527). The other possibility is to use some
other method of visualizing the information present
in a correlation matrix for the explanatory variables,
such as multidimensional scaling.28

Portfolio optimization

Portfolio selection is typically driven by multiple
stakeholders with differing, sometimes conflicting,
interests. The purpose of portfolio selection is to find
a balanced portfolio that reconciles all these criteria.
Our portfolio optimization system supports an
interactive process that enables the stakeholders to
generate, analyze, and compare different scenarios
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Portfolio optimization process

and to make the final portfolio decision. This
process consists of three steps as illustrated in
Figure 3. In step 1, analysts prepare and submit a
scenario to the scenario repository. In step 2, they
invoke the optimization engine, which takes the
submitted scenario as input, recommends a portfo-
lio, and saves the recommendation into the scenario
repository. Finally, in step 3, the saved recommen-
dation is compared with existing recommendations
corresponding to previously submitted scenarios. If
the analysts wish to examine additional scenarios
after step 3, they can do so by restarting the process
from step 1.

The optimization engine, the central component of
our portfolio optimization system, maps a submitted
scenario into a mathematical programming prob-
lem, solves that problem, and saves the result. The
optimization engine can handle an arbitrary number
of user-defined metrics; an arbitrary number of user-
defined, time-phased resources; and many different
kinds of project selection rules. This flexibility is
achieved by formulating the mathematical pro-
gramming problem in such a way that any arbitrary
collection of user inputs is first mapped into a rich
set of predefined system features and then auto-
matically injected into the formulation.

Next we define the notation required for formulating
the problem:
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e P: Number of projects, indexed by

p=1,2,...,P.

e M: Number of metrics, indexed by
m=1,2,..., M.

e T: Maximum number of time periods in
the planning horizon, indexed by
t=1,2,...,T.

*R: Number of renewable resources,
indexed by r=1, 2, ..., R.

*H Available resource r at time t.

* E; Available budget at time ¢.

U, Contribution of project p to
metric m.

. Sp: Time span of project p, 1 < Sp <T.

ca,: Required investment for project p in
its time span, 1 < s < Sp.

. bp,s: Expected benefit of project p over
interval T from the starting time,
1<s<T.

*C,, Required amount of resource r for

project p in its time span, 1 < s < Sp.
* X, € {0,1}: Equals 1 if project p is selected and
started at time t; 0 otherwise.
Equals 1 if project p is selected; 0
otherwise.

* v, {01}

We maximize the weighted sum of all user-defined
metrics, where w_ is the weight of metric m as
shown in the objective function (2):

M P
max Z Wn Z VpmYp (2)
m=1 p=1

The constraints are as follows:

T
ZXp,t = Yp7 vp (3)
t=1
P Sp
Z Z Cpﬁr,sXpﬁlfs+1 < HppVr,t (5)
p=1 s=1
Zo=0 (6)
P Sp
Zi = Ee+Z¢ 1 — Z Zap,sxp,t—ﬁ—la vt (7)
p=1 s=1
Z; > 0,Vt (8)

The constraints (3) and (4) ensure that each project
is selected at most once. Constraint (5) guarantees
that the amount of resource of each type allocated to
all selected projects cannot exceed the available
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amount at any time ¢t. Constraint (7) is the budget-
balancing equation, which tracks the leftover budget
in each period t. We assume that any leftover budget
at the end of a time period carries forward
completely to the start of the next time period.
Constraint (8) requires that this leftover is positive
in each period; that is, in each period, the budget is
sufficient for funding the selected projects.

Besides the constraints listed above, we also map a
variety of project selection rules to constraints. For
example, the budget allocation rule “at least 20
percent of the total budget should be allocated to
business transformation projects” can be represent-
ed by the following constraint:

P Sp
D bpYe(D aps) 2K 9)
p=1 s=1

The indicator qu is 0 or 1, indicating whether a
specific project p belongs to the set of projects
corresponding to a given rule. In the preceding
example, if project p is a transformational project,
then d)p = 1; otherwise, qu = 0. Constraint (9)
requires that the total budget consumed by all such
business transformation projects is greater than a
threshold (such as 20% of the total budget). Each
time a budget allocation rule is specified by the user,
an appropriate instance of constraint (9) is auto-
matically added to the formulation. This ensures
that all user-defined rules are enforced. Our system
supports many other types of business rules, which
are handled in a similar fashion.

In any practical application, the contribution of
project p to metric m, namely U, Cannot be simply
characterized by a deterministic estimate (e.g., the
value of the expected contribution), but must
incorporate some measure of risk that captures the
degree of uncertainty of the project outcome. This is
also true, in general, for other model parameters
such as a, . the required investment for project p
over its time span s; bp,s, the expected benefit of
project p over interval s from the starting time; and
Corsr the amount of resource r required for project p
over its time span s. Incorporating all the probability
distributions into a single mathematical program-
ming problem leads to a stochastic optimization
formulation in which one may define the objective
function and constraints using appropriate measures
of risk, such as Value-at-Risk, or Conditional Value-
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at-Risk.” In order to account for the degree of
uncertainty in the outcome of a transformational
project, we have implemented a stochastic approach
based on Monte Carlo sampling. First, we sample
several realizations of the stochastic parameter set
from the probability distributions that are derived in
the transform regression (Monte Carlo samples);
then, we run an instance of the corresponding
deterministic optimization model for each Monte
Carlo realization. Subsequently, we track the po-
tential benefits of each proposed transformational
project with the membership fraction, a coefficient
that captures the fraction of Monte Carlo runs in
which each proposed project was selected in the
optimal portfolio. The membership fraction imposes
a simple ordering on the set of projects, which may
be further used to prioritize projects.

CASE STUDY

We demonstrate the proposed two-stage approach in
a hypothetical case study from the electronics
industry. As previously mentioned, we define a set
of on demand metrics that help assess the readiness
of the business to adapt to changing market
conditions. On demand metrics are intended to
measure the enduring impact of business transfor-
mation activities. The definition of these metrics is
grounded in the four perspectives outlined in the
balanced scorecard model,’ that is, financial per-
spective, customer perspective, internal process
perspective, and innovation perspective. For this
case study, we select a small number of on demand
metrics that can be defined using publicly available
metrics. For example, to measure the ability of the
company to successfully adapt its internal processes
over a time horizon [t, T], we define the flexibility
ratio f,

_ Cost;/Revenue,
~ Costr/Revenuer

fer (10)
Intuitively, this ratio defines flexibility as the ability
of an enterprise or a business unit to expand
margins as revenues rise and maintain margins as
revenues in successive financial quarters decline. A
flexibility ratio of less than one indicates higher
flexibility. It is computed using generally available
and reported metrics, such as operating cost and
revenue derived from SEC filings and company
annual reports. In addition to the flexibility ratio, we
use the following metrics to measure the on demand
readiness of a company:
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* Managing Volatility
- Capital Expenditure-to-Revenue
- Current Ratio
- Working Capital-to-Revenue
- Costs of Goods Sold (COGS)-to-Revenue
- Selling, General, and Administrative Expenses
(SG&A)-to-Revenue
- Operating Cash Flow-to-Revenue
- Flexibility Ratio

* Anticipating and Shaping Demand
- Inventory Cost-to-Revenue
- Inventory Turnover
- Cash Conversion Cycle
- Net Working Capital Ratio

e [nnovation
- Revenue-to-R&D Spending
- Business Week Innovation Index’’
- Capital Expenditure-to-Revenue

By tracking the on demand metrics described above,
business executives can determine if their business
is on its way to achieving the on demand capabilities
that it needs to adapt to changing market conditions.
In addition, an understanding of these metrics and
the relationships between the different tiers of
metrics (operational, on demand, and financial) can
help companies better estimate the impact of
business transformations, which in turn helps select
the optimal mix of transformational projects.

Overview

We conducted a comprehensive numerical case
study in which we selected over 700 public
companies: 206 companies from the “semiconductor
and semiconductor equipment” sector and 527
companies from the “technology hardware and
equipment industry” sector. To avoid introducing
bias, we eliminated companies with annual reve-
nues of 25 million dollars or less. For each of the
selected companies, we extracted operational and
financial metric data for the seven years from 1998
to 2004 from financial reports in the Standard &
Poor’s Compustat** database, and we computed the
on demand metrics. Most of the metrics selected in
our case study were reported on a quarterly basis.
All metric data was normalized (i.e., the metric
values were normalized by subtracting the sample
mean and dividing it by the standard deviation
within each industry group) and statistical outliers
were discarded.
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Having gathered historical metric data and having
computed the on demand metrics, our first goal was
to better understand the relationships between the
various metrics. Specifically, we were interested in
determining which subset of operational and on
demand business metrics were correlated with
financial performance metrics for the industry as a
whole. We conducted two types of analyses: (1)
transform regression modeling for detecting metrics
correlations and identifying the key value drivers of
financial performance; and (2) predictive modeling
for estimating future values of financial metrics
based on operational and on demand performance.
The set of hypothetical business transformation
projects that formed the basis of our analysis is
shown in Table 2.

The table also shows the funding requirements and
resource requirements of each transformational
project that are used as inputs to the portfolio
optimization engine. For each project, we identified
operational and on demand metrics along with their
expected improvements as a result of implementing
each of the transformational projects. Traditional
project portfolio optimization techniques analyze a
portfolio of transformational projects by evaluating
the funding requirements and expected operational
improvements of each project. Typically, the objec-
tive is to maximize the amount of operational
improvements that can be obtained, represented as
a weighted sum of the operational metrics or
another higher-level operational metric.

Recognizing that the ultimate objective of executives
embarking upon business transformation initiatives
is to maximize the financial performance of a
company, we propose to use a normalized weighted
sum of financial metrics as the objective function in
our approach. Using the predictive models described
above, we were able to translate the expected
operational improvements provided in the transfor-
mation portfolio into corresponding improvements
of financial metrics. Traditional methods are inca-
pable of incorporating financial metrics in the
objective function because the linkages between
operational metrics and financial metrics are ex-
tremely difficult to quantify. We next present the
results of our experiments.

Findings

We investigated the development of an optimal
project portfolio from the preceding set of business
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Table 2 Business transformation projects portfolio used in electronics case study

Business Trans- Imple- Financial Operational Metrics Type Expected
Process formation mentation Head Head Improvement
Project Cost Count Count (%)
1 Market New $6M — — Advertising Operational 5
and sell advertising spending
products campaign
and
services
2 Supply SAP produc- $6M 200 300 Inventory turnover  Operational 8
chain tion planning Cash conversion On Demand 5
planning deployment cycle
COGS to On Demand -3
revenue
Working cap ratio On Demand -2
Flexibility On Demand -5
3 Produce/ Automated $5M — 250 Inventory (WIP) Operational -10
Manufac- inventory
ture/ management
Deliver solution
product
4 Manage Warehouse $6M — 200 Inventory (finished  Operational -5
logistics management goods)
and solution Inventory (raw Operational -5
ware- deployment materials)
housing
5 Manage F&A shared $2M 150 — SG&A to On Demand -2
financial services revenue
resources  center
project
6 Revenue Order-to-cash $4M 150 — Accounts Operational -8
accounting management receivable
system Days sales Operational -8
outstanding
Days purchases Operational 3
outstanding
Cash flow On Demand 5
Cash conversion On Demand 5
cycle
7 Manage Repair & $2M — 200 Fixed assets Operational -3
fixed assets maintenance Current asset Operational -5
transforma- liabilities
tion project
8 Cash dis- Travel & $1M 150 — Accounts payable Operational 2
bursements expense re-
porting opti-
mization and
fraud detec-
tion
9 Design Innovation $2M — — R&D spending Operational 2
products Jam project Capital expenditures On Demand -2
and . Innovation index On Demand 5
services
IBM SYSTEMS JOURNAL, VOL 46, NO 4, 2007 ABE ET AL



Table 3 Relative improvements of financial metrics obtained from predictive modeling

Business Process Transformation Project

Relative Improvements of financial metrics (%)

Beta EBIT EPS Market Cap P/E Ratio Revenue ROA
1 Market and sell products New advertising campaign —0.2 6.8 11.6 5.4 1.8 11.1 9.2
and services
2 Supply chain planning SAP production planning 6.5 83 -1.7 5.2 6.2 5.9 8.4
deployment
3 Produce/Manufacture/Deliver Automated inventory —-0.1 6.8 1.1 7.1 5.4 11.7 10.8
product management solution
4 Manage logistics and Warehouse management -19 8.7 8.1 2.7 1.8 11.3 10.1
warehousing solution deployment
5 Manage financial resources F&A shared services -54 72 33 5.4 1.5 10.5 10.3
center project
6 Revenue accounting Order-to-cash management —1.7 5.2 0.9 5.4 2.3 9.5 5.5
system
7 Manage fixed assets Repair & maintenance —-8.7 113 838 5.4 1.6 8.7 0.3
transformation project
8 Cash disbursements Travel & expense —3.6 6.8 1.1 5.4 6.0 10.0 10.3
reporting optimization
and fraud detection
9 Design products and services Innovation Jam project —0.4 8.6 1.1 5.4 2.0 0.2 12.8

transformation projects, given the quantitative
relationship between the operational and on de-
mand metrics and the financial metrics provided by
the metric correlation analysis. First, we describe
the results of the metric correlation analysis.

Metric correlation analysis

The transform regression technique was used to
develop a regression model for the expected
improvement in each of the financial metrics listed
in Table 2, using the dependency tree tool to help
choose the explanatory variables whenever appro-
priate. More specifically, the modeling was done to
predict the expected annual percentage change for
each financial metric in the following year, as a
function of the percentage changes in the opera-
tional and on demand metrics in the current year.
The models were then applied to the percentage
improvements in operational and on demand
metrics anticipated for each of the nine transforma-
tional projects listed in Table 3 to obtain the
projected percentage improvements in each of the
financial metrics.
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In multiple models including that for Return on
Assets (ROA), Earnings per Share (EPS), and
Revenue per Employee, it was observed that fixed
assets tend both to receive a high feature importance
and to exhibit high correlations with other explan-
atory variables, accounts payable and accounts
receivable in particular. It can be argued that
accounts payable and accounts receivable are easier
to control than fixed assets. These results suggest,
therefore, that the predictive models for these
metrics may very well be underestimating the effects
of the former two by the masking effect of the latter.
By considering this observation, we may elect to
remove fixed assets as an explanatory variable in
our modeling. Figure 4 exhibits the feature impor-
tance chart for the modeling of EPS with and
without fixed assets as an explanatory variable. It is
evident that the removal of this variable has led to
an increased importance assigned to the accounts
payable variable. This will affect the predicted
impact of any transformational project that targets
improvement on the metric of accounts payable.
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Feature importance information for predicting target metric EPS (A) with fixed assets and (B) without fixed assets

Having gone through these types of iterative
analyses and improvements, the predictive models
were applied to obtain financial metric improvement
data for the various transformational projects that
were considered for funding. The results are
summarized in Table 3.

These estimates on the improvement of financial
metrics for the transformational projects provide the
necessary link to perform the subsequent project
portfolio optimization for the objective of maximiz-
ing overall financial impact. Some remarks on the
predictive accuracy of our metric correlation anal-
ysis are in order. One measure of the quality of our
models is given by the “ranking” score given by the
DB2 Intelligent Miner Transform Regression tool.
The ranking score here is formally known as the
Gini coefficient, defined as the area between the
cumulative lift curve and random prediction. The
Gini coefficient is 1 for the optimal ranking and 0 for
the random predictor. Table 4 summarizes the
ranking metric values for each of the models we
obtained for each of the financial metrics.
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To visualize the predictive accuracy of these models,
we show in Figure 5 a binned scatter plot for the
two target metrics Revenue and ROA. In a binned
scatter plot, the x-axis corresponds to the average
predicted value given by the model and the y-axis to
the average actual value, where the average is taken

Table 4 Ranking metrics, or Gini coefficients, of
predictive models for financial metrics

Metric Gini Coefficient
Beta 0.458
EBIT margin 0.376
EPS 0.371
Market Cap Growth 0.519
P/E Ratio 0.216
Revenue 0.533
ROA 0.492
ABE ET AL
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with respect to groups of companies defined by bins
of predicted values (here in 100 bins of equal size).
In obtaining these scatter plots, we trained the
models using data up to year 2003 and did testing on
the data for year 2004. Inspecting these plots reveals
that the predicted values indeed provide systematic
gains over random predictions.

Although predictive accuracy is less than perfect in
this exercise, we believe the predictive quality of
these models indicates the potential of our ap-
proach. There are a number of possible future
improvements that would most likely boost the
predictive accuracy. For example, more could be
done to capture and correct for seasonal effects and
long-term industrial trends. Including variables that
capture temporal characteristics of the industry
should allow the model to become adaptive to
changes in the environment. It should also help
greatly to include firmographic features, such as
revenue and number of employees of companies as
explanatory variables in the regression modeling. In
our study, all companies in the electronics industry,
in some sense, are treated uniformly, and obviously
significant improvement would be expected if more
sophisticated treatment of various characteristics of
the companies in question were used.

Portfolio optimization

We next describe the setting in which we perform
the portfolio optimization, in terms of the various
parameters and constraints that are pertinent to the
case study. To illustrate the multiperiod nature of
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project portfolio optimization, we chose a portfolio
execution horizon of four quarters. Each project
incurs a cost for implementation and requires an
estimated combination of the two resource types
that are required to execute the project (financial
and operational head count). The duration of each
project along with its costs and resource require-
ments are summarized in Table 2. The available
budget is treated as a consumable resource; the
unconsumed amounts at the end of each quarter are
assumed to carry forward to the beginning of the
next quarter. The available budget is given as a
time-phased profile of $10M (millions) in the first
quarter, and an additional $3M in each of the
subsequent quarters. The staffing resources are
assumed to be renewable resources: a project that is
allocated its required combination of resource types
releases the allocated amounts back into the system
pool of resources upon its completion. We assumed
that a financial head count of 200 and an operational
head count of 300 are available in each quarter.

First, we ran the optimization model in succession
with each of the seven financial metrics as the sole
objective of optimization, subject to budget con-
straints and resource constraints. The seven result-
ing optimal portfolios, each corresponding to one of
the financial metrics as the sole optimization
objective, are shown as a pivot chart in Figure 6.

The nine transformational projects are shown along

the horizontal axis. The vertical axis records the
number of optimal portfolios, out of a maximum of
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seven, in which each project was selected. For
example, the figure shows that the project “Auto-
mated Inventory Management” was selected in four
optimal portfolios, which correspond to the indi-
vidual optimization of the four financial metrics,
namely, Market Capitalization, Earnings per Share,
Revenue, and Return on Assets, respectively.
Similarly, project “Travel and Expense Reporting”
was chosen in all seven optimal portfolios. A project
that is chosen in a larger number of optimal
portfolios has favorable implications for a higher
number of financial metrics in the face of budget and
resource constraints, by virtue of the metric corre-
lation between the operational metrics and financial
metrics.

Comparisons to traditional portfolio analysis

In order to illustrate the value of using the results of
the metric correlation analysis in portfolio decision
making, we also compared a project portfolio
resulting from a traditional approach that uses
operational metrics with the solution resulting from
our proposed approach. For the traditional case, we
set up a portfolio optimization instance on the
previously mentioned set of projects with a uni-
formly weighted linear combination of all opera-
tional metric improvements as the optimization
objective. The optimal solution under resource and
budget constraints is a collection of projects that
delivers maximum improvement in operational
metrics, which can further be evaluated for the
corresponding improvement in financial metrics by
using the metric correlation analysis. To arrive at a
proxy financial score, we used a uniformly weighted
linear combination of the corresponding financial
metric improvements of the portfolio.

In our proposed approach, we solved the same
problem with a uniformly weighted linear combi-
nation of all financial metric improvements as the
proxy financial optimization objective. The optimal
objective function corresponding to this solution can
be compared with the financial score corresponding
to the traditional approach. Further, the composition
of projects that make up the optimal portfolio in the
traditional approach and the proposed approach can
also be compared. The results showed that the
expected improvement of financial metrics under
the proposed approach (as captured by the uni-
formly weighted linear combination of improve-
ments across all seven financial metrics) is 17.9
percent higher than the corresponding improvement
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Optimal portfolios corresponding to each of the seven
financial metrics

under the traditional approach. Figure 7 shows the
optimal portfolios corresponding to the traditional
and proposed approaches in the form of a pivot
chart. The transformational projects are shown on
the horizontal axis. The vertical axis records the
number of optimal portfolios in which the corre-
sponding project was selected.

It can be seen that the two portfolios have four
projects in common, namely, Automated Inventory
Management, Innovation Jam, Repair and Mainte-
nance Project, and Travel and Expense Reporting.
They also have two projects that are unique to their
respective portfolios. While the traditional approach
selected Order-to-Cash Management and SAP**
Product Deployment, the proposed approach se-
lected F&A Shared Services and New Advertisement
Campaign. This highlights the essential insight that
optimizing operational metrics alone is not sufficient
if the eventual objective is to optimize the financial
objectives. While Order-to-Cash Management and
SAP Product Deployment projects lead to higher

ABE ET AL.
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Optimal portfolios selected under the traditional and
proposed approaches

operational metric improvements, F&A Shared
Services and New Advertisement Campaign
lead to operational metric improvements that
have a higher correlation with financial metric
improvements.

Monte Carlo simulation

This case study helps illustrate the value of using
our proposed approach for portfolio decision mak-
ing in the context of business transformation
projects. However, we recognize that the statistical
predictions of how the operational and on demand
metrics transform into financial metric values of
improvements is typically not a point estimate, but
an interval estimate. In other words, the statistical
prediction includes a variance in the estimated
improvement in financial metrics that can be
captured by the transform regression models. As
with financial-portfolio optimization problems, it is
important to incorporate the variance information as
a measure of risk directly into the portfolio
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optimization model. This enables decision makers
to identify an optimal portfolio that explicitly
recognizes the range of financial improvements that
could result from any set of business transformation
investments.

As a first step toward incorporating the variance in
the financial improvements that are delivered by the
various projects, we developed a Monte Carlo
analysis in which the deterministic optimization
analysis is carried out for each stochastically
sampled set of financial improvement metrics. We
assumed that the expected values of the financial
improvement predictions in Table 2 follow a normal
distribution, and chose a uniformly weighted linear
combination of the financial metric values as the
proxy of the financial optimization objective in each
deterministic optimization run. A total of 1000
Monte Carlo simulations of randomized financial
improvement predictions were run through the
deterministic portfolio optimizer.

The corresponding solutions are summarized in
Figure 8 in the form of membership fractions that
can be associated with each proposed transforma-
tion project. The membership fraction tracks the
fraction of the 1000 Monte Carlo runs in which the
corresponding transformation project was selected
in the optimal portfolio. It can be seen that the
Repair and Maintenance, Travel and Expense, and
F&A Shared Services projects were almost always
selected in the optimal portfolio, whereas the SAP
Product Deployment project was never selected. The
membership fractions in Figure 8 impose a rank-
ordering on the set of proposed transformational
projects which may be used in a “greedy” fashion to
select projects until a budget limitation or resource
constraint limitation is encountered.

An alternative approach to portfolio optimization
with explicit uncertainties in the financial improve-
ment predictions in the form of variances, or similar
higher-order measures of risk, can be carried out by
developing a stochastic optimization formulation.
Further, one could use an appropriate risk measure,
such as Value-at-Risk, or Conditional Value-at-Risk,
in the objective function or the constraints, or both,
to identify stochastically optimal portfolios. We
intend to investigate such a formulation and its
application to the portfolio analysis of business
transformation projects in a future study.
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SUMMARY AND CONCLUSIONS

Business transformation projects are proposed and
defined in terms of expected improvements to key
operational metrics that describe the business
process which is the target of transformation.
However, the purpose of costly investments in
transformational projects is to drive business value,
which is measured by shareholders and stakehold-
ers in terms of improvements in the financial
metrics of the enterprise. In this study, we have
highlighted the essential insight that understanding
and quantifying the correlations between improve-
ments in operational metrics and financial metrics is
a crucial first step in characterizing costly transfor-
mational projects. Additionally, we have also
proposed that the estimated improvements in
financial metrics should be used directly in project
portfolio decision making, because the final objec-
tive of business transformation projects is to deliver
business value.

We have incorporated these ideas into a two-stage
methodology for helping business managers select
an optimal set of transformational projects by
correlating business transformation investments to
sustained business performance. Based on advanced
correlation analysis, the methodology identifies
operational metrics that play the most significant
role in managing the financial performance of a
company and establishes analytical metric relation-
ships, which can be continually updated to predict
company performance. The predicted improvements
in the enterprise financial metrics are then directly
used in a detailed portfolio optimization framework
that is driven by a financial objective function to
select an optimal portfolio in the face of resource
constraints, budget constraints, and a rich variety of
business rules. The proposed methodology could
help business executives to optimally allocate
business transformation funding, thereby improving
a company’s performance more rapidly. Traditional
portfolio selection approaches that are formulated
based on operational objective functions can result
in portfolios that are materially different and
suboptimal with respect to financial improvement.
A hypothetical case study based on electronics
industry data illustrates these differences and
underscores the value of our proposed approach.
We intend to investigate a more rigorous stochastic
optimization approach in a future study. Neverthe-
less, highlighting the need to explicitly recognize the
financial impact of operationally driven transfor-
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Membership fractions of project portfolio derived from
Monte Carlo simulations

mational projects, as well as a formal two-stage
methodology to address this need, are the key
contributions of this paper.

The methodology described in this paper has a
number of pitfalls and limitations. First, the trans-
form regression models assume that the correlation
relationships between metrics are static, whereas in
reality these relationships are not static, particularly
in a rapidly changing business environment.
Therefore, the operational and on demand metrics
do not fully explain the financial metrics. The
proposed regression models are an attempt to
quantify complex interrelationships that are difficult
to quantify and put to use for decision making.
Although certain changes in the business environ-
ment could be modeled by introducing temporal
variables that capture these changes, such as
seasonal effects, the model predictions should be
viewed as high-level heuristic estimates of the
expected impact of operationally focused metrics on
financial metrics. Second, the predictions of im-
provements in financial metrics are typically not
point estimates, but interval estimates that incor-
porate a measure of risk in the outcome of a
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transformational project. In other words, the re-
gression models must generate statistical predictions
that include a variance in the estimated improve-
ment in financial metrics. This requires sufficient
data to allow meaningful correlation analysis
between operational metrics and financial metrics.
The prediction of financial metrics should be
validated using suitable data partitioning into
training and validation sets. And third, the portfolio
optimization model should directly incorporate
variance information so that the optimal portfolio
selection explicitly accounts for the range of
financial improvements that could result from any
set of business transformation investments.
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