
A model-driven approach to
industrializing discovery
processes in pharmaceutical
research

&

K. Bhattacharya

R. Guttman

K. Lyman

F. F. Heath III

S. Kumaran

P. Nandi

F. Wu

P. Athma

C. Freiberg

L. Johannsen

A. Staudt

Despite year-to-year increases in R & D budgets, the number of successful NCEs (new

chemical entities) has continued to decline. Drug companies are looking into new

ways to make research processes more efficient, to manage information better, and to

improve collaboration among research groups. This shift from an artisan approach to

an organized, streamlined discovery process is often termed the ‘‘industrialization of

discovery processes.’’ This paper presents an approach to industrializing drug

discovery that involves the formal modeling of research processes at several layers of

abstraction, mappings between adjacent layers, and an implementation of this

hierarchy using information technology-level execution elements. This approach is

applied to the assay development phase of the drug discovery process. First, a

business operations model is built by identifying the business artifacts, developing

models for the life cycles of these artifacts, and then creating a comprehensive model

that combines these life-cycle models and their interactions. Using the concept of

adaptive business objects, a solution composition model that expands on the business

operations model is developed. This model is then mapped into an executable

platform-specific implementation by using the IBM WebSpheret platform. Our

prototype system was built and validated as a joint effort between IBM Research and

Bayer HealthCare.

The main business of the pharmaceutical industry is

to provide drugs that save and extend lives, cure

diseases, and alleviate the burden of sickness or age.

High profits are generated mainly with patent-

protected drugs during the time of patent protection.

The pharmaceutical industry relies heavily on new

drugs to generate the revenue needed to drive the

expensive process of drug development. Drug

development is research-intensive and thus phar-

maceutical companies return more of their profits to

�Copyright 2005 by International Business Machines Corporation. Copying in
printed form for private use is permitted without payment of royalty provided
that (1) each reproduction is done without alteration and (2) the Journal
reference and IBM copyright notice are included on the first page. The title
and abstract, but no other portions, of this paper may be copied or distributed
royalty free without further permission by computer-based and other
information-service systems. Permission to republish any other portion of the
paper must be obtained from the Editor. 0018-8670/05/$5.00 � 2005 IBM

IBM SYSTEMS JOURNAL, VOL 44, NO 1, 2005 BHATTACHARYA ET AL. 145



research and development than any other industry.

The average cost of bringing a drug to market has

risen from around US$54 million in 1976 to an

estimated US$802 million in 2001. Moreover, this

cost is expected to rise to US$900 million in 2003, an

almost 17-fold increase since 1976.
1

Drug discovery researchers strive to produce high-

quality new chemical entities (NCEs) that could

potentially be turned into effective drugs. Despite

year-to-year increases in R & D budgets, the number

of successful NCEs has declined significantly in

recent years. Facing this challenge, research orga-

nizations are looking into new ways of managing

processes and information and enhancing collabo-

ration among teams. This shift from an artisan

approach to an organized, streamlined discovery

process is often termed the ‘‘industrialization’’ of

drug discovery.
2,3

Although increased costs can be attributed mostly to

the clinical phase of development, the entire process

of R & D has to be streamlined in order to identify

the most promising drug candidates earlier in the

drug discovery process, which should lead to

reduced development times and improved success

rates. A streamlined approach to drug discovery

should also address several problems identified by

industry analysts, such as low productivity in the

laboratory, patent expiries, and intense therapeutic

competition that have made it increasingly difficult

for pharmaceutical companies to produce new

drugs.
3,4

Over the past decade, information technology (IT)

has been used in various aspects of the drug

discovery process, such as data evaluation, deter-

mination of 3D molecular structure, and simulation

of biological systems. The successful industrializa-

tion of drug discovery, however, needs to go beyond

the deployment of specialized applications. Drug

discovery research of the future will support

‘‘horizontal’’ integration of various research teams

to provide information sharing across ‘‘vertical silos

of expertise,’’ thus enabling effective collaboration

of dispersed research teams and improved decision

making.

Working with its partners, IBM is developing a set of

IT capabilities to facilitate the industrialization of a

wide range of business processes. In particular, IBM

Research has developed a model-driven approach to

support the collaboration among various teams and

the integration of people, information, applications,

and systems involved in business processes. Teams

from IBM Research and Bayer HealthCare Research

have collaborated in the work presented here, which

demonstrates the value of the model-driven

approach to drug discovery.

Drug discovery process

The goal of drug discovery research is finding and

producing chemical compounds that can be used to

fight diseases. The viability of chemical compounds

as disease-fighting drugs is determined by a set of

complex characteristics including potency, selectiv-

ity (i.e., effectiveness against the biological target

and harmlessness to other tissue), toxicity, solubil-

ity, metabolic rate and kinetics within a test

organism, ease of chemical synthesis, and patent-

ability. Drug research typically takes between three

and five years to determine a suitable compound for

a given disease.

This process starts with identifying and isolating the

biological target—the biological structure associated

with a specific disease. Such targets are mainly

enzymes or receptors but may also be regulatory

processes within an organism. The target needs to

be prepared in such a way that a very large number

of compounds can be tested for potency against (or

ability to bind with) this target in order to identify a

few compounds that best inhibit or neutralize the

malignant biological behavior of this target.

Chemical structures selected during a highly auto-

mated procedure called high throughput screening

(HTS) are further subjected to a battery of

molecular tests aimed at determining the value of

further investment into these compounds. The

parameters studied include chemical characteristics

(ease of synthesis, solubility, reactivity, etc.) and

biological characteristics (selectivity, activity in

living organisms, toxicity, etc.). When a compound

that satisfies all the major requirements is found, a

chemical synthesis program to produce similar

compounds with improved characteristics, such as

amenability to clinical testing, might follow.

Consecutive phases in the drug discovery process

become increasingly time consuming and costly due

to the complexity of the tasks involved, the

resources consumed, and the personnel required.

Therefore, it is desirable to streamline the process in
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such a way that compounds can be identified early

in the process.

In most pharmaceutical organizations the drug

discovery process contains the following steps:
3

1. Target identification—A suitable biological target

associated with a disease is identified.

2. Target validation—The target is validated by

conducting several preliminary experiments.

3. Assay development—The components to be ana-

lyzed are identified; a protocol to sustain the

screening of large numbers of compounds against

a biological target is developed.

4. HTS—Compounds are screened for potency

against the biological target.

5. Hit identification—A reduced set of chemical

compounds, typically of the order of one million,

are identified in the HTS phase as inhibitors of

the target’s biological function.

6. Lead candidate selection—The selected set of

compounds is further reduced by focusing on the

most promising compounds (typical size of this

set is 1000 compounds).

7. Lead optimization—The chemical structure and

biological effects of the selected set are further

used to reduce the number of compounds (typical

size of the set is 10 compounds).

8. Preclinical testing—Selected compounds are pre-

tested before the large scale clinical trials (e.g.,

testing on animals).

An overview of the drug discovery process is shown

in Figure 1. The success rates and time-line values

shown are for illustration purposes, and they vary

with the environment. The drug discovery process

can be divided into two parts: the exploratory

research part that consists of all the initial phases up

to and including lead candidate selection, and the

strategic research part (we also refer to it as the

strategic project). Exploratory research starts with an

idea for a biological target and ends with lead

candidate selection over the course of about 15

months. The strategic project, whose goal is to

determine a single candidate compound, is launched

only if the exploratory research phase produces a set

of promising results. It typically stretches over a 15-

month period. Exploratory research can be further

divided into the concept validation phase, which

includes the initial phases of the process up to but

not including the HTS phase, and the screening

phase. Figure 1 shows typical success rates for drug

discovery projects. About 60 percent of projects

survive the concept validation phase. Of the

remaining projects, about 20 to 25 percent survive

the screening phase. Then, about 50 percent result

in a candidate compound for further processing. In

the long run, only 1 percent of undertaken projects

lead to a satisfactory return on investment (not

shown in Figure 1).
3

As described earlier, the pharmaceutical industry

currently faces the challenge of streamlining the

drug discovery process. Although cost reduction is

one aspect of this goal, the main goal is to produce

promising lead compounds as early in the process as

possible. We now describe some of the difficulties

that the pharmaceutical industry has to cope with in

order to achieve this goal.

First, drug discovery usually involves multiple

teams that are dispersed throughout the world. For

Figure 1
Overview of the drug discovery process

Success rates

15 months 15 months

50 %60 % 20 - 25 % 

Exploratory Research Strategic Project

ScreeningConcept Validation
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example, an HTS unit takes over the biological

target assays from therapeutic area teams and

screens a large number of chemical structures

supplied by chemistry units. The smooth operation

of the process demands efficient collaboration

among all parties concerned. This collaboration

includes the coordination of resources and the

exchange of information.

Second, every large pharmaceutical research orga-

nization has a heterogeneous technology infra-

structure. In many instances companies have

invested heavily in cutting-edge technology without

due consideration for its overall impact on the entire

discovery process. Research units often are

equipped with platforms that are selected based on

local considerations and may not be designed to

interoperate with other teams’ equipment.

Third, pharmaceutical research produces a tremen-

dous amount of data, sometimes too vast to analyze

in detail.
3,5

Often data are used by different teams in

ways that impede collaboration and the smooth flow

of information. For example, the heterogeneous

nature of the technology infrastructure leads to

information produced in a variety of data formats.

Also, data are typically managed locally within

research units and thus not easily accessible by

other teams.

Although other industries are facing similar situa-

tions, the problems are more severe in the phar-

maceutical industry because research is at the core

of its business. The main asset of pharmaceutical

companies is the scientific ingenuity and the

creativity of their research staff. The drug discovery

process must be streamlined without inhibiting the

creativity of researchers. The challenge is to

improve the efficiency of existing processes by

integrating people, information, IT systems, and

various apparatuses to facilitate collaboration

among research units. We now discuss our ap-

proach to accomplishing this task.

Our approach

In a recent paper one of the authors laid out a

conceptual framework for the so-called ‘‘model-

driven enterprise’’ that aims at bridging the gap

between business goals and the IT systems that

support the business processes of the enterprise.
6

The framework consists of a hierarchy of four

abstraction layers, each providing a different view

(model) of the behavior of the enterprise.

1. Strategy layer—The strategy model specifies what

the business is intended to achieve. It models the

business objectives in terms that executives and

business strategists understand. For example, it

might specify the objectives in terms of the well-

known balanced scorecard perspective.
7

2. Operations layer—The operations model de-

scribes what the business is doing to achieve its

strategic objectives and how it will measure its

progress toward them. It is typically developed by

business analysts in conjunction with line-of-

business managers. Because the model captures

the business operations, commitments, and

operational key performance indicators (KPIs) in

terms accessible to business users, we refer to it

hereafter as the business operations model.

3. Solution composition layer—The solution com-

position model describes the processes and

information flows that the business uses to

implement the operations model. It is platform-

independent and allows iterative performance

improvement while ensuring consistency with

the business objectives. A transformation (map-

ping) tool is used to create the core elements of

the solution composition model from the oper-

ations model, which is then manually refined to

complete its definition.

4. Implementation layer—The implementation

model is a platform-specific realization of the

solution composition model. Tools are used

today to construct portions of the implementation

model directly from the solution composition

model, much as a compiler translates a high-level

language into a machine language. The model

links to applications and specifies how to

measure the parameters needed to determine the

KPIs.

This model-driven approach is now applied to

analyzing and capturing pharmaceutical research

operations. We model specific research operations

at the operations level using the WebSphere*

Business Integration (WBI) Modeler.
8
We apply a

heuristic transformation algorithm that maps the

operations model into an solution composition

model. The key component used to create the

solution composition model is the adaptive business

object (ABO)—the solution composition layer is a

composition of communicating ABOs.
9
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UML2 is used as the language for defining the

models at the various levels of the hierarchy.
10

UML** is the standard modeling language main-

tained by the Object Management Group**

(OMG**). We use the UML2 Profile mechanism to

tailor the UML2 metamodel for modeling the enter-

prise. UML supports metamodels at two levels. Meta

Object Facility (MOF**) is a language for defining

the models. UML is defined by using MOF as the

metamodel. User-defined models may use UML as

the metamodel. A profile is used in UML to extend a

reference metamodel or another profile. The refer-

ence metamodel extended by the profile may be any

MOF-based metamodel, including UML. The multi-

layer framework models consist of sets of such

profiles.

User-Centered Design (UCD) methods support and

complement the model-driven approach by defining

user interactions with the solution, which are

otherwise not captured explicitly in the strategy,

operations, implementation, or solution composi-

tion models.
11

We are using a UCD approach for

designing, developing, and implementing the user

interfaces.

The paper is organized as follows. In the section

‘‘Business operations model,’’ the business opera-

tions modeling technique is illustrated by using the

assay development process. Then, in the section

‘‘Solution Composition Model,’’ the ABO concept is

introduced, and the mapping of the operations

model into a solution composition model based on

communicating ABOs is demonstrated. In the

section ‘‘System Design,’’ the details of the imple-

mentation of our prototype are described. A

discussion section compares our approach with

related work and is followed by a conclusion.

BUSINESS OPERATIONS MODEL

We omit the formal modeling of the strategic layer

and start directly with the business operations layer.

The actors (or role players) in these operations are

biologists and chemists known as ‘‘lab heads,’’ who

design and lead the experiments, and lab techni-

cians, who conduct the experiments.

As explained in the previous section, the business

operations model describes the way the business

plans to achieve its strategic goals in terms

amenable to the business user—lab heads and lab

technicians in this case. Typically, these business

users are not IT people, and they should not be

overwhelmed with details that relate to the IT

implementation. At the same time, the business

operations model is used to generate an IT-centric

model, and thus, the business operations model

needs to be descriptive enough to allow for its

mapping into a formal representation of an IT-

centric model, the solution composition model.

Assay development process

The focus of our business operations model is the

assay development process, a central aspect of the

early phase of drug discovery. The goal of assay

development is the preparation of assays and the

design of a protocol and instructions for the HTS

phase. Assay development is a highly research-

driven and collaborative process. Assay develop-

ment typically takes from two to eight months and is

driven by scientific insight into the biological target

under consideration.

HTS has frequently been portrayed as the frontline

technology within pharmaceutical discovery, and

over the past decade the industry has witnessed an

apparently astronomical increase in the capabilities

of various HTS groups.
4,5,12,13

Running an HTS

experiment requires very precise and detailed

instructions on the preparation of the biological

target (for example, specifying the incubation time

or the concentration of solution). The protocol is an

exact description of the reagents, parameters, and

workflow required to screen the in-house compound

library against the biological target in an HTS

apparatus. The team of biologists within an assay

development project strives to create an optimal

HTS protocol. Optimal HTS protocols are designed

for maximum signal strength in the HTS apparatus

in order to obtain unambiguous results.

Identifying business artifacts

Our approach to the modeling of research processes

is based on identifying the relevant business

artifacts through interviewing scientists and techni-

cians responsible for these processes. Any business

relies on business documents and other ‘‘artifacts’’

that record concrete information pertinent to the

business. For example, when bank customers with-

draw money from their accounts, they fill out a

withdrawal slip and pass it to the teller. The teller

uses the slip to check the details of the customer

account and, depending on the amount, requests a

manager’s approval. The manager approves by

IBM SYSTEMS JOURNAL, VOL 44, NO 1, 2005 BHATTACHARYA ET AL. 149



50%

100%

150%

0.1 1 10 100 1000

Concentration [µmol]

%
 A

ct
iv

ity

Figure 2
An experiment record

Enzyme A Test (EnzA) Experiment No.:
ExpDate:

Execution:

990729
99-07-29
Susan Tech

A: 1.2 mg/L Enzyme, 250 mg/L BSA, 0.5 mM ATP in C
B: 40 mg/L 23S+16S rRNA in C
C: 50 mM Tris/HCl, 5 mM MgCl2, 1 mM DTT, pH 7.5 
    in 0.1% DEPC in H2O, autoklaviert 
D: 0.04% Malachite green, 5% (NH4)2MoO4, 3.7% HCl, 10 mM EDTA 
    in H2O, autoklaviert 

Sample
Plate name

10   mmol

MTP Nr.:
Description:

Concentration:

Reaction: Test compound in 2 µL DMSO + 25 µL A + 50 µL B > 
              60 min @ 30°C > + 100 µL D ( 30 min @ RT) > A @ 630nm

2 µl in 77 µl reaktion volume: 
260 µmol 1:2 serial dilution

Compounds / dilution
Controls 1:1 1:2 1:4 1:8 1:16 1:32 1:64 1:128 1:256 1:512

1 2 3 4 5 6 7 8 9 10 11 12

1 2 3 4 5 6 7 8 9 10 11 12

A
B 
C 
D 
E 
F 
G 
H

0%       100%
0%       100%
0%       100%
0%       100%
0%       100%
0%       100%
0%       100%
0%       100%

BAYA001234
BAYB004321
BAY 123456
BAY 123457
BAY 123458

Absorption @ 630 nm

A
B
C
D
E

0.134
0.130
0.131
0.132
0.138

0.572
0.580
0.568
0.579
0.556

0.316
0.254
0.230
0.223
0.233

0.302
0.288
0.176
0.177
0.179

0.240
0.328
0.166
0.160
0.162

0.405
0.388
0.213
0.169
0.221

0.312
0.430
0.253
0.261
0.363

0.323
0.432
0.331
0.477
0.531

0.440
0.562
0.487
0.554
0.620

0.512
0.573
0.578
0.591
0.623

0.514
0.603
0.620
0.583
0.611

0.599
0.612
0.626
0.585
0.603

F
G
H

AVG 0.133 0.57 Evaluation
SD 0.003 0.01 Concentration [µmol]

% Activity IC50 260 130 65 32.5 16.3 8.1 4.1 2.0 1.0 0.5

BAYA001234 7.1 42% 39% 24% 62% 41% 43% 70% 87% 87% 106%
BAYB004321 52.0 28% 35% 45% 58% 68% 68% 98% 100% 107% 109%
BAY 123456 7.6 22% 10% 8% 18% 27% 45% 81% 102% 111% 113%
BAY 123457 12.8 21% 10% 6% 8% 29% 79% 96% 105% 103% 103%
BAY 123458 17.5 23% 11% 7% 20% 53% 91% 111% 112% 109% 107%

0%
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100%

150%

0.1 1 10 100 1000

Concentration [µmol]

%
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BAYA001234
BAYB004321
BAY 123456
BAY 123457
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signing the slip and returning it to the teller, who

hands out the requested money to the customer and

then files the slip for the bank records. The key

business artifact in this example is the withdrawal

slip, which captures all important data pertinent to

the withdrawal process.

A business artifact can be characterized as follows:

1. A business artifact has a unique identity and

therefore cannot be broken up and reassembled.

2. A business artifact is self-describing and contains

all information pertinent to the business context.

3. A business artifact is a record meaningful to the

business user.

We conducted several workshops with the lab

personnel in which we identified the business

artifacts for the assay development process and how

the business artifacts are used by asking the

participants two questions: (1) what do you

produce? and (2) how do you produce it?

As a result we identified three distinct business

artifacts for the assay development process:

� Candidate HTS protocol record—This artifact

represents the assay development team’s main

product. The candidate HTS protocol record

consists of a set of instructions that describes the

steps involved in running an HTS experiment.
� Experiment record—An experiment record consists

of a protocol section for capturing instructions for

experiments, a results section for capturing results

from experiments, and a notes section for captur-

ing notes, comments, and observations during the

experiment (see Figure 2).
� HTS protocol record—The HTS protocol is used by

the HTS labs to conduct HTS pre-runs.

The experiment record illustrated in Figure 2 is a

spreadsheet designed by the lab head. It is divided

into horizontal sections and consists of three distinct

parts. The first section at the top is the protocol

section, which contains instructions for conducting

the experiment (steps A, B, C, and D are shown).

The second and third sections make up the result

part; the data contained are entered and updated by

lab technicians who conduct the experiment. The

bottom two sections make up the evaluation part;

the data are typically entered by the lab head and a

lab technician.

Modeling centered on artifacts

The business approach centered on artifacts that is

used in this project is based on the operational

specification as described by Nigam and Caswell (our

terminology is somewhat different).
14

In the opera-

tional specification approach, the modeling of busi-

ness processes is done by tracking the life cycle of key

business artifacts. There are two modeling primitives

used: the task and the repository.

In a business environment, business artifacts are

passed from agent to agent (which may be a person,

an application, or some other processing system or

apparatus). An atomic business transaction that

modifies a single artifact or a collection of artifacts is

known as a task.

The repository represents a place to store a specific

artifact type. Repositories are modeled after phys-

ical, electronic, or logical objects, such as a filing

cabinet, a hard drive, or a database.

Whereas the task is an active entity, the repository is

a passive one. After receiving an artifact and

processing it, the task either releases the artifact and

makes it available to another task or stores it in a

repository. The repository does not actively initiate

the release of a stored artifact, but only responds to

requests to retrieve the artifact.

A task owns input and output ports. Each input and

output port is associated with an interface that

supports one specific type of business artifact; that

is, two business artifacts of different types cannot

enter or leave a task through the same port.

Conditions on the ports control whether an artifact

passes through the port.

Developing the business operations model

Figure 3 shows the life cycle of a candidate HTS

protocol record. The life cycle includes the following

tasks and processes:

� Design experiment—The lab head initiates the

process illustrated in Figure 3 by creating the

initial draft for the candidate protocol. The artifact

is stored in a repository.
� Evaluate protocol—The protocol is evaluated

through a series of experiments performed by lab

technicians. The lab head determines whether the

candidate HTS protocol is viable.
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� Prepare HTS protocol—The lab head summarizes

the experimental results and finalizes the candi-

date HTS protocol.
� Request pre-run—The lab head is now ready to

share the candidate protocol with the HTS lab and

makes it available to the HTS lab through the

repository.
� HTS lab—The HTS lab retrieves the candidate HTS

protocol for review and may return the protocol

with comments and suggestions if more validation

is required. Note that this step is modeled as a

process instead of a task.
� Initiate additional experiments—If the HTS lab

asks for further validation, the lab head updates

the candidate HTS protocol and queues it up for

additional experiments by lab technicians.

Figure 4 illustrates the life cycle of an experiment

record.

� Design experiment—The lab head creates an

experiment record and assigns a technician to

conduct experiments. The experiment record is

made available by storing it in a repository.
� Perform experiment—The lab technician performs

an experiment and retrieves and updates the

experiment record. Note that this step is modeled

as a process instead of a task. Perform Experiment

could be just another long-running business

operation to be conducted in the context of assay

development (e.g., a biochemical experiment or a

screening experiment).
� Analyze results—The lab technician and the lab

head analyze results to determine the next steps.

There are three possible outcomes. First, the

experiment protocol needs to be updated. Second,

the experiment needs to be rerun (e.g., control

experiments). Third, the experiment needs to be

rerun in a different way.
� Update protocol—There are two potential out-

comes of the Update Protocol task. First, the

experiment is completed and the record placed in

a repository. Second, the protocol needs to be

updated and the experiment repeated.
� Clone experiment—The same experiment needs to

be rerun (e.g., for control purposes), and the

experiment record is updated. The updated record

is stored in the repository.
� Modify experiment—The experiment record is

updated to capture suggested changes in the

experiment.

Finally, as shown in Figure 5, when the HTS lab is

satisfied with the candidate HTS protocol supplied

by the assay development team, it creates its own

business artifact, the HTS protocol record.

Figure 5 shows the business operations model for

the assay development process. The model com-

bines all artifact life cycles and includes some

additional interactions between the life-cycle enti-

Input port Task Repository ProcessOutput port

Figure 3
Life cycle of a candidate HTS protocol record

Design
Experiment

Protocol
Record

Evaluate
Protocol

Prepare
HTS
Protocol

Request
Pre-Run

HTS
Lab

Lab Head Initiate
Additional
Experiments

Candidate
Protocol
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ties, as follows. First, the Design Experiment task

has the lab head create both the candidate HTS

protocol and the experiment record. Second, the

Update Protocol task accesses the candidate HTS

protocol to update it based on the experimental

results and places it back in the repository. Third,

the steps Evaluate Protocol, Prepare HTS Protocol,

and Request Pre-Run retrieve the experiment rec-

ords from the appropriate repository.

In business operations models, a task can encom-

pass a number of activities whose details are not

visible at this level. These activities can include

automated processing, manual workflow, and un-

structured collaboration, such as instant messaging,

phone calls, or face-to-face meetings. There can also

be explicit communication such as e-mails, infor-

mation exchange in the form of ‘‘team rooms’’ and

common databases, and shared access to docu-

ments. Significant results from the activities that

take place within a task are recorded on the business

artifacts before the task is completed.

The modeling approach allows us to formally

describe the work researchers do. Business oper-

ations modeling is often used as a way to under-

stand how to best streamline work processes.

Although the business operations model shows how

the assay development process can be streamlined

by modeling the information exchange among

scientists and technicians, it does not model the

creative side of the research, which takes place

within a task.

The business operations modeling methodology is

different from standard process modeling or work-

flow modeling. First, we aim at a representation that

is understood by business users. This requires the

use of concepts that resonate with business people.

Second, on a more formal note, the semantics

underlying the artifact-centric approach is driven by

the uniqueness property of the artifact. The business

artifact can only be at one place at a time. This

allows for modeling the life cycle of individual

business artifacts independent of each other. The

candidate-HTS-protocol artifact can be modeled

independent of the experiment-record artifact. The

model for the overall process is a composition of the

individual life cycles. The compositional semantics

is depicted by the interaction points of both artifacts

in a task. For example, two artifacts are created by

the Design Experiment task, or the candidate-HTS-

Input port Task Repository ProcessOutput port

Figure 4
Life cycle of an experiment record
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protocol artifact gets updated in the Update Protocol

task.

We point out, however, that the semantics of the

interaction is not formally defined in the business

operations model. For example, the sequence of

artifact creation in the Design Experiment task is not

modeled explicitly. The synchronization step be-

tween both artifacts in the Update Protocol task is

also not specified (synchronization is needed if, for

example, the candidate-HTS-protocol record is not

available for updating).

This level of detail, however, is omitted for a good

reason. In our case the detailed information about

the sequence of artifact creation or the synchroni-

zation mechanism is not important to the business

user. This level of abstraction entails ignoring some

of the lower-level details, which may not impact the

business itself but only the implementation of the

system. The main point is that the model is still

expressive enough to allow for mapping into well-

defined IT solution artifacts. We elaborate on this

transformation and the solution composition model

in the next section.

SOLUTION COMPOSITION MODEL

The business operations model as described in the

previous section captures the business artifacts and

models their processing. The solution composition

model is a platform-independent IT-level description

of the business artifacts and their interactions. Our

approach to representing the business artifacts at the

solution composition level is based on the ABO

component model.
9

The ABO is a basic unit of composition in one

component model that consists of three major

aspects: (1) the life cycle of the artifact, (2) the

information associated with the artifact, and (3) the

Figure 5
Business operations model for the assay development process

Design
Experiment

Perform
Experiment

Clone
Experiment

Modify
Experiment

Analyze
Results

Lab Head

Update
Protocol

Input port Task Repository Process

Experiment
Records

Experiment
Results

Protocol
Record

Evaluate
Protocol

Prepare
HTS
Protocol

Request
Pre-Run

HTS
Lab

Initiate
Additional
Experiments

Initiate
Additional
Experiments

HTS
Protocol

Candidate
Protocol

Output port

BHATTACHARYA ET AL. IBM SYSTEMS JOURNAL, VOL 44, NO 1, 2005154



interaction of the artifact with external agents (such

as applications or other artifacts). A solution

composition model is thereby a composite of

interacting ABOs. The exchange of information

between the ABOs can be modeled as a communi-

cation protocol with managed state similar to

Conversation Policies.
15

The mapping of the model for the assay develop-

ment process illustrated in Figure 5 to a solution

composition model results in the creation of three

ABOs. The three business artifacts (the candidate

HTS protocol, the HTS protocol, and the experiment

record) are mapped into three corresponding ABOs.

The life-cycle component of an ABO uses finite state

machines (FSM) as a computational model. The life

cycle of the business artifact at the business

operations layer is thereby mapped into a FSM

representation at the solution composition level.

Figure 6 illustrates the mapping of the experiment-

record life cycle to the FSM of the corresponding

experiment-record ABO. State transitions within the

FSM (on the left in Figure 6) are labeled as follows:

events are enclosed in backward slashes (\Event\);

conditions are enclosed in brackets ([Condition]);

and actions are preceded by a forward slash

(/Action). For example, the completion of the

Design Experiment task triggers the event

\DesignCompleted\ associated with the transi-

tion between states InDesign and Pending (note

the dotted line that marks this mapping). The state

Pending corresponds to the repository that holds

the experiment record ready to be accessed by the

Perform Experiment task. The transition from the

Analyze Results task to the Update Protocol task is

also mapped to an FSM transition—from the state

InAnalysis to the state InUpdateExperiment
(note the second dotted line that marks this

mapping). The transition between the two states is

Figure 6
Mapping of the experiment record life cycle to the finite state machine
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labeled with the event \AnalysisPerformed\,
the condition [IsUpdateRequested], and the

action /updateRecord.

The information managed by the experiment record

ABO is distributed among several data stores. In the

data graph of the ABO, shown in Figure 7, the nodes

of the graph, which correspond to the various data

components, are annotated with the type of data

store (the yellow balloons next to the nodes). As

shown in the figure, the Results are stored in a

document store, whereas all the other data compo-

nents (Project, Record, Protocol, and Notes) are

stored in relational stores.

To summarize, the solution composition model

represents a different viewpoint of the business

operations model. The solution composition model

is described by a set of communicating ABOs. Each

ABO can be generated by a transformation of the

business artifact from the business operations

model. The life cycle of the business artifact is

represented as an FSM; the data contained in the

business artifact is represented as a data graph.

Notice that not all the information needed in a

solution composition model can be retrieved from

the business operations model. For example, the

business operations model addresses the concerns

of business users, who are typically not interested in

the exact location or type of information. The

technical aspects of the data graph need to be added

by IT personnel, who are the stakeholders respon-

sible for the design of the solution.

SYSTEM DESIGN

In this section we describe the system design. We

start with the solution composition model described

in the previous section and transform it into an

executable platform-specific implementation.

UCD

In order to ensure a match between user needs and

the functions provided by our prototype, we used

UCD methods throughout the design.
11

Specifically,

we conducted a user-needs analysis, created a

‘‘storyboard’’ illustrated with user interface designs,

and incorporated user feedback throughout the

design process.

Initially, we conducted several workshops with

pharmaceutical researchers and technicians in order

to observe and learn about their work processes.

These user studies allowed us to produce profiles for

the different role players (lab head, technician, and

HTS lab head) involved in the assay development

process. We conducted a half-day work session to

gather solution requirements from the users; these

were used as the basis for our functional require-

ments. The functional requirements together with

the process model were used to create a textual

Figure 7
Data graph for experiment record ABO
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narrative that describes the way researchers would

use the anticipated solution. This narrative was

illustrated with rough user interface designs, and

then refined to include high-quality user interface

designs. The end product of the UCD process was a

storyboard, complete with user interface designs

that explained the use of the solution by different

role players. The user-validated interface designs

were then implemented. All these designs were

validated during joint meetings between the IBM

Research and the Bayer HealthCare Research teams.

The workplace entry page for a lab head is shown in

Figure 8. The monitoring section at the top of the

page shows several views important to the lab head,

such as status of experiments and cost of supplies.

Below, the detailed status of experiments can be

seen. The lab head can create new experiments,

assign experiments to lab technicians, monitor the

progress of experiments, review the detailed results

of experiments assigned to technicians, and approve

experimental results. On the right, the workplace

contains instant-messaging capabilities to allow for

ad hoc collaboration between researchers and

technicians. When appropriate, the instant messag-

ing function is context sensitive and enables the user

to locate selected colleagues as a function of state.

Platform-specific implementation
Figure 9 shows the solution architecture for

processing the experiment record as implemented

on the WebSphere* platform. As shown in the

figure, access to the data is via the Experiment

Record Data Session EJB** (Enterprise JavaBeans).

There are various ways to map the data graph to a

set of access classes. In our example, we have used a

simple mapping to Java classes and have used

resource adapters to access the data sources.
16,17

The experiment-record state machine is a special-

ized implementation for state machine support

using container-manager EJBs. The actions and

events of the ABO model are represented as remote

methods; whereas, data and remote actions are

mapped to private methods of the entity EJB. A

Figure 8
Workplace entry page for the lab head
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specialized state-machine controller maps remote

method invocations to private methods based on the

current state of the EJB and the (externalized) state-

machine definitions. FSM conditions are also

mapped to private methods. In our current example

we have handcrafted the portlets running in Web-

Sphere Portal Server Version 5.0 to support the state

adaptive access specification (we are in the process

of automating the code generation of this function).

An important aspect of the workplace was the

integration of typical collaboration tools, such as

instant messaging and e-mail. These tools were

integrated using IBM Lotus* Workplace technol-

ogy.
18

We have integrated the collaboration tools so

that collaborators can be called on as required,

based on the current state of the process. For

example, a chat list in the Sametime* panel

configures itself to include the appropriate collabo-

rators depending on where the user is in the

process.
19

Tooling

The success of any model-driven approach relies

heavily on the tooling available to model business

operations and support the implementation phase.

In this section we briefly discuss the tools used for

implementing our prototype.

The recently released version of WBI Modeler

Version 5.1
8
is based on the Business Processes

Definition (BPD) metamodel, a recent submission to

OMG.
20

The BPD metamodel supports process

modeling based on the UML2 token flow semantics.

The business artifact modeling approach
14

can be

represented using BPD and thereby modeled in WBI

Modeler Version 5.

There is currently no commercial product available

for the editing of a solution composition model as

we have described. As all our metamodels are

defined in UML semantics, we use the Eclipse

Modeling Framework (EMF) model editor in

Eclipse.
21

This tool allows for editing of metamodel

instances, which are handled and stored as XMI**

(Extensible Markup Language Metadata Inter-

change) documents. These XMI documents can be

used to generate code for platform-specific imple-

mentations.

DISCUSSION
In recent years, most approaches to industrializing

the drug discovery process have had a data-centered

focus. Indeed, a major challenge in the daily life of a

pharmaceutical researcher is finding clues from a

vast amount of data. This pivotal fact has driven

various research efforts in the areas of data mining

and federated databases.
22

From a more business-

Figure 9
Solution architecture for processing the experiment record
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related perspective, Davis and Peakman have

introduced the concept of data-driven drug discovery

(4D).
23

In their work they illustrate the problems

and the associated costs related to handling the

many different types of data produced in pharma-

ceutical research. Their approach starts out by using

a methodology similar to ours. The authors propose

an analysis in several business data-related dimen-

sions, such as data lag, data quality, data use, data

leverage, data productivity, and data costs. Based on

this conceptual framework, the authors created

maturity profiles that estimate the individual

strengths and weaknesses of companies. This type

of approach is intriguing as it tries to go directly to

the source of the problem. The authors recognize

that most pharmaceutical companies typically suffer

from problems in four areas: (1) loading of

important data onto corporate systems, (2) sharing

of data across organizations, (3) accessing, visual-

izing, and manipulating of data by scientists, and (4)

gathering and presentation of data for decision

making. A drawback of their approach, when

compared with ours, is the lack of formal modeling

techniques. Although their methodology leads to a

maturity model that estimates the extent to which

the company uses state-of-the-art techniques for

data handling, their approach does not offer

methods to solve any of the four problem areas.

By comparison, we analyze the current state of the

business by modeling business operations and use

this model to evaluate the efficiency of the business

process through simulations or other techniques.

This approach not only leads to similar results in

terms of maturity assessment, but it enables the

design of solutions to support the processes under

consideration. This approach, centered in business

operations, acts as an orchestrating principle and

helps define goals for associated research activities

and, in the process, develop methods for handling

the data created. The formal models underlying the

layers of the hierarchy and the mappings among

them enable us to analyze and refine business

requirements and eventually map them into IT

solutions, thereby bridging the business-IT gap.

Another very interesting approach described by

Peakman et al.
5
is to examine the drug discovery

process as a traditional supply-chain model with

volatile lead times. For example, maximizing the use

of HTS apparatuses requires increased transparency

of the various assay development efforts (i.e., the

HTS labs can better plan their resource if they can

anticipate the number of incoming requests for

screening). When such transparency exists, the HTS

groups may serve the next HTS request more

efficiently, thereby reducing the cycle times of the

assay development and HTS processes. In the same

way, chemists delivering the compound libraries for

the HTS process would benefit from more visibility

downstream. Because of volatile lead times, the time

to develop an assay and deliver it to the HTS team

can significantly vary from project to project. Even

for one development project, the time to delivery

can vary in the course of the assay development

process because a biological system may turn out to

be much harder to prepare than initially assumed.

Peakman et al. suggest that despite the problem of

volatile lead times, collaborative planning concepts

from automotive industries may apply to drug

discovery as well.

In our approach, monitoring of KPIs, such as cycle

times for processes, resource control, and other

aspects, across various research processes would

allow for gathering the information needed to

perform collaborative planning calculations. Mon-

itoring of business operations also allows visibility

up and down the discovery supply chain.

We observed a trend towards ‘‘e-R&D’’, that is, the

use of information technology to facilitate the

overall industrialization of drug discovery R & D.
3

This concept has gained some traction in the areas

of e-documentation, clinical trial simulation, and

process optimization in clinical trials.

CONCLUSION

The business artifact-centric view we take here

brings out a more subtle aspect of the drug discovery

process. Although the analysis of data is clearly

crucial for understanding the processes analyzed, a

purely data-centric approach ignores the fact that

the expertise for the interpretation of data belongs to

researchers distributed across various organizations

doing this work. Facilitating collaboration among

researchers amounts to creating a distributed

knowledge network. Experience shows that a com-

plex problem is often solved by examining it from

different perspectives. Sharing information across

vertical ‘‘silos’’ of knowledge has a higher proba-

bility of solving such complex issues. Although this

is, of course, only a hypothesis, the notion of

horizontal integration across functional organiza-
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tions is a popular theme in business restructuring

and, in particular, in IBM’s on demand strategic

vision for the IT industry.

How applicable is our approach in the current

pharmaceutical environment? During this research

project we found out that modeling concepts are

well-aligned to current thinking in pharmaceutical

research. An implementation of a production system

based on our concepts throughout the entire enter-

prise is a future challenge. One difficulty is the

integration of a wide variety of apparatuses, some of

which are not equipped with proper interfaces.

Intelligent data analysis, which is not addressed by

our methodology, is undoubtedly a very important

aspect in pharmaceutical research.

The main goal of our work is to enable a method-

ology that will allow pharmaceutical companies to

tackle three major challenges. First, in order to stay

competitive in a constantly changing market envi-

ronment, enterprises require IT solutions that adapt

to changing market conditions. A business process

management solution should provision capabilities

to allow for efficient change management. Our

approach accommodates change management by

taking a model-driven approach to be applied

hierarchically from the strategic layer down to the

implementation layer. Changes in business strategy

and operations are reflected in changes in the

models and can be easily mapped to the IT

environment without the need for extensive and

costly re-engineering initiatives.

Second, the business value of IT solutions grows

substantially when these solutions seamlessly inte-

grate people, processes, systems, and information.

This proposition is at the core of our approach as we

introduce a novel approach to compose a model-

based IT solution, which can be seen as an IT-level

blueprint of the business itself.

Third, the ubiquitous nature of IT, its constantly

growing capabilities, and its growing cost require a

good understanding of how to make best use of both

innovations and legacy systems. It is current

practice to decide these questions at an IT level. As

can be seen in large IT consolidation efforts in the

pharmaceutical industry and many others, the

question of how to leverage IT will be more and

more a business decision. The business strategy and

operations will set the context in which IT will be

leveraged. Our methodology is an important step

towards transforming the business intent and

requirements directly into viable IT solutions.

In summary, in this joint project we have taken a

model-driven approach to analyzing and capturing

pharmaceutical research processes. By applying a

heuristic transformation, we have created a solution

composition model, which is an abstraction of the

actual IT solution. The key technique for developing

the solution composition model is the ABO compo-

nent model. A prototype has been built based on

WebSphere technology. We validated each step in

the design process in the lab with the participation

of the business users. Although we tested and

demonstrated the solution in various scenarios, we

have not yet deployed our solution into the Bayer

production environment.
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