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The theme for this special issue—information
integration—reflects the growing importance
of integration in general, and data integration
in particular, as a driving force in information
technology spending. This essay discusses
information integration along three axes—data
types, federation, and intelligence. Several
important problem areas are emerging—storage
and retrieval of XML (Extensible Markup
Language) documents, federation and
distribution across data sources, and holistic
intelligence across different data modalities.
This special issue is devoted to papers on
many of these topics, and we expect this to
be an active area of research for many years
to come.

Integration is the driving force of this decade of IT
(information technology) spending. As enterprises
buy more and more packaged applications, it is es-
timated that the task of combining these application
“silos” results in over 40 percent of the IT spending,
even though the amount of code written for integra-
tion is significantly smaller than 40 percent. This is
because integration projects tend to be one-of-a-
kind, and complex to write. The question for soft-
ware and services vendors is this: can the cost of in-
tegration be reduced to be more in line with that of
packaged applications?

The essay is organized as follows. This section de-
scribes four integration models. The next section
gives an overview of information integration. Fol-
lowing sections then explore some of the technical
challenges along the three axes that are the basis for

our model of information integration. Finally, we end
with some conclusions.

There are four distinct forms of integration:

1. Portals (or “at-the-glass”) integration is the shal-
lowest form, bringing potentially disparate appli-
cations together in a (typically Web) single entry
point.

2. Business-process integration orchestrates pro-
cesses across application and possibly enterprise
boundaries, such as those involved in a supply-
chain relationship. Web services and their deriv-
atives are becoming important here.

3. Application integration, in which applications that
do similar or complementary things communicate
with each other, is typically focused on data trans-
formation and message queuing, increasingly in
the XML (Extensible Markup Language) domain.

4. Information integration, wherein complementary
data are either physically (through warehousing
tools) or logically brought together, makes it pos-
sible for applications to be written to and make
use of all the relevant data in the enterprise, even
if the data are not directly under their control. A
typical example of this would be a new customer
relationship application that combines the rela-
tional call log with the speech-to-text translated
call itself.
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Fundamentally, integration revolves around people,
processes, applications, and information. Different
integration technologies are necessary for different
classes of integration problems. For example, on-line
customer orders must be accepted through an ap-
plication, not a database API (application program-
ming interface). Business rules embedded in appli-
cation programming logic protect the database from
inappropriate use. Alternatively, the application that
responds with a projected delivery date might well
access correlated information across manufacturing
and shipping databases and depend on the data man-
agement system to handle the complexity of join op-
erations and mask differences between the data
sources. As in this example, the best solution will of-
ten utilize several technologies. This illustrates the
need to move easily from one technology to another.

Although the four models of integration are com-
plementary, this special issue deals with information
integration. An important research issue is: “If the
information is integrated, does it make the job of
the other three integrations easier?” One of the pa-
pers in this issue1 deals with the boundaries between
information integration and process and application
integration.

Information integration

There has been spectacular growth in quantity of in-
formation. Recent studies indicate that business-rel-
evant information is growing at around 50 percent
compound annual growth rate,2 with about one to
two exabytes (1018) of information being generated
each year. Management of a large amount of infor-
mation, per se, is not a very difficult problem. Data
warehouses tend to easily exceed one terabyte (1012)
in size and, with CPU and disks improving in perfor-
mance and cost performance, we do not see the vol-
ume of data to be the issue, until the data begin to
touch 10s of terabytes or more.3

At the same time, there have been three trends that
have made the task of managing such data inher-
ently more complex:

1. The heterogeneity of data. Data are no longer just
records that sit in well-defined tables (typically
referred to as “structured” data). Increasingly, an
enterprise has to deal with unstructured content—
such as text (in e-mails, Web pages, etc.), audio
(call center logs), and video (employee broad-
cast). In addition, data are beginning to emerge
in XML format, which in some ways is the bridge

between the structured and unstructured worlds,
though that is an oversimplification in the sense
that a perfect solution for XML is often a less-than-
perfect solution for the two extremes.

2. The “federation” and “distribution” of data. Data
are no longer on one logical server (such as in a
well-architected warehouse), but are distributed
across multiple machines in different organiza-
tions (some within and some across enterprises).
This is in the classic sense of distributed databases,
except that the scale could be as large as billions
of databases (whereas classic databases have han-
dled distribution at the scale of around 10). In
addition, federation (who owns and controls the
data and access to the data) is a new problem that
distributed database technology has typically not
addressed. In federation scenarios, one typically
cannot assume full SQL (Structured Query Lan-
guage) or its equivalent access to distributed data
sources. In addition, privacy and security issues
need to be solved.

3. Using data for competitive advantage. The data
need to be manipulated, aggregated, transformed,
and analyzed in increasingly complex ways to pro-
duce business intelligence. And the speed of ac-
cess and analysis is becoming closer to real time.
A large fraction of the growth in relational da-
tabases in the early to mid-1990s was fueled by
“business intelligence”—a term for a collection
of tasks ranging from decision support through
complex SQL queries, to on-line analytical pro-
cessing (OLAP), and all the way to data mining—
wherein the system automatically discovered and
told the users about what it had found. With the
increase in data, the ability for the decision mak-
ers to sift through the data is falling ever behind,
and therefore data analysis that works across all
the modalities of data is becoming increasingly
important.

We refer to these three dimensions as heterogene-
ity, federation, and intelligence. Information inte-
gration, then, refers to the ability to analyze data
across data types and over a span of control (Figure
1).

An example of this overall vision is IBM’s work on
information integration (Figure 2). Data of differ-
ent forms go through federation and can be analyzed
or accessed through SQL or XQuery (an XML query
language).4 See Reference 5 for a detailed descrip-
tion of IBM’s vision.
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Heterogeneity of data

Relational databases have typically dealt with fixed
schema—that is, there is a set of tables, each con-
sisting of an arbitrarily large number of rows; how-
ever, each row in a table has an identical structure
with all other rows in the table. This has been very
useful for SQL expressibility and optimization. In con-
trast, many newer forms of data (such as documents,
images, videos, etc.) do not follow the same rigid pat-
tern. Even if a database is a collection of books, and
each book has a set of chapters, it is rarely the case
that each book has the same number of chapters.
Consequently, a breakup of the schema for books
as shown in Table 1 is typically not possible. One is
either forced to convert it into a vertical relation,
such as Table 2, where operations to assemble the
entire book then become fairly complex, or to leave
the data in a more unstructured form and then de-
rive some fixed-format attributes such as author or
publisher.

In the structure for Table 2, more unstructured que-
ries, such as those typified by Web search engines,
become easier to answer. This is the technique used
by various content management solutions, such as
IBM Content Manager, and various document man-
agement solutions such as Documentum**, and even
pure text indexing solutions, such as Google** or Ink-
tomi**.

Figure 3 describes the architecture of the IBM Con-
tent Manager. It uses a standard relational library
server (LS) to store the meta-data for the content,
but uses different resource managers (RMs) to ac-
tually manage the content.

Thus it is clear that there are two slightly different
perspectives—well-formed structured schema and
the relatively poorly structured world of documents.
Bringing these two worldviews together is the “holy
grail” of information integration, and Reference 6,
in this issue, discusses several promising directions.

The world of XML, which sits between the two per-
spectives, can resemble either. A very structured doc-
ument, such as an Electronic Data Interchange pur-
chase order (EDI PO) could be very precise and could
be modeled, with only a slight amount of discom-
fort, as a set of relational tables. However, a collec-
tion of books expressed as a set of XML documents
does not have a rich enough schema (beyond meta-
data such as authors, publishers, etc., and data that
are often just a collection of chapters) to be express-
ible in a relational world in some interesting way.

Precisely described XML could be split into constit-
uent tables, or databases could be extended to sup-
port XML as a proper data type for documents. (In
the latter model, storage, indexing, concurrency con-
trol and recovery, query language, and transaction
processing of relational engines would need to be
extended on this new data type.) While it is a sub-
ject of active debate in academia7,8 as to which way
to go, many commercial database vendors are mak-
ing quick decisions. IBM Database 2* (DB2*), for ex-
ample, currently supports XML natively through its
extender technology.9 However, it is further extend-
ing its relational engine with support for XML, all the
way from storage to the query engine that supports
the XQuery6 language. In addition, for applications
that require an SQL interface into XML stores,
DB2’s SQL query language has also been extended to
SQLX, which provides support for XML extensions,
such as path expressions.10 XML documents conform-
ing to schema-chaos11 or to no schema at all can also
be stored in such XML extensions, although the power
of relational and XQuery engines against such ill-
formed XML would be limited. Consequently, doc-
ument collections conforming to these data types
would more naturally be stored in content manage-
ment systems that have been extended to support
XML.

Beyond records, XML, and text, there are other data
types that are in fact the primary drivers of the in-
formation growth—MP3 (Moving Picture Experts

Figure 1 Three dimensions of information integration
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Group 1, Audio Layer 3) files, digital photos, and
call center recordings. The cost for storing these is
becoming relatively inconsequential (one terabyte
of disk space for home use will cost less than $500
by 2003). Two questions arise—first, will the stor-
age for these be embedded in applications or will
(at least logically) centralized content stores emerge
(either at home or in enterprises); and second, what
kind of “intelligence” can be derived from these new
data types? We address the latter question in a later
section; however, regarding a logical centralized
store, we see the same pattern emerging as in the
case of data management—while applications ini-
tially built their own data management solutions in
the 1970s, once common functions in databases be-
came available, the applications began to focus on
the differentiated tasks and left data management
to commercial systems. It is therefore expected that
content management for the applications that make
use of digital data of diverse forms will become a
very important business. The Aberdeen Group es-
timates that new enterprise information integration
technology will fuel a $7.5 billion market by 2003.12

Federation

While centralization of data operations was a sig-
nificant driving force of the growth in the database
business (both for transaction processing and for de-
cision support), it is clear that decentralized tenden-
cies in the growth of data have accelerated in the
recent past (the Internet is a good example of this).
In addition, even within an enterprise, data typically
cannot be shared freely between departments, or be-
tween different employees or different levels of em-
ployees. Consequently, centralizing the data (i.e.,
bringing the data together in one place) may not be
possible in many environments. In these cases, the

only choice is to leave the data where they are, and
access the data through federation. Of course, there
is no black-and-white world. The two models—cen-
tralization and federation—often have hybrids, such
as data caching and replication.

As an example of federation, consider IBM’s Discov-
eryLink* offering.13 DiscoveryLink extends DB2’s
Data Joiner technology (allows a relational engine
to access other relational engines as if the data were
local) and IBM Research’s Garlic technology (allows
federation across nonrelational data sources through
“wrapper” technology) with specific wrappers and
connectors to life sciences data sources, such as hu-
man genomic data. As a result, a user can connect
to a DiscoveryLink “console” and express queries
that join data from disparate data sources, some lo-
cal, some not, some relational, some not. Another
example of federation in DB2 is Microsoft Windows**
OLE** DB support, which allows access to relational
and nonrelational OLE DB-compliant data sources,
such as Lotus Notes* and Microsoft’s Excel**, Ex-
change Server, and SQL Server.14

There are several new trends in federation:

1. Web services technology is becoming an increas-
ingly popular way of connecting distributed ap-
plications. It is an important development to put
data management in this Web services frame-
work.15 Two aspects become interesting—data-
bases as Web services providers, and databases
as Web services initiators. In the latter, federa-
tion can be achieved by using more industry-stan-
dard Web services; however, one has to take into
account the current state of the art in reliability
and performance. Web services need to be ex-
tended (for example, through caching16) to
achieve the better reliability and performance that
is typically expected from more mature database
technologies.

2. Grids make it possible to share computation. Re-
cently, data sharing is becoming increasingly im-
portant in the grid environment. Shared databases
are likely to play an important role, and feder-
ation and information integration technologies
will expand to incorporate capabilities from, and

Table 1 One possible relational schema for books

Book Name Chapter 1 Text Chapter 2 Text Chapter 3 Text . . .

. . .

Table 2 A more plausible relational schema for books

Book
Name

Chapter
Number

Text

1
2
3

. . .
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provide technologies to, grid standards such as
Open Grid Services Architecture (OGSA).17

3. Privacy and security, in the data federation axis,
are becoming very important. As supply chains
become more integrated, and as national secur-
ity applications rise in importance, the need for
distributed computation across autonomous data
sources is obvious. Recent works on watermark-
ing, privacy-preserving data mining,18 and distrib-
uted data mining are steps in that direction.

4. Tools for data integration (e.g., data analysis for
automated data mining) are riding on the huge
investments that the industry is making around
XML. These tools are becoming more important,
because the complexity of the schema that are
brought together (often logically) is increas-
ing—in numbers, as well as in scope. A good ex-
ample of an emerging technology in this area is
CLIO.19

It is not necessarily the case that as data distribution
and federation increase, the amount of data to be
handled by the application increases. In fact, we have
observed a strong correlation between the number
of data sources and the amount of data at each data
source. It is our hypothesis that over the course of
the next five years, one petabyte (1024 terabytes) of
data would become the focus of many applications.
Some would require that amount to be kept in one
or two large centralized warehouses. Other appli-

cations, such as content sharing on wide-area net-
works, might require a million databases, each hav-
ing (in potentially redundant copies) one gigabyte
of data. Research into distributions and sizes along
this one-petabyte constant is just beginning and is
likely to accelerate as the federation trend increases.

Intelligence

As data become heterogeneous and federated, how
does one integrate these data into the businesses pro-

Figure 2 IBM’s vision of information integration
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cesses? One of the primary data integration chal-
lenges is to integrate into applications that seek to
derive intelligence from these data sources. An ex-
ample of this intelligence might be in the context of
a call-center application, where customers’ calls are
recorded and the call-center representative (CSR)
also records, in a structured form, the time of the
call, who called, etc. An integrated analysis across
the two forms of data (structured and speech) might
provide actionable results such as “when the cus-
tomer calls, and is angry, if the company does not
respond within five business days, there is a 45 per-
cent chance of losing the customer.” It is clear that
the concept of “customer being angry” is not deriv-
able from the structured data that the CSR has re-
corded. At the same time, just the speech recording
cannot tell us about what actions followed the cus-
tomer calls. It is only the holistic analysis that can
lead to this kind of intelligence.

Even without these holistic analyses (which are just
beginning to emerge), we already see a trend toward
structured and unstructured data coming together
in query systems. The two types of data have very
different characteristics. Structured data are typically
very precise (the answers always have 100 percent
precision at any recall), whereas unstructured sys-
tems are fuzzier in both query specifications and in
execution. The failure models of the systems also
tend to be different—in databases, failure of any part
of the system leads to failure of the entire system (to
maintain very precise semantics), whereas in many
text systems, unavailability of some part of the sys-
tem does not stop the system.

Recent work in this area has come from many di-
rections. Combination of ranked results has been
dealt with comprehensively by Fagin,20 and an in-
teresting approach to imprecise specification of at-
tributes is presented in Reference 21. We expect this
to be a very fertile area of research. This special is-
sue contains a perspective presented in Reference
22 on expanding the concept of OLAP cubes with un-
structured data, and another in Reference 6 on com-
bining content management systems with database
systems.

The intelligence dimension of our three axes (see
Figure 1) is associated with data analysis, such as de-
tecting trends in a business and providing a closed
feedback loop for business operation. Usually, anal-
ysis is based on a large amount of current and his-
torical data stored in warehouses and datamarts. A
popular model for analysis is the multidimensional

OLAP cube data model, with the associated naviga-
tional API. Reference 23 describes an example of a
system in which the multidimensional OLAP cube
model is integrated with relational databases. OLAP
Web services allow users to discover and explore an-
alytic information across the Web through the XML
protocol. This model is particularly attractive for in-
tegrating information from service providers with
rich terabyte- or petabyte-class warehouses in real
time.

Summary

This essay lays out the framework for the research
agenda in information integration. As we view the
problem of information integration along the three
axes of data types, federation, and intelligence, many
interesting problems emerge. Some of the active ar-
eas of research are emerging in XML—storage, que-
rying, and mining; in distributed data analysis across
hundreds or thousands of data sources; and in new
data analysis techniques for combining structured
and unstructured data. Cutting across all the dimen-
sions are issues related to tools for information in-
tegration, and privacy and security around data. This
special issue deals with many of these topics, and we
expect this to be an important area of research for
many years to come.
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