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An object-oriented
system for 3D medical
image analysis

As part of a European Commission-funded
research project on medical image analysis, we
have developed a system aimed at solving a real
clinical problem: the outlining of the target
volume and organs at risk for three-dimensional
conformal radiation treatment planning. The
clinical requirement is to make this process less
tedious and time-consuming. We show how
object-oriented design techniques can be used
to good effect in a collaborative project such as
this, so that image segmentation and other
algorithms from a number of different partners in
the consortium can be integrated into one
system, for comparative evaluation by the clinical
partners. We describe in some detail two of
these algorithms, one a straightforward region
and volume grower, in which particular attention
has been paid to adapting the user interface to
suit clinical needs, and the other an interactive
tool using b-spline surface patches for direct
three-dimensional segmentation. We report on
the clinical feedback we have received, which
indicates that the most technically advanced
algorithms are not necessarily the most useful
from a clinician’s point of view,

Computer Vision in Radiology, or COVIRA, was
a research project in the AIM (Advanced Infor-
matics in Medicine) program of the European Com-
mission. The main goal of COVIRA was to provide
pilot application systems for multimodality image
analysis in the fields of radiological diagnosis, neu-
rosurgery planning, and radiation therapy planning.
Based on a detailed analysis of the clinical require-
ments at the start of the project, computer science
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partners carried out research in areas such as image
segmentation and image registration. The resulting
algorithms were integrated into a number of pilot
systems in order that the clinical partners could eval-
uate them to assess what advances had been made.

Each of the three industrial partners in the project
developed its own clinical pilot system incorporat-
ing the relevant computer science algorithms. Philips
Medical Systems produced a pilot system for gen-
eral radiological diagnosis and neurosurgery plan-
ning, evaluated at the Gregorio Marafion Hospital
in Madrid, Spain, and the Academic Hospital in
Utrecht, Netherlands. Siemens Medical Engineer-
ing produced a pilot system for neuroradiological di-
agnosis and neurosurgery planning, evaluated at the
University Hospital of Tiibingen, Germany, and the
University Hospital of Leuven, Belgium (near Brus-
sels). The 1BM UK Scientific Centre developed a pi-
lot system for three-dimensional (3D) conformal ra-
diation treatment planning using X-ray computed
tomography (CT) and magnetic resonance images
(MRI). The system was evaluated at the Royal
Marsden Hospital and Institute of Cancer Research,
Sutton, United Kingdom (near London), and the
German Cancer Research Center, Heidelberg, Ger-
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many. The design and implementation of that sys-
tem is the subject of this paper.

In recent years new methods of planning and apply-
ing radiation treatment in 3D have been developed,
but they are restricted to specialist centers at present
because the planning stage is very time-consuming.
Our requirement was to speed up the 3D planning
process using the algorithms developed within
COVIRA. The clinical application is the treatment of
patients with tumors in the brain, breast, and pelvic
areas.

Radiation treatment planning. The aim of radiation
therapy is to provide a high dose of radiation to a
tumor in order to eradicate it. At the same time the
dose given to the surrounding healthy tissue, espe-
cially those organs that are particularly sensitive to
radiation (the organs at risk), should be minimized.
With the advent of CT and MRI, anatomical struc-
tures can be visualized in 3D, and new treatment plan-
ning tools have been developed to take advantage
of this.! This enables the radiotherapist to find the
optimum configuration of radiation beams for the
treatment of each individual patient.’

One of the major bottlenecks in the treatment plan-
ning process is the outlining of the target volume and
the organs at risk, a necessary precursor to finding
an arrangement of radiation beams that gives a sat-
isfactory dose distribution. Typically, the operator
uses a manual drawing program to outline the ap-
propriate parts in each slice of the data. With a 3D
image containing 40 or more slices, this procedure
can be tedious and time-consuming.

We therefore needed to speed up the process of ex-
tracting the relevant contours from the data. In im-
age processing terms this is called segmentation.
Many different methods of segmenting medical im-
ages have been reported over the years,*° but in gen-
eral the problem of automatic image segmentation
is unsolved. Only in special cases is it feasible, so
some form of user intervention is usually required ™
in order to achieve a clinically meaningful result. In
fact, in the AIM exploratory action project COVIRA’
we showed that automatic image segmentation is in
any case not wanted by the clinical users. What they
do want is a fast system (i.e., one that is faster than
manual drawing) in which the user has complete con-
trol over the results. It is, after all, the clinician (not
the computer!) who is responsible for the patient.
The interface for such an interactive system should
be designed so that the user’s clinical knowledge and
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experience is complemented by the processing power
of the computer in a way that is as efficient as pos-
sible.

Clinical pilot system. In building the radiotherapy
pilot system for COVIRA, we had to satisfy the com-
puter science partners on the one hand, and the cli-
nicians on the other. This, of course, created a num-
ber of problems. As already mentioned, an essential
feature of the COVIRA project was to base it soundly
on clinical requirements, and everything was sub-
jected to clinical evaluation. Not all computer sci-
ence partners were used to working directly with cli-
nicians, and they did not understand exactly what
the needs were, or how computers were being used
in the planning process. For the clinicians to be in-
terested in the new system and find benefits from it,
it had to be better (in terms of speed, functionality,
ease of use, etc.) than their existing systems.

So, in order to achieve our end—to speed up the pro-
cess of extracting the outlines of the relevant vol-
umes of interest from the images—we also had to
produce a complete, clinically usable system in which
the various algorithms could be compared and eval-
uated. This took the form of ToscA (TOol for Seg-
mentation, Correlation, and Analysis), which con-
stituted the first part of the radiotherapy pilot system.
The other part, which is concerned with definition
of the treatment plan itself, was produced by the Ger-
man Cancer Research Center and is described else-
where. !

A decision for UNIX** as the operating system was
reached very early in the project. UNIX workstations
are cost-effective and frequently used in this type of
application, and all partners had previous experience
with UNIX systems. It was, however, left to the in-
dividual partnerships between the industrial pilot sys-
tem teams and their associated clinical evaluators
to decide on a specific platform. For the radiother-
apy pilot system we chose the IBM RISC System/6000%,
running AIX* (Advanced Interactive Executive®)
with the X Window System™* (supported by the X
Consortium) and OSF/Motif**.

To facilitate the incorporation of code from many
different partners, it was decided to adopt an object-
oriented approach. There were a number of reasons
for this:

¢ The type of application seemed to be well suited
for this approach.
¢ The geographical distribution of subproject teams
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required a modular building block architecture,
which is the natural object-oriented approach.

* The project was viewed as an opportunity to de-
velop expertise in a new software development
technique.

After agreeing in principle on an object-oriented
approach to the project, suitable programming
languages were evaluated. C++ was chosen for
various reasons, influenced by the fact that all code-
producing partners had experience in C and some
evenin C+ +. Other important advantages of C++
were:

* Ability to compile C code on C++ compilers

* Availability of C+ + compilers on all relevant plat-
forms and hence good portability of source code

* Support through various class libraries

The first point was particularly important in the light
of the targeted windowing system. The X Window
System and OSF/Motif both provide programming
interfaces to C. Support for graphics programming
under the X Window System is provided through
C interfaces via products such as PHIGS (Program-
mers’ Hierarchical Interactive Graphics System), an
application programmer interface for 3D graphics,
and PEX (PHIGS Extension for the X Window Sys-
tem).

In the next section we discuss the architecture of the
system and some of the design considerations in us-
ing an object-oriented approach, together with the
benefits and problems that arise. Following that, we
briefly describe the TOSCA user interface, and the
algorithms that have been integrated into TOSCA. We
give more detailed descriptions of two of these al-
gorithms, one relatively simple and one more com-
plex, to illustrate some of the difficulties involved in
producing a system that is effective and usable in a
real clinical environment. Finally, we summarize our
experiences, and bring out the lessons we have
learned in the expectation that they will be of use
to others working on similar problems.

Software architecture

As outlined earlier, the project involved collabora-
tion between three types of teams:

* Algorithm providers who produced specialized im-
age segmentation algorithms
* Pilot system makers who developed application
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frameworks in which to integrate the various al-
gorithms

¢ Clinicians who were the actual end users and who
specified what functionality they required

The design of our pilot system was influenced by two
major considerations. On the one hand we had the
clinical problem domain with its own vocabulary and
requirements, for which we sought a flexible and ex-
tendable mapping onto an object-oriented architec-
ture. On the other hand we were aware that not all
of our partners were enthusiastic about the object-
oriented design approach. In particular, some part-
ners wanted to reuse and extend their existing C
code. So our design had to be able to accommodate
code that would merely compile with a C++ com-
piler, and could not be expected to fit any object-
oriented design patterns. In this section we outline
the overall object-oriented architecture of TOSCA,
and show how code deliveries from multiple, geo-
graphically remote teams were integrated despite
variations in design and implementation standards.

Top level design. The principal data input to our sys-
tem is in the form of image data from CT and MR
scanners. The data are organized as a set of two-di-
mensional (2D) image slices. The complete set of
slices forms a 3D model of the scanned object. In ad-
dition to the pure pixel values, some structural data
such as slice thickness, orientation, etc., are avail-
able.

A 3D-image and a 2D-slice are familiar terms for cli-
nicians, so they were obvious candidates for classes
in our object-oriented design. Other class candidates
from the problem domain include contour, segmen-
tation, region of interest, and volume of interest.
Each of these represents something that the clini-
cians talk about.

In addition to these classes from the original prob-
lem domain, we introduced classes that are partic-
ular to the way we present information to the user
and the way the user interacts with the system
through a graphical user interface. This group of
classes includes views, work spaces, action bars, etc.
Additional classes were introduced to handle inter-
nal administration tasks where appropriate.

Integration of algorithms. One of the challenges
within the system design was the integration of in-
dividual algorithms designed and implemented in a
way that was definitely not object-oriented. The
TOSCA framework had to be flexible enough to ac-
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commodate such code deliveries as building blocks.
This means that the framework must provide some
basic services, such as loading and viewing images,
without any of the algorithms or tools being inte-
grated. Algorithms were required to be integrated
via a general mechanism and using a defined inter-
face. They also had to be removable without side ef-
fects on other algorithms or the pilot system as a
whole.

In order to achieve this we introduced the concept
of communication objects and their associated inter-
face objects. A communication object typically pro-
vides an application programmer interface (API) to
a set of services or an individual algorithm. It ba-
sically establishes a firewall between some source
code, which may not have been designed with ease-
of-use in mind, and an application that needs to use
that code. For our algorithms, a communication ob-
ject implements suitable constructors and destruc-
tors that hide the algorithm’s internal initialization
procedures. It also defines high-level routines that
can be linked directly to interface objects, such as
push buttons that allow the user to accomplish cer-
tain tasks.

The total set of generic objects required to integrate
an algorithm into the TOSCA pilot system consists of:

¢ A communication object that provides an API

¢ A controller object that provides user interaction
components such as push buttons

¢ A view object that can handle the display of al-
gorithm-specific output

Communication objects are defined in algorithm-
specific stand-alone classes. Controller objects and
view objects, on the other hand, are defined in al-
gorithm-specific classes that are embedded in a shal-
low class hierarchy. This allows the implementation
of some algorithm-independent behavior in user in-
terface objects.

Design considerations. One of the major design is-
sues we encountered was how to organize the con-
tainment relationships of the objects described in the
previous sections, and how the objects should com-
municate with each other. Published object-oriented
design methodologies'™" provided us with some
helpful rule-of-thumb guidelines, but no clear view
of how to proceed in our particular case. So we ex-
perimented with a number of different approaches,
based on inheritance, containment, and callbacks.
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Interface propagation. Our initial iteration was influ-
enced by a responsibility-driven design approach. '
We made a list of all the things our system should
be able to do. This included some general guidelines
and constraints to allow for the flexible integration
of algorithms. We invented a set of peer-level con-
troller objects that could communicate with one an-
other. Each object was specialized in a certain ap-
plication area and offered its services to the rest of
the world. In this spirit we had:

¢ A Graphics Controller that could handle color-al-
location management according to the current
hardware availability (i.e., 8-bit or 24-bit graphics
cards)

s An Image Controller that would know how to read
and write images from and to disk, making all the
necessary conversions according to the informa-
tion in the image headers

s A View Controller to organize the layout of image
displays and the interaction with them, e.g., brows-
ing through the image slices

s An Algorithm Controller to handle integration of
the segmentation algorithms

Each of these controllers contained its own set of
member objects, which in many cases were complex
objects controlling further member objects. Inher-
itance was used to provide different flavors of the
lower-level objects, e.g., different types of views
within the View Controller. Virtual functions were
used to implement the behavior of those objects ac-
cordingly. (Virtual functions are used in C+ + to im-
plement polymorphic behavior; a virtual function can
be redefined in a descendant class.)

In our initial containment and inheritance hierar-
chies, the objects representing our problem domain
were several levels deep. The obvious problem in this
approach is: How does a low-level object within one
containment hierarchy access information that is
controlled by a low-level object within another con-
tainment hierarchy?

Making the low-level objects talk to each other di-
rectly introduces an undesirable tight coupling be-
tween those objects. Changes in the implementation
of a single object can require changes in all the other
objects that access it. A different approach is to prop-
agate the required interfaces from the low-level ob-
jects through the containment hierarchy to the high-
level objects. This reduces the coupling described
above. In this scenario, the set of high-level objects,
i.e., the controllers, really encapsulate their internal
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details and all services are provided through a de-
fined interface. The drawback is that this interface
can quickly grow to enormous proportions. A con-
troller’s interface now becomes the union of all the
interesting interfaces of all of its contained objects.
An additional drawback is that the coupling between
the objects still exists although it is reduced. A reuse
of those objects in other systems would be impos-
sible, since the objects rely on the existence of the
controller objects.

Separating behavior from communication. One solu-
tion to this interdependence problem was to sepa-
rate connecting mechanisms from the actual services
provided by an object. For this we introduced the
concept of communicator objects. Again, inheritance
was used to implement the different requirements
on the various communicator objects. The commu-
nicator base class defined the basic application mes-
sage paths, whereas the subclasses added any fur-
ther interfaces. This mechanism decoupled an
object’s behavior from the logistical tasks imposed
on it by the system in which it was used. Reusing an
object in a different system would now merely re-
quire rewriting its communicator object.

Message passing via callbacks. The final design ap-
proach we adopted was based on the full encapsu-
lation of objects and the use of callback mechanisms
to handle intercomponent communication. A call-
back mechanism allows a function to be registered
somewhere against one or more specific events, then
called back at the time that such an event occurs.
This approach means that objects can be quite in-
dependent of the system as a whole and can easily
be reused in other applications, but there is some
overhead in programming effort to handle the call-
back mechanisms.

Lessons leamed. The experience of developing TOSCA
through these iterations highlighted a number of key
design issues, and reminded us to keep the follow-
ing principles in mind in future designs. It is of fun-
damental importance to:

* Be able to test and modity low-level objects rap-
idly

* Have aweli-established containment hierarchy that
maps neatly onto the problem domain

* Decouple contained and peer-level objects as much
as possible

¢ Provide an efficient method for changes in very low-
level objects
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* Initiate appropriate and economic updates of the
user interface

* Build objects, spanning from the lowest level to
the highest levels, which may be reused in other
applications

» Have a quick and easy method of integrating new
tools

The lessons learned from our initial design ap-
proaches prompted us to find a more flexible mech-
anism for the integration of tools delivered by dif-
ferent partners. This lead to the redesign of TOSCA
subsequent to the COVIRA project. This final design
approach is best illustrated by the design examples
given in the next two sections.

Tool integration via advertising objects. The new
TOSCA application is developed as a derivation of a
generic application class. The base class contains
functionality to provide various services, such as the
creation of the main menu bar. The desired menu
bar is built up from a character stream supplied ei-
ther from a file or from information built into the
application. In addition the application creates a
number of advertising objects that advertise various
tools. They supply a name by which the tool is known
and a global function that can be used to create an
instance of the tool. These advertising objects are
placed in a catalog that the application base class
can refer to. At start-up time the application class
uses the menu description and the tool catalog to
build up the top-level menu (Figure 1).

Client/server design. The above technique introduced
a good deal of flexibility in the configuration of
TOSCA, but did not alone give us a complete, quick,
and easy method of integrating new tools. Our main
goal was to decouple the tools from the core of the
application (the TOSCA core) in a form of client/server
approach. A true client/server approach using serial
communication streams or shared memory was not
appropriate because of the high overhead in data
communications it would introduce, and because we
wanted the tools to make use of user interface win-
dows created by the TOSCA core. So in our method
both client and server are in the same address space
with a single thread of execution.

A ToscaClient class was developed that requires a
handle onto an object instantiated from an abstract
application server class. The functions of Tosca-
Client use the services of the server object to affect
or obtain information from the TOSCA core, and the
server object sends application events to the set of
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Figure 1 Tool integration via advertising objects

TOSCA

TOSCA CORE

APPLICATION

ADVERTISING
OBJECT

CATALOG

instantiated tool objects. To use this mechanism, the
developer makes a subclass of ToscaClient to im-
plement tools such as file readers and writers or sim-
ilar simple tools that create and use their own user
interfaces. For the more complex tools, such as im-
age segmentation tools, the abstract class ToscaTool
was developed. This class specifies behavior to be
implemented in its subclasses. Objects instantiated
from its subclasses must respond to requests, for ex-
ample, to create interface components for insertion
into standard places within the interface of the
TOSCA core.

Flexible application development. Our design became
avery powerful development method when coupled
with AIX shared-library techniques for application
building. When developing TOSCA a developer will
create a source file of advertising objects represent-
ing the set of tools needed at that time. This source
file is compiled and linked into a shared-library ob-
ject. The advertising objects each reference a single
global function that is itself in a shared-library ob-
ject, together with the object code that implements
that tool class. This means that although our tools
share the same address space, adding a new tool or
modifying an existing tool requires no changes to the
TOSCA core. All that is required is the addition of
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1. Create catalog.
2. Create n advertising objects.
2.1 Each advertising object inseris
itself into the catalog.
MENU . Read menu description
from stream.
. Create TOSCA core.
. Construct the menu bar.

STREAM

anew advertising object followed by a quick link stage
involving the resolution of less than two dozen sym-
bols. Modification of a tool can be performed with-
out any updates to the application infrastructure.
This means that the application development pro-
cess was made significantly easier and quicker than
it had been before.

An additional benefit of this approach is that other
developers will be able to write new functions using
this derived tool method. The application server ob-
ject insulates us (the TOSCA developers) from hav-
ing to expose the higher level objects within our ap-
plication to the new developers. Furthermore, the
same basic set of objects and design methodology
can be reused in other applications that have sim-
ilar characteristics to TOSCA, i.e., the incorporation
of a number of functions into a common framework.

Architecture of the TOSCA views. An area that re-
quired particularly careful attention in the core ar-
chitecture of TOSCA comprised the various objects
that together make up views onto the image and seg-
mentation data (Figure 2). For a 2D view, the final
image on the screen is composed of four view com-
ponents:
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Figure 2 Containment hierarchy of a view set
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VIEW

& The original image data

s The confirmed segmentation data

s The data provided by the current algorithm

s Some transformer data such as zoom information
and crosswires to control which part of the image
is displayed

Each component is managed by a separate object.
For reuse purposes those objects should function ef-
ficiently as stand-alone service components as well
as be able to cooperate with the other view objects
to form the higher level view component that is re-
quired by the TOSCA application. An issue here is
that each stand-alone object requires a set of instance
data that describe the view state, but we did not want
the awkward maintenance issue of keeping multiple
copies of the same parameters in step when com-
bining the individual components in a container com-
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posite view. We resolved this issue by using shared
records.

Shared records. While working on the representation
of individual values in the application, we developed
a general value class that was associated with a name
in a record class. The record class is held by objects
in the application using reference-counted handles.
Objects can register callbacks with the record class
to observe when the value or the limits on the value
change. The owner object of a value can register a
RequestRedraw callback on the record. A whole set
of user interface components had been developed
to expose these values to a user.

This record class helped us as follows. A base-level

view object would implement certain of its instance
data as a derived class of a shared record group. For
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example, an image view would expose, among other
values, the four parameters that represent its zoom
state as named records of the shared record group.
When constructing an image view, an instance of the
group of records is created. The image view itself is
the only object with handles onto the instance data.
The other basic views would have similarly named
members in their group because they need to know
the zoom state. Each view installs ValueChanged and
RequestRedraw callbacks on its instance data, so that
if, say, a zoom parameter changes, then the view
would know that—when requested to do so—it must
regenerate its window.

However, each view must be prepared to give up its
instance data in favor of those generated by a con-
tainer object. It must be prepared to look in some
other record group for records of the same name,
to create handles onto those records, and to rein-
stall its ValueChanged callbacks onto them. Now a
composite container view can create a shared record
group that contains at least the union of the sets of
records of its four contained basic view objects. It
then passes the record group to all of its contained
objects, hence the low-level peer objects have the
same instance data. This scheme is extended within
TOSCA so that a container generic view installs its
shared record group on both the composite view and
a similarly constructed 3D view.

When a user interface component—for example a
crosswire for pointing at an image—changes a value
in a record, it will first set that value. This causes all
ValueChanged callbacks to be called, allowing any ob-
ject to mark itself as being out of date if it chooses
to do so. The interface component will then cause
the RequestRedraw callback on the installed record
to be called. The object that receives the Re-
questRedraw message will in general see if it has a
RequestRedraw callback instalied on itself. If so, then
instead of redrawing itself it will call its own Re-
questRedraw callback. This request propagates itself
up through the containment hierarchy until it comes
to an object that does not have a RequestRedraw call-
back installed on it. This object will then redraw it-
self and send the redraw message to all of its con-
tained objects.

Crosswires example. Let us take the example of the
crosswires to illustrate this mechanism (Figures 3 and
4). The actual value that is changed by moving the
crosswires is a 3D point in space. The value is owned
by a ViewSet object, which is an object that contains
a number of generic views. The ViewSet installs the
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3D point value on a selected set of views, which to-
gether will focus on that 3D point. When the value
is changed, all of the views observing that point may
mark themselves as out of date. The RequestRedraw
message is sent to the 3D point that is finally received
by the ViewSet, which initiates the actual redrawing
process. Each view that is now out of date can up-
date itself. Hence stand-alone low-level component
objects can cause significant activity within the ap-
plication. The result is a set of connected views that
allow the user to navigate easily through the 3D im-
age (Figure 5). The scheme ensures that the inter-
face will update itself once and once only for each
user interaction.

Summary of object-oriented design experience. De-
spite all the problems and uncertainties involved in
undertaking object-oriented software development,
it was felt by all team members that it was worth
working through the initial painful period. The po-
tential advantages in the later stages of the software
life cycle made the investments in the early stages
worthwhile. The powerful constructs promoted by
object technology can yield elegant, quality code.
However, potential users should keep in mind that
while success is possible, the object-oriented para-
digm itself does not guarantee this! Several iterations
may be necessary, as in our case, before the final goal
is achieved.

Functionality of the pilot system

In this section we briefly describe some of the con-
cepts behind the design of the user interface for
TOSCA, and mention the algorithms that we have in-
tegrated into the system from a number of partners
in COVIRA. These algorithms represent different ap-
proaches to solving the problem of how to speed up
the process of outlining volumes of interest in the
image data, for subsequent analysis and processing.
By integrating a number of these algorithms into the
same system (TOSCA), comparative evaluation of
their usefulness in a given clinical situation is facil-
itated. Two of these algorithms are then described
in more detail, and we report on the clinical feed-
back we have received.

User interface design. To achieve clinical acceptance,
TOSCA’s user interface (Figures 5 and 6) was designed
with three important factors in mind:

e Similarity to tools used previously
¢ Simplicity
e Style guide compliance
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Figure 3 Propagation of a changeValue message after a user interaction
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Similarity to tools used previously. TOSCA is a suc-
cessor to a tool developed at the German Cancer
Research Center called TOMAS (TOol for MAnual
Segmentation)." It was felt to be good design pol-
icy to keep many of its good user interface fea-
tures, so that clinicians familiar with TOMAS would
immediately relate to TOSCA. They could thus con-
centrate on evaluating the benefits of the new al-
gorithms without the confusion of a different in-
terface. However, it is of course just as important
to keep the user interface simple for the benefit
of new users.
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Simplicity. While some clinicians are computer lit-
erate, many are not. Graphical user interfaces can
be confusing to computer novices—few hardened
computer users can remember the first time they saw
a windows-based application with pop-up windows
appearing and disappearing all over the screen. So
TOSCA has been given limited preset alternatives for
its screen layout, enabling the users to concentrate
on achieving their goals without the distraction of
first having to learn too much about how the system
operates. Similarly, whichever algorithm is invoked,
the control panel appears at the same place on the
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Figure 4 Propagation of a requestRedraw message after a value change
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screen. We use pop-up windows only for functions
that are transient or infrequently required, so that
the screen does not get cluttered. Where choices
need to be made, we always provide sensible defaults,
which are easily configurable to suit a particular ap-
plication. This ensures that the novice can get started
with minimal tutoring, while complete flexibility is
provided for the experienced user.

Style guide compliance. The Motif Style Guide'® has

been used whenever possible to help define, for ex-
ample, which mouse button should be used for an
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operation (e.g., left button for selection, middle but-
ton for action, right button for pop-up menus). Since
the function that will be selected or put into action
depends on the algorithm that has been invoked,
TOSCA provides a helpful reminder (at the bottom
of the screen) of the interactions that are possible
at that time.

Using TOSCA. TOSCA is essentially a toolbox for per-
forming image segmentation, correlation (registra-
tion), and analysis operations, where in general each
tool or algorithm corresponds to the work of a
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Figure 5 TOSCA’s graphical user interface, showing a set of pelvic CT images

Stice 18 View Xy

Slice 129 View X

COVIRA computer science partner. The algorithms
are invoked as options from a first-level submenu of
the main application window’s menu batr.

Segmentation. The segmentation algorithms within
TOSCA produce VOIs (volumes of interest), repre-
sented by stacks of contours that are parallel to the
primary image slice orientation. Complex volumes
can be built up, as the data model allows the user
to define multiple outer boundaries for a given VOl
within a given slice. In addition the data model al-
lows regions within an outer boundary to be specif-
ically excluded from the vOI by definition of one or
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more inner boundaries. This provides for descrip-
tions of volumes that split and merge, or have dis-
joint parts, or are tubular, for example. There is a
blend of leading-edge academic work along with
some less sophisticated algorithms, which by virtue
of their speed and flexibility lend themselves to clin-
ical acceptance.

In all cases the objective is to produce a set of con-
tours that accurately correspond to the boundary of
the chosen structure (an organ or tumor, etc.), as
shown in Figure 6. In some instances part of the
boundary may not be visible in the image, but has
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Figure 6 The result of using TOSCA to find the outlines of selected VOIs within the images shown in Figure 5

to be inferred by the users based on their clinical
knowledge. If the algorithm itself does not provide
the user with the flexibility to do this, a subsequent
editing step will be needed.

Correlation. Sometimes magnetic resonance imag-
ing (MRI) is used to scan the patient in addition to
CT. CT is invariably used for radiotherapy planning
because it is geometrically accurate (unlike MRI,
which may suffer from image distortion), and also
because it provides electron density information
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needed in the calculation of radiation dose distri-
bution (this is done during the definition of the treat-
ment plan, which is outside the scope of TOSCA). MRI
has better soft tissue contrast than CT, and so can
be useful in defining the exact position of the tumor
or organ boundary. However, since the CT and MRI
images probably have different slice thicknesses and
resolution, with different patient positioning, it is first
necessary to register or correlate the two sets of data
before they can be used in conjunction with each oth-
er.'” Some of the work in COVIRA was directed
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toward this, and one such algorithm was installed in
TOSCA.

Analysis. Finally, quantitative analysis of the VOIs is
important in some applications. In radiotherapy
planning, it is the boundary of the voOI that is needed
in order to define the position, shape, and size of
the radiation beams that are used to treat the pa-
tient. But in other cases it may be necessary to know
the actual volume of the tumor, so that its response
to treatment (by chemotherapy, for instance) can be
measured. And there are many other applications
outside the field of health care in which accurate
measurement of volumes contained in 3D images is
needed. Once the boundary of the volume is defined
using the segmentation algorithms in TOSCA, it is of
course relatively straightforward to calculate the vol-
ume or indeed any other measurement parameter
that is required.

Installed tools. The foliowing tools are part of TOSCA:

* The 2D edit algorithm, produced by the IBM UK Sci-

entific Centre, provides all the usual manual tools
for creating and editing contours, and in addition
some region-based tools for morphological edit-
ing operations. It is used to modify the results of
the other segmentation algorithms when necessary,
or to input complete contours manually (for ex-
ample, with small organs that have poorly defined
boundaries in the image, this may be the quickest
solution).
A volume grower, developed by the IBM UK Scien-
tific Centre, provides fast creation of 2D regions
or 3D volumes using sample image statistics from
around a seed point selected by the user. A 2D re-
gion grown in one slice provides the basis for a re-
gion in the next slice.' This is described fully in
the next section.

* Snakes (active contours) are usually the edge-seek-
ing variety." In COVIRA, we found better results
using a statistical snake developed by the Univer-
sity of Sheffield, United Kingdom. Here the expan-
sion or contraction of the snake boundary is con-
trolled by the statistics of the image region it
encloses (in a similar manner to the volume grow-
er).? This algorithm also has features that allow
interpolation of contours. So, for example, the user
can define the boundary of a vOI on just a few of
the slices in which it is present, and can then use
interpolation to rapidly complete the VOI on all
slices.

* An iso-contour algorithm from the University of
Genoa, Italy, accepts a user-defined seed point to
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generate a range of suggested contours, which have
varying degrees of similarity to the seed region. The
user can quickly select the preferred contour by
moving a slider in the control panel.?' This is sim-
ilar to the volume grower, but the method of pro-
viding user interaction is different, as is the way of
generating the similarity statistics.
A contour refinement algorithm (also from the
University of Genoa) takes an existing contour and
uses local edge information in the image to refine
the contour to better fit the image data. The
method is similar to the snakes algorithm, but with
some modifications. This tool can also transfer con-
tours to adjacent slices for successive refinement.?
An edge grouping algorithm, developed at the
Federal Institute of Technology in Zurich, Swit-
zerland, uses edge information in a 2D image and
groups the edge fragments together to produce a
graph of connected regions. The user can select
contours by pointing to parts of the graph in se-
quence. The optimum path to the next point is dis-
played, providing a quick and simple method of
selecting between alternative edges. The system
will also find the best path to close the contour back
to its starting point, so that in many cases only two
or three mouse clicks are needed to generate the
complete contour.*
The 3D edit algorithm from the IBM UK Scientific
Centre provides ways of creating true 3D surfaces
directly. The surfaces can be scaled, rotated,
shifted, and deformed. The user can interact with
the cross sections of the surface models in any of
three orthogonal directions, in order to match the
model to the image data. Further details are given
in a later section.
The template atlas has its roots in radiotherapy. The
German Cancer Research Center used surface
models of organs at risk within the human head
to generate contours that are overlaid on the 2D
images. The models can be shifted, rotated, and
scaled either en masse or individually until they
conform to the patient data. This provides a rapid
method for defining the complete set of organs at
risk in the head.
The correlation algorithm performs 3D image reg-
istration. Developed by the University of Leuven,
it uses surfaces (defined by the segmentation al-
gorithms), individual point landmarks (i.e., ana-
tomical features that are visible in both images),
or a combination of the two as references in the
search for a 3D rigid transformation that brings one
image into alignment with another. A chamfer dis-
tance transform method is employed.”

¢ The 1BM UK Scientific Centre has also made avail-
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able tools for quantitative analysis of vOIs. Dis-
tance, area, and volume can be measured, and his-
tograms and statistics can be produced.

In the following sections, we give detailed descrip-
tions of two of these algorithms (volume grower and
3D edit), together with the feedback we have obtained
from the clinicians.

Volume grower. This algorithm is simple, robust, and
fast. The arrangement of the user interface is im-
portant for the success of the method in a clinical
application, and how this was achieved is described
below.

Description. The method can be used in two modes:
2D region growth applied slice by slice or direct 3D
growth applied to a stack of images. (Which mode
is more useful depends on the image and the vol-
ume to be segmented from it.) Region growth starts
from a seed pixel selected using a mouse. The four
neighboring pixels (six in 3D) are added to the re-
gion (volume) if they meet the similarity criterion
given below. Region growth typically takes a frac-
tion of a second, making the method truly interac-
tive (Figure 7A).

Controls. A pixel is included in a region if its inten-
sity is within a window W, around a mean level L.
The values for L and W are computed from the sta-
tistics of a small sample region (about 20 pixels in
size) located centrally over the seed point. L is set
to the mean of the sample region, and W is com-
puted by multiplying the standard deviation of the
sample region by a given scaling factor C (typically
2.0 for CT and MR images). Values for L. and W can
be adjusted manually, if needed, using sliders in the
algorithm control panel. This means that the user
can take control of the process if the computed val-
ues of L and W do not give the desired result. An-
other option is to use predefined values for each com-
bination of image modality and organ type, if the user
finds by experience that particular values give good
results for that organ.

Since the growing region sometimes “leaks” into sur-
rounding areas where there is insufficient contrast
between adjacent organs (Figure 7B), it is possible
to manually draw edges to inhibit region growth
through these points. Drawing such a barrier will
cause the region to regrow from its seed point up
to the barrier, so that the effect for the user is to cut
off the unwanted part of the region (Figure 7C). By
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providing this facility, the usability of the method is
greatly enhanced.

3D growth. Region growth in 2D can be extended into
neighboring slices by pushing an up- or down-arrow
icon button. By successively repeating this procedure,
a connected 3D volume can be computed. This ap-
proach allows the shape of the volume to be checked

Starting 3D growth
from an existing 2D region,
instead of just a seed point,
improves the initial statistics.

slice by slice (and hence corrected if necessary) but
involves more user interaction than the direct 3D ap-
proach. In the latter mode, it is possible to start 3D
growth from an existing 2D region, instead of just a
seed point, which improves the initial statistics. The
method is extremely fast, typically 10 seconds for the
whole brain volume.

Upon completion of region growth, the boundaries
are computed by tracking around regions marked in
the work image. Small, spurious boundaries are dis-
carded. Optionally, all interior regions may be re-
moved, and a variable amount of boundary smooth-
ing may be applied.

Clinical feedback. The region-growing method works
well in those areas where there is sufficient contrast-
to-noise ratio to discriminate between adjacent struc-
tures. Otherwise, the user’s anatomical knowledge
{and manual intervention) is needed to define a suit-
able boundary location. The method is well liked by
our clinical evaluators because it is fast, easy to use,
and easy to understand. Because they understand it,
they can usually predict the result it will produce,
which means they do not need several attempts to
get what they want.

Taking pelvic CT data as an example (prostate can-
cer in men is a very common form of cancer, and
often treated with radiotherapy),? the requirement
is to outline the body contour, the prostate itself, and
organs at risk such as the bladder, rectum, and pel-
vic bones (especially the femoral heads). The body
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Figure 7 The volume grower algorithm being used to outline the bladder in slice-by-slice mode
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Figure 8 Volumes of interest from Figure 6 displayed as stacks of contours in 3D, using PEX to generate the 3D graphics

contour and pelvic bones have high contrast to their
surroundings in CT images, so the 3D volume grower
(with default settings) works very well in these cases.
It is better than simple thresholding since only those
pixels connected to the seed point are included in
the voI, and unwanted interior contours are auto-
matically discarded (Figure 8). In many slices the
bladder can successfully be outlined by the region
grower, but occasional manual intervention is needed
where it touches the abdominal wall or the prostate.
So the slice-by-slice method is appropriate in this
case, with smoothing automatically applied because
the bladder always has a smooth outline (the CT scans
are taken with the bladder full).

The prostate itself has similar intensity to the blad-
der and rectum, and touches or even overlaps them
in places (Figure 9), so it is difficult for any algorithm
to successfully segment this organ on all its slices.
The rectum is also difficult, due to the presence of
bowel gas, which has very different intensity to the
rectal wall. However, these organs are quite small,
so the clinical users can outline them rapidly, even
with manual intervention. Taking all the organs into
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account, the time saved compared with the manual
methods currently used in routine clinical practice
is significant.

3D edit. This method enables direct 3D segmenta-
tion of image data by manual interaction with sur-
face models using a b-spline parameterization.” The
surface segmentation can be viewed in 2D as con-
tours overlaid on the image in three orthogonal views
(which also enable interaction with the model), or
as a 3D rendered visualization.

Surface parameterization. The surfaces are formed
from b-spline surface elements. This has a number
of advantages from a user interaction perspective:

* It is conceptually straightforward, since the sur-
face is determined purely by the positions of a set
of control points.

* The surface is deformed simply by moving the con-
trol points.

* Moving a control point has only a local effect gov-
erned by the order of the surface.

* The surface can have varying degrees of smooth-
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- - organs that are nearly spherical, such as the eyes
Figure 9 Volumes of interest as in Figure 8 (Figure 10)

2. From an occluding boundary. A model is con-
structed by performing a surface of revolution
(SOR) about an axis determined from the occlud-
ing boundary.

3. From a set of supplied surface data points, e.g.,
anatomical models obtained by prior manual seg-
mentation of 3D images taken from a “typical” in-
dividual. This is particularly useful for structures
that have poor contrast to the surrounding tissue,
so that other segmentation algorithms (e.g., the
volume grower) are of limited use. An example
of such a model is the brainstem (Figure 11). The
model is adapted to fit the patient data using the
tools described below.

Model editing tools. Editing tools are provided to
match the model to the image data. The tools use
at least two orthogonal slices to control the manip-
ulation. Tools are available for translation, scaling,

Figure 10 Surface models of the eyes produced simply
by using the ellipsoid model in the 3D edit
algorithm

ness largely independent of the number of control
points.

There is, however, a compromise between algebraic
and geometric complexity. Although b-spline sur-
faces are geometrically “nice,” it is more difficult to
calculate intersections, for example, than with a sim-
pler triangulation representation.

Model generation. A geometric model or object is
made up of many b-spline surface patches joined to-
gether by sharing their common-boundary vertices.
Each model is normalized by an associated reference
datum point, which in the case of a sphere coincides
with the center. This makes translation a trivial task.
There are at present three methods used in the con-
struction of surface models:

1. Simple geometric models such as ellipsoids and
elliptic cylinders. The cylinders may be closed at
both ends by either a flat plate or a dome termi-
nation. This is useful for rapid segmentation of
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Figure 11 The 3D edit algorithm in use

and rotation in 3D. The scaling can also be used to
obtain a mirror image of a surface. Other tools al-
low shearing, surface deformation, copying, and de-
leting.

Translation applies to the whole surface, whereas
shearing applies only to the surface portion inter-
sected by a thin slab. For surface deformation, the
user interacts with the model by dragging the sur-
face in orthogonal planes. The model’s shape is
shown as 2D contours on three orthogonal views
where the model surface intersects the volume data.

1IBM SYSTEMS JOURNAL, VOL 35, NO 1, 1996

It can also be visualized in 3D as either a shaded sur-
face or as a wire frame. Surface deformation can be
carried out at various scales, allowing from small
scale up to global surface changes. This is done by
allowing the user to add marker points on the viewed
contours. These are used to define the affected sur-
face area (Figure 12).

Application. Although we investigated methods of
interacting with the 3D model directly, we decided
that using a 2D interaction mechanism on the 3D sur-
faces was the most appropriate technique in our envi-
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Figure 12 Manipulation of the model

ronment (i.e., with relatively low-cost, standard work-
station hardware). Simulating a 3D environment in
the inherently 2D world of the computer screen, even
when using aids such as rendering and stereography,
is not at present a practical solution. The designer’s
problem is twofold: visualizing the tool and its rel-
ative position and orientation in a mass of 3D an-
atomical data, and controlling the tool’s position, etc.,
with commonly available computer hardware. Vir-
tual reality techniques may give an acceptable (and
affordable) solution in the future, but not in the time
scale of this project.

Surface contours can be viewed as either thin (single-
pixel) connected contours, or as thick contours (re-
gions). The latter highlight the partial volume effect,
in which, due to the thickness of the slice, the sur-
face leaves the slice at a different position from its
entry point. The thick contours are obtained by the
intersection of the surface model with the relevant
slice, taking into account its thickness.

Clinical feedback. There are some instances of or-
gans at risk that are nearly spherical (such as the eyes
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and the femoral heads), where the 3D edit technique
has proved to be very useful. However, in general,
the algorithm has had limited acceptance by the
COVIRA clinicians. There appear to be a number of
reasons for this.

1. Clinicians are used to thinking in terms of slices,
and not in 3D. This means that slice-by-slice al-
gorithms, for instance, are more accessible to
them than true 3D aigorithms.

2. It can be difficult to appreciate the effect that an
interaction in a 2D window has on the 3D model,
since each interaction affects several slices. Hence
controlling the surface shape over adjacent slices
can be difficult.

3. Because of this complexity, it may take longer to
achieve the final objective than with a 2D method.

4. The clinicians always want to refer back to the
original 2D image slices in order to check the seg-
mentation results.

We started developing this algorithm on the assump-
tion that segmentation in full 3D ought to be faster
and more effective than working on individual slices.
It was thought that the implicit slice-contour con-
nectivity in 3D, and thick slice contours (which re-
veal surfaces tangential to the working slice such as
optic nerves) would be of benefit. The clinicians have
not yet reported that this is the case. The fact that
a single interaction affects several slices is beneficial
in some instances, but on other occasions may be
counterproductive (e.g., when an already accepted
contour is unwittingly changed).

Further work is required to provide more accessible
interactive tools in order to make the method gen-
erally acceptable to the clinicians.

Other algorithms. The other algorithms installed in
TOSCA are described in the references given for them.
In terms of clinical feedback, it is generally true that
the more complex an algorithm is, the less likely it
is to be given a good rating by the clinical evaluators.
This effect is modified by the amount of effort put into
designing the user interface for the algorithm. It has
to be remembered that the users are only aware of the
interface—if it does not allow them to use the algo-
rithm to solve (or at least reduce) their problems, then
they will not be interested in that algorithm.

Conclusions

We have described TOSCA, the system we developed
as part of the COVIRA project in order to address
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clinical requirements in the field of 3D conformal ra-
diation therapy planning. We have discussed the use
of the object-oriented paradigm and the design it-
erations we went through before achieving a design
that met our requirements, i.e., to produce a system
in which image segmentation and other algorithms
from a variety of partners in the project could be in-
tegrated successfully.

Two of these algorithms have been described in some
detail, together with the feedback we received from
the clinical evaluators. It is apparent from this that
the most technically advanced algorithms are not
necessarily the most appropriate in a real clinical sit-
uation where speed of operation and ease of use are
of paramount importance. It is undoubtedly neces-
sary to research new methods that will have poten-
tial when the technology has advanced beyond that
currently available. However, it also seems to be im-
portant to work on relatively simple algorithms, and
configure them in such a way that they can be used
to solve clinical problems today.
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