NBBS network
management

Network management for Networking BroadBand
Services (NBBS), a general-purpose,
multiprotocol, high-speed transport backbone is
discussed. The paper begins with the objectives
and the key choices made in the development of
the network management solution. The managed
environment for high-speed transport networks
and some features of the NBBS architecture

that have influenced the network management
solution are described, along with the
relationship between the network manager and
the managed target system agent, the actual
communication environment for the Nways™
Switch Manager. The relationship between the
Network Management Workstation and an NBBS
node acting as a network management agent is
presented. The use of managed object classes to
provide a Management Information Base (MIB)
that may be accessed by a manager using the
Common Management Information Protocol
(CMIP) to manage NBBS networks is then
discussed. Management application models

for accounting, configuration, topology,
performance, and fault management for NBBS
are illustrated, showing how they relate to the
NBBS managed objects. The paper concludes
with a look at future directions for the NBBS
management solution.

Network managers are concerned with various
aspects of networks, including initialization,
operational characteristics and health, usage, and
asset and data security. Over the last ten years,
network management services have broadened the
original focus on fault management for reporting
and working around network problems to offer cus-
tomers expanded applications in the areas of to-
pology, configuration, performance, and usage ac-
counting. Specific topics such as log control and
scheduling have even found their way into network
management definitions promulgated by standards
bodies. Networking BroadBand Services (NBBS)
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network management has been defined to support
these diverse functions, while embracing standards
and incorporating innovations. This paper de-
scribes this support.

The sections that follow begin with background:
past management concepts paving the way for
NBBS management, major objectives that influ-
enced its basic direction, some fundamental
choices made in the overall NBBS management ap-
proach, and NBBS control characteristics that ease
network management. Next there is a discussion
of the NBBS network environment that is to be man-
aged, and the effect the unique NBBS technology
characteristics have had on the management so-
Iution. The paper then covers the enumeration of,
and the rationale behind, the key managed objects
and their categories defined at “agent” NBBS nodes.
Next there is a discussion of management appli-
cations at the NBBS network manager and their use
of the managed objects. The paper concludes with
a brief discussion of possible future enhancements
and directions.

The NBBS network management architecture has
drawn upon existing IBM network management
ideas. First, the concept of a focal point' respon-
sible for the management of a large number of dis-
tributed network components and supporting many
different management applications was seen as cru-
cial to a complete management solution for NBBS.
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Second, the appeal of a network management so-
lution that concentrates on the hardware and tech-
nology aspects of the NBBS subnetwork, much as
was done for management of local area networks
(LANs),” was also fundamental. The focal point
management model allowed a manager to bring a
rich set of centralized network application pro-
grams to apply across multiple subnetworks, while
the LAN management model introduced the con-
cept of controlling a wide range of specific com-
ponents—protocol, logical, and physical—from a

Both CMIP and SNMP
use the concept of a
MIB to represent the
managed resources.

single manager platform. Combining these two no-
tions into NBBS network management has resulted
in a system that supports the configuration of the
network elements, or nodes, at a logical level, while
allowing the physical component level to be man-
aged directly by the manager applications.

Three major objectives—network scalability, dy-
namic end-to-end network connection setup, and
generic transport support over wide area net-
works-—-also influenced the network management
direction for NBBS networks.

The requirement to be able to scale NBBS, not just
as a networking transport architecture, but as a re-
alization of a product family—with low-end sys-
tems used to interconnect campus applications and
high-end systems used for wide-area interconnec-
tion—meant that stand-alone management func-
tions were needed that could be deployed for any
size network. Network size, however, was not to
be the criterion for determining the management
function offering. Common applications were
needed to span all network configurations, such
that the integration of a campus NBBS cluster and
awide-area NBBS cluster would require no new ap-
plication definition. In short, the seamless, “plug-
and-play” characteristics of NBBS were to apply
to the network management environment as well.
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The nature of the NBBS architecture also played a
role in requirements placed on the management of
transport connection establishment. The NBBS con-
nection setup process is based on connection or-
igin information. It does not require direct inter-
vention by management in intermediate network
elements for setting up a connection path, as is the
case in subnetwork architectures®* that rely on
route selection through static physical link desig-
nation and require explicit operation triggers for
path activation. Using NBBS network management,
there is no need for intermediate node definition
for each connection being set up. The origin path
selection component is able to use the connection
request parameters, such as the quality-of-service
parameters specifying connection cell loss, end-
to-end delay, nondisruptive path rerouting, and
connection preemption and holding priorities, and
the initial bandwidth parameters for peak rate,
mean rate, and mean burst duration as they are
configured by the network administrator in the or-
igin connection request for route selection—again
without management intervention. The only re-
quirement for network management is to be able
to define the initial input values at the connection
origin, with NBBS processing taking care of the con-
nection setup and path selection.® A benefit of us-
ing this type of model for connection definition is
that the procedures for defining permanent virtual
circuits (PvCs) and switched virtual circuits (SVCs)
are similar. Detailed aspects of the connection
setup model are presented later.

The central purpose of NBBS is to serve as a gen-
eral-purpose, multiprotocol, transport backbone
for wide area networks (WANs). Although differ-
ent protocol and traffic types all have special char-
acteristics, NBBS developed a generic treatment for
traffic transport that avoids special-case process-
ing for each different protocol that attaches to the
NBBS network. A corresponding generic network
management solution has also been developed. The
NBBS network management model accommodates
the generic WAN transport architecture as well as,
on a case-by-case basis, the specific access pro-
tocol or traffic. This approach permits the manage-
ment of NBBS networks of homogeneous access
protocols totally dedicated to a single type of ac-
cess protocol, such as a frame-relay or asynchro-
nous transfer mode (ATM) WAN, or a network of
heterogeneous access protocols serving the trans-
port needs of LAN, frame relay, ATM, and voice
users, using the same network management model
and applications.
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Another fundamental consideration was the selec-
tion of the network management technology for
NBBS node management and manager-agent inter-
actions. The choice was basically between the two
open industry standards, Common Management
Information Protocol (CMIP)® and Simple Network
Management Protocol (SNMP).” CMIP was devel-
oped and supported by advocates of Open Systems
Interconnection, with most Service Provider En-
vironments (SPEs) making it part of their Telecom-
munications Management Network.® SNMP is
supported universally by the LAN and router com-
munity.

Each technology has points of merit. Both tech-
nologies use the concept of a management infor-
mation base (MIB)® to represent the managed re-
sources in a target system. A MIB is a repository
of management information that can be accessed
and used to control resources of a system. The
NBBS network management solution uses a MIB to
define the managed resources of the NBBS node.

Both technologies also use the manager-agent par-
adigm. In this management model, the agent is the
repository for the MIB for the system. The man-
ager is the application center that extracts MIB
information from agents and modifies agent MIB
information to effect status and configuration
changes in the target agent resources. As a gen-
eral rule, using SNMP, the agent remains silent un-
less queried for information. Using CMIP, the agent
may actively inform the manager of events that are
considered significant.

Each management technology can claim a large
base of standard MIBs that are already available or
being developed. For SNMP, the Internetwork En-
gineering Task Force is the major focus for this ac-
tivity. '® For CMIP, in addition to the efforts by the
American National Standards Institute (ANSI), the
International Organization for Standardization
(1s0), and the International Telecommunication
Union (ITU) in defining base standards, the Net-
work Management Forum has been developing en-
sembles to demonstrate interoperability scenarios
with CMIP MIBs.

Because of the prevalence of CMIP in the wide area
network SPE context, and the various technical
benefits CMIP offers—discussed further later in this
paper—NBBS network management uses CMIP for
its manager-agent interactions. NBBS network man-
agement uses defined standards from both the

IBM SYSTEMS JOURNAL, VOL 34, NO 4, 1995

SNMP and CMIP models to define components for
the NBBS agent MIB. The detailed reasons for this
are also discussed later.

Thus, the model for the management of NBBS draws
on several standards as sources for its constituent

NBBS uses CMIP for manager-
agent interactions, and
both CMIP and SNMP for a
source of MIB contents.

elements, with standards used in two basic ways:
as a technology base for manager-agent interac-
tions and as a source of MIB contents to be further
refined to fit the NBBS environment.

The standards of CMIP and Guidelines for the Def-
inition of Managed Objects (GDMO)!! are used in
the definition of the base management platforms
for both the manager and the agents. Managed ob-
ject classes are defined for management purposes
in order to emit notifications from resources and
to provide operational access to resources. The
managed resources may be physical or logical re-
sources. Access to the states or characteristics of
the resources is possible only by the methods de-
fined for the managed object class, and access is
common to all members of the managed object
class. CMIP defines a standard message format for
manager-agent messages involving basic opera-
tions, such as GET, SET, ACTION, and NOTIFICA-
TION. GDMO defines the structure of the informa-
tion contained in the MIB. It defines managed object
classes and their attributes, parameters, actions,
and notifications, and provides packages for group-
ing and accessing attributes. Therefore, the man-
ager and agents both define management informa-
tion according to the same principles, using the
GDMO structure for the MIB, and communicate us-
ing CMIP standard exchanges.

Various standards have also been used in devel-
oping the semantic contents of the NBBS MIB. MIBs
defined by standards bodies were examined to de-
termine whether they fit the management require-
ments of NBBS. In particular, the ISO/EC 10165-2, >
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which contains rudimentary definitions in the form
of managed object classes for managing commu-
nication protocol connections, was used. Addi-
tional attributes were added to the standard man-
aged object classes to form the particular managed
object class used in the NBBS MIB. For example,
the ISO/NEC 10165-5" defined managed object class,
simpleConnection, was refined by the addition of
bandwidth and connection path attributes to be-
come the abConnection managed object used by
NBBS.

The source of definition for the NBBS MIB relies also
on non-CMIP standards. Until recently, no cMip
standard MiBs were defined for certain protocols.
For example, network management protocol stan-
dards for frame relay and ATM have been defined
predominantly for SNMP technology. But the in-
teroperability of CMIP and SNMP has not yet been
standardized, ' so, in these cases, the CMIP man-
aged object class definition used for NBBS for frame
relay and ATM was built by refining the protocol
components derived from the SNMP MIB standards.
The result was a CMIP MIB having components iden-
tical to the SNMP definitions, thereby creating a
form of semantic equivalence to the SNMP MIBs.

The management of high-speed networks typically
entails setting up paths for permanent virtual cir-
cuit (PVC) connections by selecting and manipu-
lating the nodes of the network and their resources,
a time-consuming and human-intensive network
management operation. However, NBBS technol-
ogy advances in the automation and packaging of
the control functions used by the high-speed WAN
relieved network management from the tedium of
node and path selection,” allowing the network
management focus to be on the treatment of the
access user and network connection endpoint.

Three particular features of NBBS control-point and
directory services—the use of a spanning tree, dis-
tributed topology information, and built-in search
capability—relieved network management of the
need to intervene in operational aspects of WAN
control for network connection setup.

The NBBS spanning tree control functions'® permit
the automatic creation of a spanning tree for the
dissemination of control information throughout
the NBBS network. The spanning tree is refined by
algorithmic computation each time a [tree] trunk
is connected to a node in the network. Tree rebal-
ancing occurs if needed. Moreover, failures of
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trunks on the spanning tree, or complete node fail-
ures, cause an automatic restructuring of the span-
ning tree.

This capability to select and set up the spanning
tree means that network management is not in-
volved in selecting the spanning-tree root or its path
through the network by explicitly selecting trunks
for the tree topology. Automated spanning-tree re-
pair relieves network management of the burden
of constantly monitoring the spanning tree to ac-
commodate new nodes or changes due to trunk or
node failure. Network management is not involved
in deciding how to build the route and in what or-
der to connect the network nodes.

NBBS topology control functions'® automatically
exchange network topology information to provide
each network node with up-to-date information
about the availability and utilization of paths be-
tween nodes in the NBBS network. Since this up-
dated status of the transport network resources is
distributed to every node in the network, the path
selection required for network setup can be com-
puted at the origins and verified “in-flight” during
connection setup. Successful connection setups
create updates to the topology information, which
is then periodically distributed to the WAN nodes
as updates.

This capability to distribute and update network
topology data means that network management is
free of the burden of configuring, for each PVC or
SVC, a particular node in the way a traditional chan-
nel-bank or cross-connection switch has been con-
figured in the past. That is, there is no need to sup-
ply each switch in a path with explicit details of
which ingress channel or port, for example, is to
be connected to which egress channel or port for
a network connection. The tedious setting of in-
termediate switches in a path is done automatically
by NBBS control functions. Network management
is not involved in the actual setting of intermedi-
ate switches but learns and records the path con-
figuration for each network connection after the
connection has been set up.

The access function of directory services'” enables
the administration of WAN users to be done at lo-
cal facilities rather than a central location. Direc-
tory searches at network connection setup time lo-
cate the node and port for each target resource in
the network, meaning that users can migrate
throughout the network and the directory mech-
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Figure 1 Attachments to the NBBS subnetwork
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anism will locate their current home. Therefore,
while configuring a user to a particular port on a
particular node is a network management activity,
knowledge of the target node or port for connec-
tion setup is not required by network management
because of the directory services capabilities.

The managed network environment

The NBBS architecture defines a collection of nodes
with knowledge of one another that provides trans-
port services for various traffic types. For the pur-
pose of network management, the major functions
that define the manageable operations of NBBS are
attachment to NBBS nodes and transport services
provided by NBBS nodes.

Attachment to NBBS nodes. Figure 1 shows a va-
riety of attachments to NBBS nodes. Since these
nodes are organized around a common Network-
ing BroadBand Services architecture, they may be
considered a network. But when NBBS nodes are
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combined with other networking technologies, the
NBBS network may be considered a subnetwork.

All attachments to NBBS nodes that do not support
NBBSs-only protocols can be considered external,
that is, non-NBBS in protocol. Four attachment sce-
narios are shown in Figure 1:

¢ LAN attachment

¢ T1 network attachment

* Dial-up network attachment
e ATM attachment

This physical communication attachment is inde-
pendent of the protocol that is used in the traffic
arriving at the NBBS node for transport. For ex-
ample, a T1 network could carry voice, video, or
data. T1 is a transmission facility that operates at
the digital signal rate of 1.544 megabits per second.
If data are used, the protocol might well be frame
relay. In the dial-up network, links could support
such protocols as X.25, ISDN (integrated services
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Figure 2 The NBBS backbone network
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digital network), HDLC (high-level data link con-
trol), and frame relay.

Conceived originally as a transport network for in-
terconnecting homogeneous access users, the
NBBS architecture has evolved to support intercon-
nection between those using heterogeneous pro-
tocols. An example of such heterogeneous user in-
terconnection across an NBBS network might be
between a frame-relay station and an ATM station.
Moreover, the NBBS architecture does not preclude
the interconnection of low-speed and high-speed
access links. For example, several low-speed v.35
links could be connected across the NBBS network
to a T1 access link.

Not all the examples above are possible in the first
implementation of the NBBS architecture, but the
architecture itself allows every connection men-
tioned, provided an access agent is implemented
to support a specific protocol combination.

The NBBS transport backbone network. The inner
working of the NBBS network relies on a defined
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architecture for the flows to set up connections and
to transport traffic at a given quality of service for
a specified bandwidth. In order to meet the high-
performance objectives of NBBS transport services,
the backbone will be composed typically of high-
speed telecommunication lines, for example T1 and
T3 lines, or OC-3 to OC-24 lines. T3 is a transmis-
sion facility that operates at the digital signal rate
of 44.736 megabits per second, and OC-3 and
OC-24 are optical transmission facilities that op-
erate at 155.520 megabits per second and 1.24 gi-
gabits per second, respectively. These lines are in-
terconnected in such a manner that they meet the
expected traffic loads between geographic areas of
the NBBS network.

Figure 2 shows an NBBS backbone network con-
figuration consisting of intermediate (or inner)
nodes and nodes at the edge of the NBBS network.
The links between nodes represent the transport
highway that comprises the WAN backbone. The
different speed transmission facilities represent the
capability for different routes to accommodate traf-
fic. The links are characterized in terms of traffic
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Figure 3 NBBS connection terminology
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and queuing metrics in the topology database for
the NBBS network. Inner nodes do not have access
services components, but from a network manage-
ment perspective any node may provide NBBS ac-
cess services as well as transport services. El lines
in the figure are European Digital Signaling Hier-
archy lines at a rate of 2048 Mbps.

The NBBS network connection model. Because
NBBS is defined as a transport network service, par-
ticular attention is devoted in NBBS network man-
agement to the configuration and selection of re-
sources used for the transport of external traffic.
Figure 3 illustrates how traffic from an external
source is carried through the NBBS network to an
external target. Access to NBBS facilities is pro-
vided at an NBBS origin and the exit from the NBBS
network is provided at an NBBS destination. A se-
quence of link connections (trunks) that connect
adjacent nodes are the transfer segments that pro-
vide ihe transport service.

The external traffic is carried by network connec-
tions from the point of entry or origin to the point
of exit or destination of the NBBS network. The net-
work connections provide paths through the NBBS
network at specific quality-of-service levels. The
network connections are created by the selection
of a series of connected links between NBBS nodes.

The NBBS management communication model. The
NBBS model for management follows the manager
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and agent paradigm, with the NBBS nodes acting
as agents and one or more managers responsible
for management applications. More than one man-
ager could be used in order to have a backup in
case of a node failure, to spread the management
load to separate manager applications, or simply
to reflect the organization of responsibilities in a
network. Figure 4 shows an NBBS subnetwork serv-
ing as the transport for two token rings. In this case,
the network management agents in the NBBS sub-
network are managed by a single NBBS manager
that resides in an external node and accesses the
NBBS subnetwork through an NBBS node. Each
manager sets up management application associ-
ations with the NBBS management agents that it is
going to manage.

Several communication models could have been
adopted for manager-to-agent message transport.
The model chosen in the first implementation of
NBBS architecture in the IBM 2220 Nways™ Broad-
Band Network Switch uses an Internet Protocol
(1P) communication model. For the most part, this
model was chosen because of the support offered
by the Netview/AIX* platform and the communi-
cation stack it offered. In this 1P model, the NBBS
manager accesses the NBBS subnetwork by an 1P
subnetwork through one or more designated NBBS
nodes that act as management gateways for man-
agement information. Figure 5 illustrates this
model.
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Figure 4 Manager-agent interaction
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Because NBBS manager-agent interactions are
based on CMIP, CMIP management information is
carried between the manager and the agent in
Transaction Control Protocol/Internet Protocol
(TCP/IP) packets. The protocol used is thus called
CMIP on TCP, or CMOT. All management-related
communication also uses IP addresses for the rout-
ing of messages inside the NBBS subnetwork be-
tween the management gateway and the manage-
ment agents, and even inside an NBBS node
between the agent and the different components
providing management information. Of course, the
CMOT traffic is carried over NBBS network connec-
tions inside the NBBS subnetwork. The IP address
in the 1P header for a CMOT message selects the net-
work connection to the destination node or com-
ponent.

With the announcement of SystemView* for AIX
with the TNM/Workbench application, the Nways
Switch Manager applications may be placed on a
platform that supports additional communications
protocols for management communication between
the manager and the agent. With this platform, sup-
port for the Telecommunications Management Net-
work (TMN) “Q3” interface is possible. Q3 is a stan-
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dard widely supported by the service provider
environment (SPE), that specifies the X.25 network
layer and the OSI transport and session layers, for
manager-agent communication. Of course both the
manager and the agent or a “mediation device” that
represents the target agent are required to support
the same management communication protocols.
The Nways agent can support the Q3 communica-
tions protocols because the IBM Portable CMIP Plat-
form** used by the agent to process CMIP messages
and interface to management applications is indepen-
dent of the protocols used for communication.

Benefits of CMIP for NBBS network
management

While there can be much debate about the relative
merits of CMIP versus SNMP, certain technical fea-
tures of CMIP were key in selecting CMIP over SNMP,
or indeed over any previously defined Systems
Network Architecture (SNA) Management Services
technology. Foremost among these were the fol-
lowing features offered by CMIP: support for object-
oriented principles in MIB development, a global
naming convention for access to managed objects,
the dynamic creation and deletion of managed ob-
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Figure 5 Manager-agent communication using CMOT
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jects, an abstract syntax for representing complex
structures, support for reporting events in an asyn-
chronous manner with filtering of the notifications
at the sender, the ability to extend operational con-
trol for MIB enhancements, the ability to perform
scoped operations, and a long management mes-
sage length. The following subsections expand on
these features.

Use of object-oriented principles. Managed object
modeling in the GDMO approach permits the prin-
ciples of object-oriented programming to be fol-
lowed. The principles of inheritance are incorpo-
rated into the GDMO specification for managed
object classes. Reusability comes into play when
the attributes defined in a managed object class are
refined into subclasses, with the addition of new
attributes unique to the new managed object class.
The principle of encapsulation is supported for
GDMO. All communication to and from the man-
aged object is controlled by the CMIP methods de-
fined for operations on the managed object class
attributes or through actions directed at the man-
aged object class.

As with any management definition, changes in the
definition or evolution of a MIB require careful plan-
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ning. An advantage of CMIP and GDMO is that
changes in the agent MIBs do not require a lock-
step upgrade of management applications. This is
because management applications written for a
specific managed object class will also work with
a new refined subclass that inherits the properties
of the original class for which the application was
written; this capability of the refined subclass to
be managed as an instance of the original class for
which an application was written is called allomor-
phism. As new features are needed and subclasses
are refined from the original definitions, coexis-
tence of old and new definitions becomes a real-
ity. Therefore, management applications can treat
agents that support different subclasses of the same
inherited managed object class the same way, be-
cause certain of their components are the same.
Moreover, manager applications can develop a
routine test by using allomorphism for determin-
ing if any agent MIB conforms to the managed ob-
ject classes understood by its applications. Thus,
managers can operate on different MIBs without re-
quiring management application rewrites for new
subclasses.

Global naming. With CMIP, manager applications
can work directly with the target managed object
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of an agent MIB. This is due to the way in which
managed object classes are named and how the
names are combined in a containment tree for a
particular MIB. One attribute of each managed ob-
ject class is selected as the naming attribute to be
used in name binding. Name bindings define the
relationship between the managed object classes
when managed object classes are combined to-
gether into a MIB. These name bindings are formal

The collection of managed
objects forming the NBBS
MIB is replicated in
every NBBS node.

rules that permit the construction of unique iden-
tifiers for all managed objects within an agent MIB
by the concatenation of naming attribute values. ¥
This emphasis on naming results in three benefits.
First, amanager does not need to have a predefined
list of names, but can learn the naming convention
by a query to the MIB. Second, within a MIB, man-
aged objects may be addressed directly by cMip
for management activity. Third, the managed ob-
jectclass may be reused in a subclass or in another
MIB without the need to redefine the naming com-
ponent, because the name binding can be reused
for subclasses.

Dynamic create and delete. CMIP provides the abil-
ity to actively manipulate the agent MIB in a stan-
dardized manner. CMIP has defined create and de-
lete operations that permit managed objects to be
added or removed from an agent by a manager. The
creation and deletion of managed objects allows
dynamic representation of a network environment
by adding or removing instances of classes defined
for the MIB as the operational needs of the network
require it. For example, the addition of a new tele-
communications adapter to a node configuration
can easily be accommodated by creating a new in-
stance of the adapter class to represent the re-
source.

Abstract syntax. Abstract syntax notation 1
(ASN.1)% is supported by GDMO and permits a gen-
eral definition of management structures. ASN.1 al-
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lows the definitions for the managed object classes
to closely parallel the constructs found in many
programming languages. ASN.1 supports simple
data types, such as integer, Boolean, and octet
string. It also supports complex constructor types,
such as sets and sequences and their combination.
Virtually anything can be represented by this syn-
tax.

Asynchronous communication. Another strong
point for CMIP is the extensive standardized def-
inition for notifications. The structure and defini-
tion of asynchronous notifications, such as
attributeValueChange notification, stateChange no-
tification, and equipment, environmental, quality
of service, and communication alarms, '? are well
defined and rich in scope.?! Furthermore, the CMIP
model permits the manager to create agent struc-
tures called event forwarding discriminators
(EFDs), which designate the network manager in-
terested in a given notification issued by an agent.
This facility provides a form of source filtering of
notifications, where the agent determines after the
creation of a notification if it is to be logged and
sent to a manager, or just logged.

CMIP provides two methods for operation control
that were considered distinct technology advan-
tages: the action operation and scoped request for
operations.

Flexible operations control. The action operation
permits the manager to send a special type of CMIP
message, an ACTION, to a managed object. ACTIONs
may be developed to perform a class-specified op-
eration not covered by standard Get and Set op-
erations.? In addition, within the ACTION syntax,
special parameters may be added to ACTIONs that
carry application-specific information.

The scoping of requests for operations. CMIP per-
mits amanager to issue complex queries to an agent
that require processing of agent MIB data. While
a straightforward manager-issued Get function tar-
geted to a specific attribute is supported, a scoped
request for information may also be issued to an
agent. In this case, the manager does not precisely
specify a target managed object. Instead, a base
managed object is given for the request and spec-
ified subordinate instances contained under the
base object are considered as candidates for the
request.
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Figure 6 Managed object model categories
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CMIP provides the scoped request on any CMIP re-
trieval operation the ability to apply tests, called
filters, to the target MIB candidate responses. In
addition, CMIP permits the use of access control to
allow an agent to certify that the requester of an
operation is authorized for that operation.

The management message length. CMIP conform-
ance? limits the maximum CMIP message length
to a maximum protocol data unit (PDU) size of 10K
octets. While this is sufficient for most network
management messages, there are cases where the
MIB values will exceed this message limit—for ex-
ample, in the case of attributes having complex
syntax consisting of sets of items. In such cases,
the number of items in the set may become very
large and even exceed a single message PDU. For
the NBBS MIB, the potential for these large-message
cases was recognized and special CMIP actions with
linked replies were defined to handle the large PDU.
The link reply capability used in this way allows
potentially very large messages to be sent to the
manager as a series of smaller PDUs, thereby en-
suring no loss of MIB information because of mes-
sage truncation.
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NBBS managed objects

The NBBS model for management relies upon the
SystemView Managed Resource Model* for the
definition of abstract superclasses for fundamen-
tal object characteristics. To reflect the specifics
of the NBBS implementation, attributes had to be
added to the basic SystemView model. The man-
aged objects are grouped into six categories:

» Network control function objects
» Access services objects

» Transport services objects

» Transmission facility objects

~ External protocol objects

~ Hardware objects

Figure 6 illustrates the linkage between the object
categories found in agents used to manage NBBS
nodes. This collection of managed objects form-
ing the NBBS MIB is replicated in every NBBS node
that provides services to attached non-NBBS net-
works (including directly attached, single non-
NBBS nodes). However, NBBS nodes inside the
NBBS network that do not provide access services
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Figure 7 NBBS function placement model
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to external networks or nodes will not maintain ac-
cess services or foreign protocol objects.

Figure 7 illustrates in a network context the rela-
tionship between managed object groups for ac-
cess services, which are represented as a port, and
the transport services, which are represented as
a trunk, in NBBS nodes.

Network control objects. Network control objects
are managed objects needed to manage the spe-
cific protocols and structures of the network con-
trol services. These objects represent the nodes
and their control points and the way network con-
trol services use directories and exchange, process,
and maintain network topology information in the
NBBS network. The network control objects define
common characteristics across all NBBS nodes and
allow for management extensions as new NBBS fea-
tures require management.

Currently, two network control managed objects
are defined:

» The abNode® represents the box realization of
an NBBS node. It is the highest naming level for
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a node, which means all other managed object
classes are contained beneath the abNode object
class.

» The abCP represents the control point as the sum-
mary of all network control services in a node.

Access services objects. Access services objects are
needed to define the logical relationship between
the external traffic requests made by users of the
NBBS network and the NBBS method of providing
the traffic transport service. These objects relate
the interfaces provided by non-NBBS protocols to
services provided by NBBS networks. The func-
tions provided by access services are target address
resolution, path selection and maintenance, and ac-
cess protocol control.

The access services managed objects include, but
are not restricted to, the following:

« The abPort managed object represents a link
(port) to an adjacent non-NBBS node that is
served by an access agent.

« The abPotentialConnection managed object repre-
sents the initial values for network connection
that may be activated through time-of-day trig-
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Figure 8 Relating external traffic to network connection definitions
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gers or operator actions for permanent virtual cir-
cuit type connections.

e The abQOS managed object represents a set of
quality-of-service parameters.

¢ The abConnection managed object represents the
network connection bandwidth and path used to
carry user traffic through the NBBS network.

* The abConnectionScheduler managed object per-
mits automated coordination of connection ac-
tivation and termination.

* The abConnectionCounters managed object con-
tains the counters that allow performance mea-
surement and accounting for traffic flow.

Transport services objects. The transport services
objects are used to define the logical relationship
between adjacent NBBS-node link partners. The
NBBS links represent the logical view of the NBBS
backbone network that carries all user and network
control traffic. The transport services objects are
dependent on the actual physical backbone that is
represented by objects that monitor the physical
facilities (such as T1 or T3 links).

Objects in this class include, but are not restricted
to, the following:
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» The abTrunkConnection managed object repre-
sents a (unidirectional) link to an adjacent NBBS
node. It contains the view of this link as seen by
the node maintaining this object. A complete
view of the status of the link is possible only when
combining information from the two objects rep-
resenting the link in the nodes connected by this
link.

¢ The abTrunkCircuit provides a view and control
of the state of the link defined by the interaction
of the abTrunkConnection objects at each end of
the link.

* The abTrunkConnectionCounters object contains
counters that allow the measurement of traffic
flows and total link performance.

External protocol objects. External protocol objects
manage specific protocols used to attach to the
NBBS network. Examples of these protocols are
ATM and frame relay. The relationship between the
incoming and outgoing protocols and the NBBS net-
work connection transporting them is key to provid-
ing a seamless management picture for customers.

Figure 8 illustrates the relationship between the
NBBS access services managed objects of the
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Figure 9 Typical hardware and transmission relationship in an NBBS node
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abPort and the external protocol managed objects
and the transmission facility managed objects. The
abPort acts as a container object for the many initial-
value descriptions for the permanent virtual cir-
cuits defined for network connections and their as-
sociated external protocol managed objects. Each
of these network connections originates on an ac-
cess link defined by the transmission facility,
tCarrier.

Transmission facility objects. Transmission facil-
ity objects are defined to manage specific physical-
layer protocols that attach to or are used in the
backbone of the NBBS subnetwork. For example,
T1 or T3 transmission facilities are monitored by
managed objects that describe the configuration of
the physical layer and report state and error con-
ditions. The access services and transport services
objects are linked to the transmission facility ob-
jects.

Hardware objects. Hardware managed objects are
needed to manage the specific implementation of
an NBBS node. The hardware objects provide alog-
ical view of the hardware organization and the
hardware features that may be managed. The hard-
ware objects include the physical transmission pro-
tocol components used for both access services
and topology services.
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The networking approach of NBBS relies on phys-
ical components to provide an efficient platform
for network control flows. The integration of hard-
ware object definitions into the management archi-
tecture of access and network control services is
thus critical to successful NBBS network manage-
ment. For example, while the operation and sta-
tus of a cooling fan or of an internal bus may not
be important to NBBS protocols, the failure of such
a hardware component could drastically affect the
ability of a node to process traffic. The ability to
relate a failed hardware component, such as an
adapter, to the traffic being carried is critical to the
rapid isolation of problems and possible corrective
reconfiguration of the hardware to support the traf-
fic load of the failed component.

Hardware managed object class definition and in-
tegration of the hardware status into the NBBS
network topology permits the manager to learn
quickly about network problems.

Figure 9 illustrates the relationship between the
NBBS node and the hardware and transmission fa-
cilities being used by a node. This relationship is
key to the way in which the condition of a node
is represented in the NBBS manager topology. Be-
cause of the hierarchical relationship, a depen-
dency structure between the managed objects and
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their resources can be established. Changes in state
of any subordinate managed object, for example
atCarrier outage, can be represented and the effects
on the superior managed objects, for example a log-
ical trunk and the node, can be propagated up the
hierarchy to a visual display in a topology map
which will indicate the loss of connectivity between
two NBBS nodes.

NBBS management applications

NBBS management covers the six network manage-
ment categories required for the management of
any network:

* Topology management

* Accounting management

¢ Performance management

* Problem or fault management
¢ Configuration management

¢ Hardware management

The NBBS architectural objective for network man-
agement was to provide a small set of powerful
managed objects to enable the network manage-
ment applications listed above. The Nways Switch
Manager network application® objective was to
provide a graphical user interface (GUI) that per-
mits consistency of presentation from one manage-
ment application to another.

Network management models form an “ensemble™
to provide a foundation for the information flow
and the management activity needed to accomplish
a management application objective. Therefore,
the network management model abstracts what the
network management application provides. The
model deals with what management information
or capability the agent can make available to the
manager. The application deals with the manipula-
tion of management information for a specific objec-
tive, that is, whether creating, deleting, retrieving,
setting, displaying, or processing the information is
required.

Currently, no network-wide management activi-
ties are defined. All management functions are fo-
cused on the NBBS node and its components. The
management applications that use the GUI are all
based on the NBBS network topology. Using the
topology, NBBS nodes may be selected and man-
aged according to management activity menu se-
lection.
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Managed object classes are not specific to any of
the six management categories, but comprise at-
tributes (which may be shared between categories)
that are generally defined. Each management cat-
egory uses a model that defines how managed ob-
jectclasses and their attributes are related and how
the management activity is achieved.

Because of the significance of topology and the em-
phasis on manipulation of hardware components
by the management applications, the topology and
hardware areas, which normally fall under the ru-
bric of configuration management, are treated sep-
arately in this paper.

The topology model. The goal of the topology model
is to permit the network management station to
present a graphical view of all nodes in an NBBS
network and how these nodes are interconnected.
Ina displayed view, the actual status of nodes and
links is shown based on notifications sent by the
management agents when a change occurs in the
status of a node or link.

Of particular importance to the network manage-
ment operation of NBBS is the ability to accurately
show the relationship among nodes of the network.
For a given NBBS network, the Nways Switch Man-
ager knows what nodes comprise the network prior
to the activation of any of the NBBS nodes. How-
ever, the topology application in the manager has
no way of knowing how these nodes are connected
until node activation has completed and the nodes
have been linked.

After a node has successfully been started and ini-
tialized, NBBS-defined message flows between part-
ner trunk endpoints permit the exchange and ne-
gotiation of link data. Examples of the information
exchanged in these flows are the bandwidth allot-
ted to a particular traffic category, for example non-
real-time or packet traffic; the delay characteris-
tics of the link, such as propagation delay; and loss
characteristics, measured as a function of the trunk
buffer size."

Once successful link initialization has occurred,
each abTrunkConnection involved in the link setup
prepares an unsolicited notification called a cMIP
stateChange notification, which is sent to the man-
ager. This notification contains the current state
of the link and the trunk partner name.?” As part
of the CMIP convention, the NBBS node identifier
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Figure 10 The NBBS node topology model
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of the sending trunk is always included in the man-
agement naming hierarchy.

The stateChange notification reaches the topology
application in the manager with the sender’s node
name and trunk name, its current trunk state, and
the trunk partner’s node name and trunk name in
the message. Therefore, the topology application
can begin to associate a node and trunk with an-
other node. Confirmation of this association occurs
once the trunk partner’s state change notification
hasbeen received at the topology application. With
both parts of the link identifying the partner, the
topology application can be sure of the relation-
ship between the nodes.

Figure 10 shows the network manager using no-
tifications from the abNode and abTrunkConnection
to construct a topology view that includes the states
of the endpoints and the partner names. In Figure
10 the solid lines indicate the actual NBBS links con-
necting two NBBS nodes. Notice that not the whole
network topology is connected. The dashed lines
indicate the network management messages being
sent to the manager from the abTrunkConnection
managed object instances at each NBBS node giv-
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ing topology information about neighbor node and
trunk partner names.

The topology model is also used to display how
connection traffic is transferred from node to node
through the network. This display normally will in-
dicate two different physical paths, one for each
direction of transmission. The abPort managed ob-
ject contains a list of all abConnection managed ob-
jects representing network connections that have
been created to transport user traffic from an or-
igin port to a destination port. The particular path
that a connection uses as it traverses the NBBS net-
work can then be determined by accessing the as-
sociated abConnection instance of the port contain-
ing the list of abTrunkConnection names that comprise
the path in the direction of transmission from the
port to the destination.

The accounting medel. The accounting model per-
mits the NBBS service provider to show how much
of the network service a particular connection
used. The entry and exit from the NBBS network
is defined in terms of access to specific ports to
which the NBBS user attaches. Network connec-
tions can be established dynamically by an access
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agent on request of the served user if the external
protocol supports signaling of connection requests.
If the external protocol does not support this, con-
nections have to be predefined; this is done by de-
fining specific connection request profiles, called
potential connections. By requesting specific
abPotentialConnection instances to be activated
through time-of-day triggers or operator action,
NBBS ports are then connected (as in the dynamic
case) at selected quality-of-service and bandwidth
levels. The requested quality of service does not
change during the connection, but the bandwidth
requested may be adjusted, if this option is cho-
sen, to reflect the actual traffic usage.

The use of NBBS network services by the user is
accounted for by the specification of an account-
ing set composed of:

» The quality of service of the connection
* The bandwidth parameters
* A meter consisting of a set of traffic counters

Periodic reports are issued by the abConnection in-
stances to account for the changes in traffic use or
network activity, such as rerouting of the connec-
tion.

For the benefit of the NBBS network provider, us-
age counts of internode links are kept with each
abTrunkConnection instance. These usage counts are
not reported by the accounting application for net-
work connections; however, these counters make
it possible to assess how much each link has con-
tributed to total network traffic.

The architectural model used for accounting fol-
lows the definitions of the accounting model for
APPN and subarea management. *® In the NBBS ad-
aptation of this model, the agent system collects
accounting event information as it is issued from
the abConnection instances and keeps it until the
manager application requests the information.

The performance model. The NBBS performance
model permits an estimate to be made of the ac-
tivity level of the NBBS network. Since the NBBS
architecture defines a self-regulating network pro-
cess, little outside intervention by operator con-
trol is needed in tuning the NBBS network. How-
ever, the monitoring of network facilities is
important and can be used to indicate to the op-
erator that intervention may be required in the con-
trol of connection and port activity.
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The abPort instances keep counters of the number
of successful and blocked or failed connection
setup requests, thereby giving a measure of the
ability of users to access NBBS services.

Once a user has been awarded a connection, the
measures of bandwidth used, path selected (num-
ber of hops), setup time to create the path, and end-
to-end delay are gathered in the abConnection in-
stances. Counts of traffic offered and traffic passed
are also kept according to the priority level for the
connection. It is possible to determine at any time
during the life of a connection how much of the
traffic offered to the NBBS network for transport
has exceeded requested bandwidth levels, how
much has been passed, and how much has been
discarded.

The trunk traffic counters for the different delay
priorities maintain statistics of total traffic pro-
cessed, good and bad, as it arrives and exits at the
link endpoints. This gives a detailed measure of the
traffic processed by a particular link at a node. In ad-
dition, the abTrunkConnection instance keeps track of
all the bandwidth reservation requests for network
connections using the link. For example, a manager
performance application can access managed objects
for performance information related to the network
connection at the NBBS link by accessing each
abTrunkConnection, at the network connection level
by accessing the abConnection, and at the external
protocol sources by accessing the protocol connec-
tion endpoint.

This ability to derive a performance profile for a
connection, a port, or alink is provided by the per-
formance management application, which relies on
the 1BM SystemView for AIX performance platform
for basic function. The platform permits the def-
inition of counters to be related through mathemat-
ical expressions and the results graphed via the
GUI The NBBS performance application has added
a predefined set of counter relationships that graph
the performance of NBBS links. As part of the ap-
plication, the raw counter data are retrieved on a
periodic basis from the target abTrunkConnection in-
stance and summarized graphically.

This same application technique may be applied
to external traffic measured as it relates to network
connection traffic.

Figure 11 illustrates how the receive operation at
an NBBS access agent captures counter informa-
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Figure 11

Generic receive counting operation for a network connection
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tion related to the network connection and exter-
nal traffic source. Counter information for access
services is kept in two managed objects: one spe-
cific to the counters for the external protocol, and
one containing counters for the network connec-
tion. Here the amount of received traffic can be
compared to the amount of traffic that was actu-
ally queued for network connection transmission
according to the policing® criterion for the network
connection. Ratios of total traffic to excess or
marked discard-eligible traffic can be derived to
monitor the behavior of network connections.

Use of details of the parts to characterize the whole
is also true at the network level. There is no single
network metric for utilization, just as there is none
for each node. It is possible, however, to charac-
terize the utilization of each link connection be-
tween two nodes and then to develop an overall
path utilization summary measure for the connec-
tions to a specific node. Repeating this process for
every node creates a network view of utilizations.

The fault model. The fault model for NBBS man-
agement consists of reporting failures or abnormal
operational events in such a way as to isolate the
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problem component and to direct corrective ac-
tions. State change reports and alarms are used as
the two forms of notification for fault reporting.

The agent routes the notification information to an
Event Desk application, which logs the event and
converts the notification information from a stan-
dardized encoded message format into human-
readable fault management activity descriptions for
display.

Notifications may be selectively filtered by the
agent. In what is known as source filtering, one or
more managers set “filters” in the agent by select-
ing which notifications they are interested in re-
ceiving. These filters may be dynamically altered
during the operation of a node, thereby permitting
flexibility in the type of fault-reporting message and
the managers receiving it.

NBBS logical components, such as instances of
abPort, abConnection, and abTrunkConnection, report
communication failure events; these events can be,
for example, failure to establish a network connec-
tion, connection failure, and loss of connectivity.
The abCP and abNode instances report processing
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Figure 12 A summary report for muitiple connection failures
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failures. The instances of hardware-managed ob-
ject classes report equipment failure events in log-
ical or system-wide functions.

In addition to these notifications to report specific
failures or degradation in performance and availabil-
ity, status change notifications are sent by instances
of the abCP, abNode, abPort, abTrunkConnection,
and hardware objects to indicate a change in the
operational and availability status of a component.

At the hardware level, when the failure of a low-
level component is reported, the hierarchy of state
information permits detecting the effect of the fail-
ure on related or logically dependent components.
Relating problems from a base component to a
higher-level component makes failures and their
impacts on a node’s system structure visible in the
management of the hardware.

Figure 12illustrates how, when each portin a node,
upon detecting multiple connection failures (for ex-
ample as a result of a trunk failure), sends a single
alarm notification to the manager as a summary of
failed connections, instead of sending separate
alarm reports for each failed connection, thereby
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optimizing the notification traffic. In addition, a sin-
gle problem list permits a manager application to
use the list of failed connection names to check
their respective initial value managed object for the
“permanent” value in the connectionStartupMode at-
tribute and issue a command to the port to restart
the connections.

The configuration model. The configuration model
is the most significant in terms of proactive oper-
ator intervention within the NBBS network. Con-
figuration activities for NBBS can be either static
or dynamic.

Static activities establish network characteristics
in preparation for network activities. The creation
of new objects to manage the addition of hardware,
ports, trunks, or new nodes to the network are such
examples.

For network connection configuration, the oper-
ator creates new abPotentialConnection instances in
response to changes in user requests for new net-
work connections. Typically associated with this
task is the selection of an external protocol source,
the specification of bandwidth and quality-of-ser-
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vice information for the network connection and
any value-added features for the network connec-
tion, such as nondisruptive path switch or auto-
matic bandwidth adjustment.

Once established, the abPotentialConnection may be
modified to reflect changing network conditions.
For example, if upgrades or changes to the quality
of service (QOS) required for a connection are
needed, the abPotentialConnection instance can be
modified to refer to a different abQOS instance.

A human or programmed operator initiates dy-
namic activities to regulate the NBBS networking
processes. Examples of dynamic configuration ac-
tivities are:

L)

L)

An operator may change the configuration pa-
rameters of a port or trunk through CMIP SET and
ACTION commands.

For the access services objects, an operator may
configure an abPort to start or stop initiating or
completing network connections. This changes
the way a port processes connection requests.
By selecting which role to use, the port will ei-
ther only initiate connections, only complete con-
nections, or permit either initiation or comple-
tion of connections.

An operator may start, shut down, or stop im-
mediately the operation of a port or a trunk
through CMIP SET commands directed at the
administrativeState attribute.

An operator may start a particular connection by
issuing a start connection command against the
port containing the abPotentialConnection instance
that has the connection characteristics desired
for the connection.

Anoperator may stop a particular connection by
issuing a stop connection command directly to
either the initiating or completing abConnection
instance representing the connection.
Anoperator may change, create, or delete a sched-
ule for automatic network connection establish-
ment by accessing the abConnectionScheduler
instance for a particular port as shown in Figure
13. Here the updated time-of-day trigger for the
network connection from Atlanta to Chicago is
modified. At the appropriate time (17:30 in Fig-
ure 13), the abConnectionScheduler issues the start
connection command to the abPort to select the
abPotentialConnection named in the schedule en-
try to start a network connection.

For trunk objects, the operator may remove or
add links to and from service by issuing CMIP SET
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commands against the abTrunkConnection in-
stance. This will then also cause their state in the
NBBS topology database to be changed. Figure
14 shows that a manager can cause a change in
the network topology by issuing a management
state change through the CMIP SET command
locking the administrativeState of a trunk endpoint.
The trunk endpoint acknowledges the command
and after the state change activity has been com-
pleted reports the new trunk status to the man-
ager with a stateChange notification indicating the
new state of the resource is locked. As a result
of the lock management request, the NBBS trunk
connection manager directs the trunk to issue an
NBBS trunk state change on the link to the part-
ner trunk endpoint. This is done by converting
the network management state Jock to the NBBS
trunk state disable and sending an NBBS trunk
update message to the partner. The partner trunk
connection endpoint in turn as a result of the
NBBS link state change also issues a stateChange
notification to the manager indicating a locked
state. Therefore, at this time both endpoints have
reported a locked state and the manager topol-
ogy application changes the connection icon for
the link connecting the two nodes indicating the
out-of-service condition. Parallel NBBS control
activities not shown in Figure 14 are the NBBS
topology update flows that are issued by each
node as a result of changes in the NBBS link state
from enabled to disabled.

« The most significant configuration action an op-
erator can take is to request a restart of the CMIP
ACTION directed at an abNode. This action has
the effect of causing a node initial program load,
which has the side effect of marking it unreach-
able in the topology database and control point
(cP) spanning tree. All previously created man-
aged object instances associated with that node
are deleted and new instances are created as the
node is initialized. Once the node is operational,
it will rejoin the NBBS network and participate
in its control processes.

The hardware model. Closely related to the NBBS
configuration model for access services and trans-
port services is the hardware configuration model.
The hardware configuration model permits the
manager application to examine the exact physi-
cal makeup of the NBBS node. Information such as
the presence or absence of adapters in the node,
the kind of function—port, trunk, or switch—the
adapter is being used for, and the kind of protocol
used in the transmission facility are available to
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Figure 13 Updating an access agent time-of-day connection
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the hardware management application. The man-
ager displays visual clues about the operation of
the node from a hardware point of view by asso-
ciating colors with the reported states of the man-
aged objects that represent the hardware and trans-
mission resources of the node.

Future enhancements and directions

The Networking BroadBand Services management
solution is planned to grow in two ways: by offer-
ing new application interfaces at the manager and
by offering new agent MIB support.

The extension of the manager applications “out-
ward” will permit greater reach of control and ser-
vice of NBBS networks to meet two important re-
quirements. NBBS will be able to be managed as a
component subnetwork in a much larger network,
such as a global or regional network comprised of
many other subnetworks, as in a service provider
environment (SPE). It will also permit support of
network management services from a customer
network management center having logical control
of the NBBS resources.*

These requirements can be accomplished by offer-
ing new management communication interfaces at
the Nways Switch Manager.

Manager extension. In the mulitivendor environ-
ment, the network management solution offered
by NBBS must be able to integrate with other man-
agers in different ways. First, the Nways Switch
Manager must interact as a peer manager with
other managers. As shown in Figure 15, peer man-
agers in both the customer premise environment
(CPE) and the SPE environments may interact with
the Nways Switch Manager; however, the proto-
cols used for manager interaction may be differ-
ent. In SPE networks using the TMN model,? the
interface for peer manager communications is
called the “X” interface. While an “X” interface
using CMIP could also be used for communication
between a CPE manager and the Nways Switch
Manager, the IP interface preferred by many SPEs
and customers is SNMP.

Second, as also shown in Figure 15, the Nways
Switch Manager must interact as a submanager for
amanager of managers. In this case, the TMN model
specifies CMIP with the “Q3” interface®! for com-
munication between the manager of managers and
the submanager, or “mediation device.”
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The ability to support network management ser-
vice interfaces requires the Nways Switch Man-
ager to accommodate new roles as it changes from
a manager to a proxy agent in support of these in-
terfaces. The proxy agent acts as if it is the man-
agement agent for a resource. For interactions with
the customer management center, a proxy agent
presents an agent interface to the customer man-
agement center, while actually executing NBBS
manager applications. As a proxy agent, the Nways
Switch Manager accepts commands from the cus-
tomer manager and translates them to the appro-
priate application request targeted for the real NBBS
agents in the Nways network. Although the pro-
tocol stack may be different, the same proxy agent
activity occurs in the case of the “Q3” interface,
but in this case the activity of the Nways Switch
Manager is referred to as a “mediation” function.

This new translation and dispatching role of the
Nways Switch Manager as a proxy agent, or me-
diation function, is made possible by the develop-
ment of two mirror functions. For an SNMP agent
appearance, the “integrator” function®® permits the
translation from SNMP MIB items to NBBS MIB items.
For a CMIP agent appearance, the “Q3 mapper”
function® permits the translation from non-NBBS
MIB items to NBBS MIB items. Thus both the proxy
agent and the mediation function requirements
share the common objectives of being able to map
the NBBS MIB to other MIB formats in order to in-
teroperate with other managers.

Agent extension. In order to offer an NBBS node with
integrated architecture that is less costly, for both
the CPE and the SPE environments, NBBS agent
changes are necessary. To accomplish the network
management portion of this objective, an SNMP
agent definition for the NBBS MIB that is equiva-
lent to the cMiP NBBS MIB has been developed. The
SNMP MIB will mirror the GDMO MIB. The Nways
Switch Manager applications will continue to op-
erate as if they are targeting a CMIP MIB, but a new
network management component, the “integrator”
function, will provide a technology conversion be-
tween the CMIP operations and the SNMP opera-
tions. The 1P connection between the NBBS node
and the NBBS manager in Figure 15 illustrates the
network scenario of this model.

The ability to manage SNMP agents in the Nways
Switch Manager means that a manager applica-
tion—for example, a network connection configura-
tion setup—can begin to have network management
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Figure 15 Expanding the NBBS manager role
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protocol independence. Complete independence
from technology requires the support of a new tech-
nology to permit this form of application sharing.
The advantage of this approach is that enhance-
ments to existing applications and new manager
applications may be developed without concern
about the MIB technology of the target agent, bring-
ing the management of high-speed networks from
an end-to-end perspective that is much closer to
reality.

For the time being, however, the Nways Switch
Manager applications are to drive both the cMIP
MIB and the SNMP MIB for the Networking Broad-
Band Services nodes. Of course, only one type of
agent, CMIP or SNMP, is permitted in a single agent
node. But the same manager applications will op-
erate on subnetworks composed of SNMP agents,
or subnetworks composed of CMIP agents, or with
a subnetwork that combines both network man-
agement technologies.

Conclusion

The architecture for the management of NBBS ad-
dresses important challenges. It attempts to pro-
vide high-level, easy-to-use applications to drive
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- the automated processes for WAN transport ser-

vices offered by Networking BroadBand Services.
For the most part, NBBS automated control func-
tions for the configuration of the network, and the
location and selection of network resources dur-
ing network connection setup has permitted the de-
velopment of network management solutions to fo-
cus on the connection management, where the
initial-value specifications for connections and the
monitoring of connections are the primary concern
of management activity. However, the manage-
ment of NBBS as it is realized in the Nways switch
has also required management of the details of each
node at the hardware level. Therefore, the com-
plete management solution offered for Nways in-
tegrates the management of the logical transport
functions offered by the Nways switches and the
Nways hardware configuration details of the nodes
that deliver the NBBS function.

The choice of Common Management Information
Protocol technology as the basis for NBBS network
management has been discussed, and its merits
enumerated.

The managed object model used to support the ob-
jectives of the management of NBBS and the hard-
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ware components of NBBS nodes have been pre-
sented. An overview of how the managed objects
defined for management activities of topology, ac-
counting, performance, fault, configuration, and
hardware correspond to application requirements
has been given.

It has been shown that the manager applications
can be extended to provide additional services to
customer network management centers through
SNMP or to an SPE Telecommunications Manage-
ment Network subnetwork management environ-
ment. Thus, the network management solution for
NBBS transport can be applied to small campus
feeder subnetworks, intermediate enterprise WAN
subnetworks, and large SPE transport networks.

The flexibility in the use of the network manage-
ment solution and its capability to meet very dif-
ferent subnetwork objectives has been discussed.
The extension of the Nways Switch Manager ap-
plications through a proxy agent has shown the di-
rection of being able to drive both CMIP and SNMP
manager interfaces. The extension of the NBBS MIB
to its equivalent SNMP MIB has been presented as
a way of scaling the management agent part of the
network design.

Finally, the development of NBBS network man-
agement and its implementing product, the Nways
Switch Manager, emphasizes how the combination
of architectural vision with innovative product de-
velopment can contribute to a superior solution—
one that can be readily extended to meet the chal-
lenges of today’s high-speed networks.
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