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Networking  BroadBand  Services  (NBBS) 
architecture has  been  developed  by  IBM to meet 
the requirements of high-speed  networking. 
These include addressing  problems  caused  by 
emerging  multimedia applications with  extremely 
high  bandwidth  requirements  and quality-of- 
service guarantees, as well as those of 
supporting  a  variety of existing protocols  and 
interfaces. This paper  offers an overview of 
NBBS  and  provides  insight into the technology 
and  structure  of the architecture.  Included  is  a 
synopsis of the driving forces  behind the 
architecture and  a  summary of how the 
challenges  of this new  environment are 
addressed. 

I n 1987 the CCITT (International  Telegraph  and 
Telephone  Consultative  Committee)  selected 

asynchronous  transfer mode (ATM) to  be  the ar- 
chitecture of the  future  Broadband  Integrated  Ser- 
vices Digital Network (B-ISDN). This  choice  re- 
flected a recognition among the  world's  experts  on 
broadband communications that ATM has  the  char- 
acteristics  needed to accommodate  future  (even 
unanticipated)  needs  for communication services. 
The principal reasons for the choice of ATM are now 
well and include: 

Flexible use of bandwidth.  Instead of making 
bandwidth available only as a multiple of a fixed 
basic  rate  (such  as 64 kilobits per second  [Kbps] 
as in ISDN technology), ATM offers complete flex- 
ibility in assigning cells (53-byte ATM packets) 
to  user  connections. 
Support of multiple types of transmission  ser- 
vices. An ATM network is able to accommodate 
voice,  video,  and  data  services with their  cor- 
responding (greatly differing) traffic characteris- 
tics. 

. Advantages of common  infrastructure.  The  vi- 
sion of B-ISDN is that of a single, universal  net- 
work  infrastructure  that  reduces  costs through 
economies of scale,  reduces  complexity through 
unified networking, and enables  products from 
multiple vendors  to interoperate effectively. 

At the  same time, researchers at IBM's Thomas J. 
Watson  Research  Laboratory  were beginning to 
work  on  the  ideas and algorithms that ultimately 
led to IBM's Networking  BroadBand  Services 
(NBBS) architecture.  They  were  motivated to find 
an integrated approach  for building a high-speed 
packet-switched  network  that realized the  advan- 
tages being sought for ATM on the world stage. 
Whereas  the  work in the ATM standards world ini- 
tially concentrated  on defining the physical layer, 
ATM cell layer, and ATM adaptation  layer, IBM re- 
search  concentrated  on developing the  network 
control algorithms needed  to  provide  the kind of 
service  and flexibility that is the promise of ATM. 
Beginning in 1989, architects and developers from 
IBM'S Networking Hardware Division (NHD) joined 
the effort, and together NHD and  the  Research Di- 
vision have built a  comprehensive  architecture for 
high-speed, multimedia networking. The  architec- 
ture  not  only  enables  an efficient ATM service in 
wide area  networks,  but also offers customers flex- 
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ibility in moving from the  voice and data  networks 
they use today  to  the integrated networking they 
may choose  tomorrow. 

Many of the NBBS concepts  were  prototyped in the 
context of a  series of field trials conducted  by IBM. 
We implemented an NBBS control point on  a RISC 
System/6000* (RS/6000*) processor  attached  to  the 
high-speed plaNET  switch.  The  plaNET  switch 
was deployed in various field trials including the 
AURORA trial sponsored by  the  National  Science 
Foundation (NSF) and the  Advanced  Research 
Projects Agency (ARPA). Many of the NBBS algo- 
rithms were experimentally tested during these tri- 
als, resulting in modifications and optimizations 
that have been fed back into the product-level code. 

NBBS customer value. As  a major new architec- 
ture from IBM, NBBS is  intended  to  provide signif- 
icant value  to IBM’s customers, including: 

Guaranteed  quality of service (Qos). NBBS en- 
ables  a  network  to carry new kinds of traffic, for 
example, packetized  voice and video along with 
data traffic, while guaranteeing  the  appropriate 
QOS for each  type of traffic. 
Integrated  subnetwork technologies. A single 
NBBS-controlled network  can offer multiple sub- 
network  interfaces.  These include frame-relay 
bearer  service,  the ATM user-to-network  inter- 
face, simple high-level data link control (HDLC), 
and circuit emulation services.  This gives cus- 
tomers maximum flexibility in evolving today’s 
networks  toward ATM. 
Bandwidth efficiency. NBBS bandwidth manage- 
ment can  save  customers an estimated 20 to 50 
percent of recurring bandwidth costs. Actual cus- 
tomer  savings will depend  on  network topology, 
traffic patterns, traffic characteristics, and on  the 
structure of network tariffs and offerings. Nev- 
ertheless, NBBS will give many  customers  the  ca- 
pability to lower their costs  by provisioning their 
private networks with fewer expensive links. Al- 
ternatively, NBBS offers service providers the op- 
portunity  to  operate their networks much more 
efficiently and thus  to achieve a competitive price 
advantage. 
Set management. Whether  for building virtual 
private local area  networks (LANS), for support- 
ing video conferencing, for providing video-on- 
demand,  or  for  any  other use of groups  whose 
members  have some affinity, NBBS provides  a 
powerful capability to  create and manage groups, 
distribute information efficiently to group mem- 

bers, and maintain connectivity  even in the  face 
of link failures. The  key  to this flexibility is NBBS 
set management. 
Nondisruptive  path switching (NDPS). NBBS will 
automatically  reroute  a  network  connection be- 
tween  endpoints  to  a different path through the 
network in case of node  or link failures. The  ar- 
chitecture minimizes disruption to  users and de- 
livers packets in sequence. 
Call preemption.  The call preemption protocol 
enables  the  network  to provide different levels 
of network availability to different classes of 
users. When required, NBBS will reroute  exist- 
ing connections  to  accommodate higher-priority 
connections using NDPS. Coupled with NBBS path 
selection algorithms, this capability gives NBBS 
networks  a  state-of-the-art load-balancing capa- 
bility. 

This  paper begins by describing the principal ob- 
jectives behind the  development of NBBS and the 
key  features of the architecture that  serve each par- 
ticular objective.  Next is a high-level description 
of the NBBS architecture  structure, followed by a 
description of how NBBS features and components 
interoperate  to deliver customer  value. Through 
this  approach  the  paper  introduces  the  reader  to 
the relationships among many of the  functions de- 
scribed in the  subsequent  papers in this  issue. 

Providing quality-of-service guarantees 

Within the  framework of ATM standards, QOS im- 
plies that  a  user can request  guarantees  that  the 
networkwill provide the  service  that is contracted 
at the  user-to-network  interface (UNI). Just  as IBM 
communication architectures  have  been tradition- 
ally, ATM is connection oriented. However, it is 
extremely  important  to  observe  that an ATM net- 
work  can offer guarantees for the mean data  rate, 
the  delay,  the  delay  jitter  (variance),  and cell loss 
ratio of user  connections. 

Oversimplifying somewhat,  there  are  two  basic 
ways  to provide QOS guarantees.  The first is to pro- 
vision the  network in such  a  way  that all users get 
the  service  they require. The  second is to  reserve 
certain network resources for each user,  as needed, 
to guarantee  the  requested QOS for the  user  con- 
nection. 

Today’s  data  networks follow the first approach. 
In the  case of IBM products implementing Systems 
Network  Architecture (SNA) or  Advanced Peer-to- 
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Figure 1 QOS requirements  in packet-switched networks 
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Peer  Networking* (APPN*), for example, custom- 
ers work with their account  representatives and of- 
ten with the SNAPSHOT performance  group in 
Raleigh, North Carolina, to estimate  their traffic 
requirements, model their  network,  and  evaluate 
the effects of proposed  changes on performance. 
Nodes and trunks in the  network  are typically sized 
to meet  an  anticipated  average  delay for interac- 
tive traffic (perhaps  a half-second) and to  ensure 
that delay is not  unacceptable during busy periods. 
Any  user with network  access will be  accommo- 
dated  when he or  she  requests a  connection.  Data 
packets will queue  at  network  nodes as they  move 
through  the  network, and their  end-to-end  delay 
mayvary greatly depending on  the overall network 
load. (Of course, in SNA and APPN, network  con- 
nections  are assigned priorities based on their class 
of  service-a somewhat different notion than the 
ATM QOS. 

In telephone  networks,  this  data  networking ap- 
proach would not  work and is not used.  Telephone 
networks  were designed for  voice traffic. They  too 

are  connection  oriented,  but  the  connections  gen- 
erally persist for a  short period (about  three min- 
utes  on  the  average)  and  the  network must be  able 
to guarantee  that  delay in crossing  the  network is 
tightly controlled. Commonly, voice is supported 
in today’s  networks using a  synchronous  transfer 
mode in which clocking at both  ends of a  connec- 
tion is used to insert or remove voice  samples from 
a time slot  that is reserved for the  connection. 

NBBS has  been designed to support all types of traf- 
fic  in a single network.  This  includes  data,  voice, 
LAN interconnection, image, full-motionvideo, and 
even traffic that  we  cannot  anticipate today. Each 
type of traffic is more  or  less  tolerant of cell loss, 
of delay, and of jitter (or cell delay variation). Each 
also offers its own characteristics in terms of re- 
quired mean,  burst and idle period characteristics, 
and peak  rate requirements. Figure 1 illustrates the 
variation in delay and packet  loss probability that 
a  network  must  support,  depending  on  the  type of 
traffic. Figure 2 illustrates  that the characteristics 
of the arriving traffic may  vary significantly, thus 
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Figure 2 Characteristics of input  traffic 
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complicating the challenge of guaranteeing  the QOS 
requirements  illustrated in Figure 1. “Burstiness” 
is  a  measure of variance in the  rate  that  cells  are 
transmitted.  In  Figure 2 we  see that  distributed 
computing  is  about 1000 times  more  bursty  than 
voice. 

NBBS actually  supports  both  nonreserved-band- 
width  connections and  reserved-bandwidth  con- 
nections in order  to satisfy the full spectrum of traf- 
fic requirements.  The  architecture  is  connection 
oriented  and  includes  admission  control  algorithms 
that will accept a  new  reserved  connection  only if 
resources  are available in the  network  to  establish 
the  connection  with  the  required QOS character- 
istics. 

Accommodating traffic  with varied 
characteristics 

If the  network  must  provide QOS guarantees  to 
users,  then it must use  reserved-bandwidth  con- 
nections.  For  such  connections  the  question  be- 
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comes:  what  does  the  network  reserve and  how 
much of it per  connection?  Essentially,  the  network 
must  ensure  that  there  are sufficient buffers  avail- 
able in each  node in the  network  for  whatever 
(tightly  controlled)  queuing  must  occur;  and  the 
network  must  also  reserve  part of the  capacity of 
each link that  is  on  the  end-to-end  path of the  con- 
nection.  Some  applications  andvoice  connections 
generate traffic at a constant bit  rate.  Others  gen- 
erate traffic at  a  rate  that  mayvary  both  widely  and 
abruptly. For example,  a  dormant file server  may 
awaken in response  to  an incoming request,  send 
out a  large  block of data,  and  then  become  dor- 
mant  again.  In the  same  way,  other  applications 
may  generate traffic in bursts.  That is,  their  peak 
rate  may  be  much higher than  their  average  rate 
of traffic generation.  These  applications  are gen- 
erally  referred  to  asvariable bit rate (VBR) sources. 

Figure 3 illustrates  input  to  the  network  that might 
be  associated  with  a  bursty VBR traffic source.  We 
characterize  the  connection  by  the  peak  rate,  the 
long-term  mean  rate,  and  the  statistics of the  burst 
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Figure 3 Variable bit rate traffic 
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and idle periods.  The  question now becomes, for 
a VBR source like the  one illustrated: just how much 
bandwidth should the  network  reserve? NBBS an- 
swers  this  question with the  concept of equivalent 
capacity,  described in more  detail in the  accom- 
panying paper on traffic management. ' At a  con- 
ceptual level, one  can think of the  bursts of traffic 
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as being water  that is being poured intermittently 
into  a funnel. The  rate at which the funnel admits 
the  water  into  the  system is determined by  the  ra- 
dius of the  opening at the  bottom of the funnel. Of 
course,  the QOS guarantees could easily be met by 
reserving the  peak  rate  that is associated with the 
connection in Figure 3, but  that could result in the 
network reserving many times the  bandwidth  the 
connection really needs  to  meet  its  requirements. 

The calculation of equivalent capacity is based  on 
the traffic metrics  associated with the  connection. 
The  mean,  burst, and average rates  are used to cal- 
culate equivalent capacity. 

To  satisfy  the different requirements of both  re- 
served  and  nonreserved  connections,  each NBBS 
network  node  has multiple queues  associated with 
each outbound trunk  (a link from one network node 
to  an adjacent network node that  carries many con- 
nections). Figure 4 illustrates  the four queues.  The 
first two  have  very  stringent  delay  requirements. 
The  third  queue is for nonreal-time but still re- 
served traffic that  has  more  relaxed  end-to-end  de- 
lay  requirements.  (It could be used for interactive 
data  session traffic.) The  fourth  queue is for non- 
reserved traffic. Each NBBS connection is associ- 
ated with one of these buffers. The size of the buffer 
enters  into  the  computation of equivalent capac- 
ity and is related  to  the maximum queuing delay 
that can be tolerated in a single node  for  the  par- 
ticular traffic class. To be more specific, equiva- 
lent capacity  depends  not  only on the  size of the 
buffers but also on  the  acceptable cell-loss ratio. 
Typically the  resource  reservation would guaran- 
tee  that no more than one cell in 10 million  will be 
discarded  due  to congestion in a  node  somewhere 
in the middle of the  network. 

Efficient use of network bandwidth 

In addition to computing just  the right amount of 
bandwidth for a given bursty connection, NBBS pro- 
vides  for  statistical multiplexing of its  connections 
on  the  network  trunks and has  the  capability to ad- 
just  the  amount of bandwidth  reserved  on  a  par- 
ticular connection  when  connection  requirements 
are  seen  to have changed. Statistical multiplexing 
can be used when  the resources required for a given 
connection  are small enough that  many  such  con- 
nections  can  be  carried  on  a given network  trunk. 
Thus, described simply, NBBS computes  the equiv- 
alent capacity  when  a new connection  request is 
received;  then it actually  reserves  the smaller of 
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Figure 5 A variable-bit-rate video trace of an auction 
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the  equivalent  capacity  and  the  amount of band- 
width  that  is  predicted  to  be  needed by  one of N 
connections  sharing a  trunk,  governed by  the law 
of large numbers.R 

Bandwidth  adaptation is an  important  capability 
that  deserves  an  introduction  here  and  is  more fully 
described in the  paper  on traffic management.’  In 
summary,  this  module  provides  the  necessary 
functions  to  adjust  the  bandwidth  reservation lev- 
els in response to  the changes in the  rate of incom- 
ing traffic. This  function  includes traffic monitoring, 
bandwidth  estimation,  and  bandwidth  reservation 
adjustment, all being done in real  time.  Bandwidth 
reservation  is  made on  the  basis of calculated 
equivalent  capacity. If sufficient bandwidth  is  not 
available for a  connection  after  connection  estab- 
lishment,  several  options  are  available, including 

80 120 
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the  use of nondisruptive  path  switching  and  that 
of preempting  lower-priority  users. 

The  equivalent  capacity  reserved  for a  given con- 
nection  is  monitored  through  use of the  “leaky 
bucket”  mechanism, defined in the  implementa- 
tion  agreements of the ATM Forum.’ Somewhat 
like the funnel of our  previous  metaphor,  the  leaky 
bucket  mechanism  admits bursts of packets  or cells 
into  the  network  and  enforces  the  bandwidth  res- 
ervation  contract  that  exists for the given connec- 
tion. IBM’s implementation  can  provide  some  added 
value  over  the  standards  and  forum  agreements. 
For  example,  the IBM leaky  bucket  has a  provision 
to allow the  user  to  exceed a  reservation by a  small 
percentage.  Packets  that  are  accepted in this way 
can  be “flagged”  and will be  more likely to  be dis- 
carded if a network  node  downstream  becomes 
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Figure 6 Example of data in flight at high  speeds 
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congested.  However,  a  connection  whose  charac- 
teristics  are changing more  fundamentally could 
have difficulty  in getting satisfactory  service from 
a  reserved-bandwidth  connection  based on fixed 
bandwidth. 

Having recognized early in the  development  pro- 
cess that reserving a  static amount of bandwidth 
(equivalent  capacity) for an  interactive  data  ses- 
sion was  overly limiting, the NBBS team  has in- 
cluded bandwidth adaptation as an option for users. 
The  adaptation algorithm works  on  a  tunable time 
scale (generally on  the  order of a  second)  by  mon- 
itoring the  behavior of a  queue in the  leaky  bucket 
implementation. If the  queue  tends  to  be  too full, 
the  reserved  bandwidth  can  be  increased; if the 
queue  tends  to  be  empty,  the  reserved  bandwidth 
can  be  decreased.  This capability greatly mitigates 
the problem of trying to  make an accurate initial 
estimate of the traffic characteristics  associated 
with  the  connection. 

Figure 5 shows  the  results of the NBBS bandwidth 
management approach  when applied to  actual  data 
extracted from a  video of an  auction. The repre- 
sentation of the  data  stream  has  been  smoothed  to 
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show  one-second  averages  because  the  burstiness 
of the  actual  measurements  makes graphical rep- 
resentation difficult. The  data  represent VBR data 
out of a compression/decompression (CODEC) 
adapter running the digital video  interactive (DVI) 
compression algorithm. A reasonable  approach  to 
reserving  peak  bandwidth (if NBBS were not avail- 
able) would be  to  set up  the  connection as if every 
frame  contained  the amount of data found in the 
largest frame from this video. That  approach  leads 
to  a  peak bandwidth reservation of  7.072  32 mega- 
bits per second. The figure shows  the  bandwidth 
that is actually  reserved using the NBBS bandwidth 
estimation and adaptation algorithms. Ifbandwidth 
adaptation  was not available, this would be  the 
bandwidth reserved for the  entire length of the  con- 
nection and the  curve showing bandwidth alloca- 
tion would be  a  straight line. The  curve showing 
normalized bandwidth allocation is the equivalent 
capacity normalized to  peak-rate allocation. The 
parameters  have  been  set so that  bandwidth ad- 
aptation works quite conservatively (as can be seen 
by  the  distance  between  the  actual  data graph and 
the  adaptation  graph).  Nevertheless,  the NBBS ap- 
proach  results in saving 60 percent of the  band- 
width  that would be needed using peak  reserva- 
tion. 

The  actual saving a  network will experience  de- 
pends on the  network topology, the traffic char- 
acteristics,  and  the tariff structure of the  network. 
For  wide-area  links, IBM expects  customers  to  be 
able to  save 20 to 50 percent of the  recurring  cost 
of bandwidth in any private network based on NBBS 
technology. Alternatively,  the NBBS bandwidth 
management services  can increase the effective ca- 
pacity of wide-area links or  campus links from 20 
to 50 percent, and thereby  save  the capital expense 
of upgrading to higher link speeds  as  network  traf- 
fic grows. 

The first implementation of NBBS technology by 
113"s Networking Hardware Division is the IBM 
2220 Nways"  BroadBand  Switch. lo 

Keeping control at gigabit speeds 

The  robust  bandwidth management approach  em- 
bodied in NBBS evolved from a recognition that  a 
networking paradigm shift is really needed  to  ac- 
commodate  voice,  video, and data in a single net- 
work with appropriate QOS guarantees in each case. 
Early  on,  the NBBS team also recognized the  chal- 
lenges presented in controlling a  network  whose 
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Figure 7 CP spanning tree structure 
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trunks could  eventually  reach gigabit speeds. As 
a  result, NBBS is designed to  address  those  chal- 
lenges  as well. 

Figure 6 illustrates  a  network  connection  between 
the  East  Coast  and  the  West  Coast of the  United 
States.  The  one-way  propagation  delay  (time  to 
move  one bit over  the  distance  shown)  would  be 
on  the  order of 20 milliseconds  (ms). A network 
operating  at 1.5 megabits  per second  (Mbps) could 
have  as  many  as 3750 bytes “in-flight” during  this 
propagation-delay  interval.  On  the  other  hand,  a 
network using trunks  that  accommodate 1 gigabit 
per second  (Gbps) could  have 2.5 million bytes in 
flight! Any  problem  that  arises in the network- 
congestion or a link failure for example-is intensi- 
fied by  the requirement  to  keep up with  such traffic 
rates.  It  is  necessary,  therefore, for high-bandwidth 
protocol to perform preventive congestion control 
and to have  a  mechanism  for  the rapid dissemina- 
tion of control information. 

NBBS was designed to  scale  to  such high-speed 
links.  This  design  point drove  two  fundamental 
decisions.  First,  the  network relies on preventive 

congestion  control.  Second,  the  network  has  mech- 
anisms  that  allow  control  information to  be distrib- 
uted to all network  nodes  at  the  fastest  possible 
speed.  That is, network  control  is  distributed 
across  the  network  at  “propagation  speeds,” i.e., 
limited only  by  propagation  delay. 

NBBS uses  reserved-bandwidth  connections to  pro- 
vide QOS guarantees  to  connections  where real- 
time or interactive  performance  is  required.  The 
network  reserves  bandwidth for such  connections 
and  uses  the  leaky-bucket  mechanism  as  the  fun- 
damental  mechanism  that  prevents  congestion 
from  occurring.  The  bandwidth  management algo- 
rithms  are  used  to  determine  the  required  equiv- 
alent  capacity  for  connections  and  reservations  are 
made  based on  the  equivalent  capacity.  The  band- 
width  adaptation  mechanisms will adjust  accord- 
ing to  the  rate of incoming traffic on  the  access link. 
Thus,  each  node in the  reserved-bandwidth  con- 
nection-each intermediate  node,  and  the  exit 
point-has agreed on the  parameters  that  govern 
the  connection. If congestion  does  occur in the  net- 
work,  an  intermediate  node will discard  excess 
packets.  However,  the NBBS bandwidth  manage- 
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Figure 8 Functional  decomposition of the 2220 Nways  switch  (NBBS  node) 
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ment procedures  guarantee  this  happens with ex- 
tremely low probability. For nonreserved  band- 
width connections, NBBS uses  a congestion control 
mechanism called the enhanced adaptive  rate- 
based (EARB) algorithm, described in the  paper  on 
bandwidth management. Essentially  this algo- 
rithm allows the  entry  and  exit  ports  to  exchange 
information on  the  rate at which nonreserved  traf- 
fic is  traversing  the  network. Based on informa- 
tion sent from the receiving node,  the EARB algo- 
rithm adjusts  the  transmission  rate at the  entry 
port. 

The  control point (CP) spanning tree is the  mech- 
anism that NBBS uses  to get control information dis- 
tributed  to  every  node in the  network  essentially 
at propagation speed. (NBBS keeps  delays within 
the  network node much lower than propagation de- 
lay, as  we discuss  later.) 

The CP spanning  tree algorithm is a  distributed al- 
gorithm that builds and  maintains  the CP spanning 
tree.  Figure 7 illustrates  the CP spanning  tree.  This 
is described in more detail in the  section  on how 
a  node  joins  the NBBS network. 

In order for the CP spanning  tree  to  work  as in- 
tended,  the routing of control traffic across  the  tree 

SPECLALIZED 
FUNCTIONS 

must  be  extremely efficient. From  the beginning, 
the  architects and 2220 Nways  switch  product  de- 
velopers  worked closely together to  assure this 
would happen.  Essentially, all routing is done in 
hardware in IBM products  that  use NBBS, such as 
the  Nways family of products. To understand  this 
better,  we refer to Figure 8, which provides  a high- 
level functional layout of a 2220 Nways  switch. 
Note  that  on  both  sides of the  broadband  switch, 
a  trunk  or  port  adapter is used.  The port side is 
used for user  access, with industry  interfaces in- 
cluding HDLC, frame  relay, ATM UNI, and others. 
The  trunk  side (lower left) is used to connect NBBS 
nodes  together, through high-speed (Tl-T3, or 
Synchronous Optical Network [SONET]) links. The 
control point (CP) functions, specialized servers 
(such as voice  servers) and the  node  administra- 
tor  function  complete  the functional decomposi- 
tion of the node. 

Note  that in the 2220 Nways  switch,  the receiving 
trunk-port adapter (TPA) is able to direct an incom- 
ing cell across IBM's unique ATM switching chip to 
the  outbound TPA. This chip has  inherent multi- 
cast capabilities so that  outbound cells can, in fact, 
be  directed  to all downstream  nodes  that  are  on 
the CP spanning tree. Each cell (or packet)  traverses 
the  switch  without being handled by  the  control 
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Figure 9 Link-speed effects on end-to-end vs hop-by-hop control decisions 
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point processor. Information in the NBBS packet 
header  directs  a  copy of each  control  packet to  the 
control point processor in the node, which can then 
process  the topology database (TDB) information 
without interfering with the flow of control point 
information downstream.  Thus,  the combination 
of the distributed CP algorithm implemented in soft- 
ware and the efficient routing implemented in hard- 
ware  gets  control information across  the  network 
effectively at propagation speeds. 

End-to-end vs hop-by-hop 

As discussed,  the 2220 Nways switch implemen- 
tation of NBBS causes  the nodal processing time 
for a cell or packet to  be small when compared with 
propagation delay. Figure 9 illustrates the challenge 
that  confronts  each node in the  network for high- 
speed links. The figure attempts  to  illustrate  the 
number of “instructions” that an intermediate node 
could afford to execute per cell while attempting 
to keep  up with links of various  speeds.  The figure 

does not reflect realistic processing of a 2220 
Nways  node, which, as  we  have  seen, includes 
hardware processing on its TPAS, plus switching (at 
hundreds of megabits per port).  Rather,  the figure 
illustrates  a point by representing  a fictitious node 
in the  network  that  processes  each cell with an 
effective rate of one million instructions per sec- 
ond. If the  trunks in the  network  were as slow as 
9.6 kilobits per second (Kbps),  the  processor could 
expend 40000-t instructions on each cell and still 
keep  the link full. At Ethernet and token-ring 
speeds,  the  processor could expend 26 to 42 in- 
structions  per cell. But at OC-24 (1.2 Gbps),  the 
processor would have to forward 3 cells with each 
instruction  executed!  The  processor  speed would 
have  to be increased  to 100 MIPS (millions of in- 
structions per second) in order  to allow 35 instruc- 
tions  to be executed per cell. 

These  observations make it extremely clear that 
cell switching must be  done in hardware  and,  fur- 
thermore,  that  the  processing of each cell must be 
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simple. This reasoning led the world’s broadband 
experts  to design ATM so that it is connection  ori- 
ented  with  only  a  5-byte  header  per cell. Little in- 
formation is carried in the cell header  other  than 
the ATM-defined Virtual Path  Identifierlvirtual 
Channel Identifier (VPIIVCI) fields used to  switch 
the cell toward its destination. (Note: As in the  case 
of public ATM networks, VPIIVCI translation  may 
be performed at intermediate points whenever ATM 
cell-switching mode is used by NBBS.) Similar rea- 
soning led to  the decision not  to implement hop- 
by-hop flow control  and  error  recovery in NBBS. 
This decision is independent of the switching mode 
used in the  trunks. The 2220 Nways  product  cur- 
rently  uses label swap and cell switching for  data. 
For data  connections, flow control and error  re- 
covery  can  be  provided  by  transport-layer  proto- 
cols running above  the  user  interface. For  voice 
and video  connections, flow control and error re- 
covery  are typically not  used. 

Although the responsibility for error  recovery falls 
primarily on  the edge nodes  (entry  points and exit 
points) of an NBBS network, intermediate nodes ex- 
amine the  network  header of each cell or  packet 
and discard each  packet  whose header is corrupted 
by transmission  error.  Header  transmission  errors 
are  detected using an 8-bit longitudinal redundancy 
check (LRC) that is present in each  network  header. 
The LRC is a special case of a  cyclic  redundancy 
check (CRC) and is simply implemented in hard- 
ware.  The  data payload of an NBBS packet may be 
protected by a 16-bit CRC used only by  the edge 
nodes. Note  that in the  case  where  the NBBS net- 
work is providing ATM transport,  the data may sim- 
ilarly be  protected by a CRC at the ATM adaptation 
layer  but  not at the ATM cell layer. 

Multicast support 

The  requirement  to  support multimedia applica- 
tions  essentially implies a  requirement  to  support 
multipoint applications  as well. This may arise in 
avideo-on-demand application where  educational 
or  entertainment  video  is  to be delivered from a 
source  to multiple destinations  simultaneously.  It 
may also arise in desktop videoconferencing where 
voice,  video, and data  connections  must  be simul- 
taneously maintained among all participants. 

Supporting multicast requires  a  robust  set of con- 
trol  procedures to establish multipoint connec- 
tions, allow participants  to join and  leave  a  con- 
nection,  and  reroute multipoint connections in the 
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case of link or node failures in the  network. NBBS 
provides  a  sophisticated  set of control  features  to 
provide  this  administrative  control.  They  are  de- 
scribed  more fully in the multicast network  con- 
nection  architecture  paper in this  issue. ’’ 
Set management supports  both open and closed 
sets in NBBS networks. A videoconference is an 
example of a closed set where  a  resource  external 
to  the  network  invokes  the NBBS set manager to 
establish  the  set, to contact all participants, and 
to establish  one  or  more point-to-multipoint con- 
nections  to link all of the  participants. A n  open  set 
could include, for example, all nodes  supporting 
attached  Internet  Protocol  routers so that  Address 
Resolution Protocol  packets  or  other  protocol 
flows could be  restricted  to specific multipoint con- 
nections established by the  set manager for the pur- 
pose. 

In addition to  the  set manager function for mul- 
tipoint connections,  the  network  must  support ef- 
ficient routing at the  hardware level along the mul- 
tipoint connections, which the 2220 Nways  switch 
provides with its  state-of-the-art trunk-port adapt- 
ers (TPAs) and ATM switching. 

Functional overview of NBBS 

In the language of the IBM Open Blueprint*, as well 
as  the language of the Open Systems  Interconnec- 
tion (OSI) protocol model, NBBS is a  subnetwork 
architecture,  where  a  subnetwork is a collection 
of equipment  and physical media that form an  au- 
tonomous  whole  and  can  be used to  interconnect 
other  systems for purposes of communication. In 
the  interest of simplicity, the  term “NBBS subnet- 
work” is shortened to “NBBS network” through- 
out  this  paper. 

NBBS may also be  viewed  as  a  control point archi- 
tecture for providing a  variety of transport services, 
including transport of ATM. For  this  reason, NBBS 
should be viewed as an architecture  that  comple- 
ments the B-ISDN Protocol Reference Model. ** Cur- 
rent  standards  development defines interfaces at 
the UNI and the  network-to-network  interface 
(NNI), but  does not address  the  problems of pro- 
viding services  such  as routing and bandwidth man- 
agement functions in an efficient way. NBBS tech- 
nology offers the mechanisms to efficiently provide 
these  functions. 
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An NBBS network  connection  comprises  two  paths, 
one  path in each  direction, joining  a node  at  the 
edge of the NBBS network  to  another  node  at  the 
edge of the NBBS network.  The  entry  points  and 
exit  points  mentioned  earlier in this  paper  are in 
these  edge  nodes.  Network  connections  may  be 
thought of as  the  “pipes” in the  network  that  carry 
information on behalf of user  transport  connec- 
tions. 

A transport  connection  is  an  end-to-end  connec- 
tion  between a source  and a target,  both of which 
are  resources  (which  are  nonnative NBBS nodes) 
that lie outside  the NBBS network.  Each  network 
connection  can  carry  one  or  many  transport  con- 
nections. 

Figure 10 is  a  high-level representation of a  pair 
of NBBS nodes  and  the  functional  layer  structure 
of the NBBS architecture.  Access  services  provide 
the  interface  between  the  user  nodes or  resources 
and  the  internals of the NBBS network.  Transport 
services  carry traffic through  the NBBS network. 
Network  control  services  allocate  and  manage  the 
assets of the NBBS network. 

The ATM Forum  has defined the  interfaces (UNI and 
NNI) for an ATM network.  The  value of NBBS is 
that it uses a  control  point  architecture  to efficiently 
provide  transport of ATM data.  However, NBBS is 
not  limited to ATM data  transport.  Through  the  ac- 
cess  agent  concept,  virtually  any  protocol  can  be 
transported efficiently. Furthermore,  the  value of 
NBBS is  seen in a  number of network  enhancements 
including the ability to rapidly  and  efficiently  dis- 
seminate  network  control information  (through the 
CP spanning  tree), efficient multicast  (through  set 
management), efficient address  resolution,  band- 
width  management,  and  access  services.  One  can 
therefore  view  the NBBS functions  as  those  above 
the physical  layer in the B-ISDN Protocol  Reference 
Model,  supplementing  services  performed  by  the 
upper  layers.  Interconnection  between  multiven- 
dor  switches  can  take  place  through  standardized 
interfaces like ATM UNI and NNI. In  the  future, 
these  interfaces  could  include private-NNI (P-NNI) 
and B-ISDN User Part (B-ISUP). 

Access services. External  users  are  termed  re- 
sources in NBBS architecture.  These  may  be SNA 
nodes, APPN nodes,  Internet  Protocol (IP) routers, 
or  other  nodes. A resource  uses  the  services of an 
NBBS network  (through  the  mediation of an access 
agent) to  communicate  with  other  resources like 
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itself. Access  agents  provide  the  points of attach- 
ment  and  the  services  required to join  together an 
NBBS network  with  its  users  or  resources. COnSe- 
quently,  access  agents  are  needed  only  by  nodes 
that  serve  external  users  or  resources. 

The  purpose of an  access  agent  is  to  isolate a user 
from  the  operation of the NBBS network  while al- 
lowing the  user  to  use  the  services of the  network. 
Toward  this  end,  the  access  agent  emulates  the 
communication  protocol  chosen by  the  user it 
serves.  For  example,  an  access  agent  may  present 
the  external  appearance of a  frame-relay  bearer  ser- 
vice,  or  an HDLC connection,  or  circuit  emulation. 
IBM Nways  switches  implement all of these  and 
more, including sophisticated  voice  services. 

An access  agent  is  comprised of three  parts: 

A protocol  agent (PA), which  provides  services 
that  understand  and  interpret  the  communication 
protocol  and  network-connection  requirements 
of the  attaching  user 
A connection  agent (cA), which  provides  net- 
work  connection  services  that  establish  and 
maintain NBBS network  connections  on behalf  of 
the PA 
A directory  agent  (DA),  which  collaborates  with 
other DAS throughout  an NBBS network  to  pro- 
vide  directory  services (DS) with  two  purposes, 
(1) to maintain  a  distributed  directory  database 
characterizing all of the  users  and  resources of 
the  network,  and (2) to  locate NBBS resources  on 
behalf of the PAS 

The  three  parts of the NBBS access  agent  work  to- 
gether  to  resolve  addresses in order  to  locate  the 
access  agents  that  represent  other  external  users 
or  resources  served  by  the NBBS network;  to es- 
tablish,  maintain,  and  take  down  network  connec- 
tions  to  these  other  resources;  to  provide  the  con- 
nection  setup QOS or compatibility  information 
needed  to  ensure  that  these  connections  meet  the 
appropriate QOS levels;  and  to  interpret  the  com- 
munication  protocol of the  user.  The  paper  on  ac- 
cess  services in this  issue  provides  additional  de- 
tails  on  the  services  performed by  access agents. l3 

NBBS transport services. NBBS transport  services 
carry traffic through  an NBBS network.  Transport 
services  can  be divided into  three  layers,  each of 
which  corresponds  roughly  to a layer of the OS1 
seven-layer  reference  model: 
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Figure 10 NBBS  structure 
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Physical layer  services send and  receive traffic by means of the  transmis- 
Network  layer  services sion media. The physical layer  services  are  the in- 

* Transport  layer  services  termediary  between  the  network  services  that lie 
above  and  the physical transmission media that lie 

Physical luyersewices. The  purpose of the  phys- below. In  particular,  the  transmission media are 
ical layer  services is to allow the  network  layer  to not within the  scope of the NBBS architecture. NBBS 
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uses  industry-standard specifications of the  phys- 
ical-medium-dependent part of the  architecture. 
Thus, an NBBS network relies on  industry  standard 
transmission  services,  such as those provided by 
the  Synchronous Optical Network (SONET), for the 
physical transport of data. 

NBBS physical layer  services include manipulating 
cells or  packets  to  support  the  preempt-resume  op- 
tion (a higher-priority packet  can  interrupt  the 
transmission of a lower-priority packet),  and  fram- 
ing packets for transmission. Three kinds of packet 
framing are offered: 

A low-speed bit-level interface 
A high-speed byte-level interface 
A medium-access-control- (MAC-) level local area 
network (LAN) interface 

The low-speed bit-level interface is appropriate for 
point-to-point connections  that  use  transmission 
media such as T1-rate and T3-rate private lines sup- 
plied by commercial telecommunication carriers. 
These connections use the  standard HDLC data link 
control  protocol.  The high-speed byte-level  inter- 
face  supports SONET links. Mainly, it provides  a 
way  to map NBBS packets  into  frame  formats  that 
SONET can use. The MAC-level LAN interface  joins 
an NBBS network  layer to a LAN MAC protocol 
sublayer by encapsulating NBBS packets  into  the 
frame format used by  the LAN. 

Network layer services. Network  layer  services 
switch packets, detect and respond to transmission 
errors, manage buffers, and schedule transmissions 
in an NBBS network. In  this  section we concentrate 
on the transfer modes supported by NBBS. The next 
section will provide some additional information 
on transmission scheduling and buffer manage- 
ment. 

Automatic  network routing (ANR) transfer mode- 
ANR transfer  mode is a form of source routing. The 
origin (the  connection agent at  the  source)  loads 
the ANR packet  header with a  complete specifica- 
tion of how the  packet is to  be  switched or routed 
through the  network.  The specification is  a  se- 
quence of ANR “labels,”  wherein  each label iden- 
tifies the  outbound link of the  corresponding  node 
in the  sequence of nodes  the  packet  transmits 
through. These labels are  static and are defined on 
a  node  basis and stored in the NBBS topology da- 
tabase. Because the complete routing specification 
is included in the ANR header, ANR is appropriate 
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for connectionless  transport.  That is, ANR is use- 
ful when it is impossible or undesirable  to  set  up 
the routing tables needed at the intermediate nodes 
to  support  connection-oriented communication. 
ANR is particularly important because it  is the trans- 
fer mode used to  transport NBBS control traffic. 

Label-swap  transfer mode-Label-swap transfer 
mode associates  a label with  each  packet  (or cell 
as discussed for ATM transfer  mode  just below). 
This label specifies which outbound link the  packet 
is to  take at the  next  node. When a  packet  leaves 
a  node, its old label is replaced by a new label, 
which is used to  index  a  table  and  determine  rout- 
ing instructions at the  next node. These labels have 
local significance at the  nodes  where  they  are  re- 
ceived. They  serve  to  index  the switching (rout- 
ing) tables  that  are established along the  path  as 
the  connection is set up, a  process discussed later. 

ATM transfer mode-Industry-standard ATM cells 
are  sent through an NBBS network using ATM trans- 
fer mode. This is a particular version of label-swap 
transfer mode in which the  packet (cell) format is 
that of a  standard ATM cell, with its fixed-length 
48-byte payload and 5-byte header.  The switching 
is done using the V P I ~ V ~ I  fields in the cell header. 

Remote  access  to  label-swap  tree  transfer mode- 
Remote  access to label-swap tree  transfer mode 
supports multicast trees (point-to-multipoint and 
multipoint-to-multipoint). This  transfer mode en- 
ables  a  user to address  a group that  comprises  an 
NBBS tree,  whether  or  not  the  user is a member of 
the group, and whether or not the  user is on  the 
tree.  This  transfer  mode  is useful, for example, in 
allowing a local LAN adapter to send  a  request to 
a group of remote LAN adapters  set up as an NBBS 
multicast tree. 

Optional network-layer flexibility-Beyond the 
choice of transfer mode, network layer services of- 
fer  other  kinds of flexibility: 

Choice of packet-payload length 
Copy  option 
Reverse-path-accumulation option 

Except for ATM cells (packets  associated with ATM 
transfer  mode),  the  lengths of the  payloads  carried 
by NBBS packets  are  not  bounded  by  the  architec- 
ture.  By allowing payload length to  vary in re- 
sponse  to incoming traffic characteristics  (except 
for ATM standard-compliant  transmission), and by 
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allowing relatively long payloads to travel with a 
single packet  header, NBBS makes  more efficient 
use of bandwidth  than is possible with a single 
packet  size. 

The NBBS copy  option allows network  control  ser- 
vices  resident at any  node  to  receive  copies of any 
packets handled in transit,  regardless of the ulti- 
mate  destinations.  The  copy  option is used mainly 
to disseminate  control  messages  associated with 
connection  setup and set management activities. 
The  standard  5-byte  headers in the ATM standard 
do not permit this, and  therefore  the  copy  option 
is not available for the ATM transfer  mode. 

The NBBS reverse-path-accumulation  option  pro- 
vides routing information so that  the  receiver of 
a  packet  can  reply  to  the  sender in a  connection- 
less  manner,  without having to  compute  or  to find 
the  path  back to  the sender.  For  each link taken 
by a  packet along its  forward  path from the  sender 
to  the  receiver,  the ANR address of the  correspond- 
ing link in the  opposite direction is recorded  node- 
by-node in the  packet  header. In this  way,  a  packet 
traversing the forward path automatically accumu- 
lates  the  reverse  path from the  receiver  to  the 
sender.  The reverse-path-accumulation option can 
be used with all of the switching modes except ATM 
transfer  mode and is ideal, for example, for  return- 
ing acknowledgments. 

Transport layersewices. Transport  layer  services 
organize  and manage user traffic so that it can  be 
carried  by  transport  connections. Specifically, 
transport  layer  services segment or  pack higher- 
layer messages into NBBS packets,  assemble or un- 
pack  messages,  ensure  that  messages  are deliv- 
ered, and work with the protocol agent to multiplex 
a  number of transport  connections onto fewer  net- 
work  connections  when advantageous. All of these 
services  are handled end-to-end  rather  than hop- 
by- hop. 

Rapid transport protocol-Rapid transport  proto- 
col (RTP) transports all NBBS control  messages 
across an NBBS network. RTP provides windowed 
flow control, message segmentation and reassem- 
bly, and  connection  maintenance  that  detects  the 
loss of communication between partners. As an op- 
tion, RTP offers reliable delivery, which means  that 
the  sender  is informed when  the message success- 
fully reaches  the  receiver. l 4  

RTP is a high-performance transport  protocol  de- 
signed to  have  the following characteristics: 

Optimism. RTP assumes  that links and equipment 
are reliable and available. 
Fast  setup. RTP dispenses  with  the traditional 
“handshaking” negotiation needed  to  set  up  a 
connection.  Therefore, no connection  setup 
flows are required for sending control traffic mes- 
sages. 
Data-streaming. RTP assumes  that  the  listener is 
ready  and able to  receive  transmissions, and 
streams  data  to  the listener until instructed to 
slow or  stop. . Piggybacking. RTP intelligently imbeds its own 
protocol-control information within packets  that 
carry  user traffic whenever it is advantageous to 
do so, thus achieving a higher level of efficiency. 
Streamlining. RTP relies on higher layers of the 
communication protocol  to  provide  session  ser- 
vices,  such as data encryption, compression, and 
presentation  services (like data  conversion  be- 
tween  applications),  because  these  services  are 
not universally needed. 

NBBS control  point  services. The NBBS controlpoint 
(CP) services lie at the  heart of the NBBS architec- 
ture.  The CP (the collection of all control point ser- 
vices) need not  be implemented in  full by  any  par- 
ticular component of the  network.  It  can be 
distributed  across  the NBBS network  nodes.  To 
communicate with each  other,  control  points rely 
on transport  layer  services, specifically RTP. 

NBBS control point services  have five components: 

Link  services  activate links, deactivate links, 
and, optionally, authenticate links. A link is ac- 
tivated by link services  either at the  request of 
a  network  operator  or upon receipt of a link-ac- 
tivation message from a  connection agent. Link 
services  establish physical connectivity,  deter- 
mine the  characteristics of the link being acti- 
vated,  check link “liveness,” notify the  topol- 
ogy services of changes  to  the link status, and 
deactivate  the link (when  appropriate). . Topology services collaborate to build and main- 
tain a  distributed  repository of information 
known as the topology database  and  a  control 
point spanning tree  that  connects  the  network. 
The  primary  purpose of the topology database 
is to  provide  each  node with a  repository of in- 
formation that  conveys  a  current and consistent 
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view of the  network topology,  mainly  for the  use 
of path  selection  services. 
Set  management  services  group  related NBBS re- 
sources  into  sets  and  provide multicast  distribu- 
tion trees  that  are  used  to  send  messages effi- 
ciently  to  set  members.  As  noted  previously,  set 
management  was  developed specifically to  ad- 
dress  the  requirement  for multicast support in an 
NBBS network. 
Path  selection  services build the  paths  (the  or- 
dered  sets of links)  needed by  the  connection 
agents  to  establish  network  connections.  Paths 
are built  only  from  links that  meet  the QOS con- 
straints  for  the  connection;  furthermore,  paths 
are built in a way  that  attempts  to  maximize  the 
aggregate  throughput of the  network. l5 
Congestion  control  services  monitor,  estimate, 
and  throttle  the flow of cells  (packets)  at  entry 
access  points  into  an NBBS network  to  ensure that 
traffic sources  do not  unexpectedly flood the  net- 
workand  to meet  the QOS requirements  that  have 
been  established  when  connections  are  set up. 
The  congestion  control  mechanisms of NBBS are 
introduced  above  and  are  more fully  described 
in the  companion  paper  on  bandwidth  manage- 
ment. 

NBBS components  and  their  relationships 

An NBBS network  is built of components called 
links, access links, subnodes, and nodes, which 
come  together  to  provide  paths  (where a  path  is 
a  unidirectional,  ordered  set of links  used  for  com- 
munication by a network  connection),  network 
connections,  and  transport  connections  for  the  use 
of resources.  A resource is a source  or target of 
traffic external  to  the NBBS network. A resource 
uses  the  services of an NBBS network  to  commu- 
nicate  with  other  resources like  itself. The  most 
straightforward  example of a resource is an  appli- 
cation  that relies on NBBS to  provide  the  transport 
connections  that  carry  its traffic. 

Access links  give  endpoint  equipment an  entry into 
the NBBS network.  The  user traffic that  the NBBS 
network  handles  always  enters  and  leaves  the  net- 
work  through  the  access links. The traffic that  en- 
ters  an NBBS node  through  an  access link may  be 
separated  into  one  or  more  streams  and  may  be 
serviced  by  one  or  more  virtual circuits,  called  net- 
work  connections.  Source and  target  resources are 
attached  to  access links. 
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A link represents a  unidirectional  use of a  phys- 
ical transmission  medium  connecting  two  nodes. 
Note  that  transmission media  themselves  may  not 
be inherently  unidirectional.  A  link is used  to  send 
packets of data  from  one  node  to  another in an 
NBBS network.  The links of the NBBS network  form 
a backbone  over  which all user traffic is  routed. 
These  links are  the  network  resources  that  are  con- 
trolled by  the NBBS algorithms. There  are  gener- 
ally two  competing  objectives  for  the  use of these 
resources:  one  is  to utilize the  links  as highly as 
possible, the  other  is  to  guarantee QOS to  connec- 
tions  using these links. The  features of NBBS help 
network  owners  to  achieve a  combination of these 
two  objectives  that  is right  for  their  network. 

A subnode  is a  switching  fabric to  which links are 
attachedvia trunk-port adapters (TPAS). A node is 
a  collection of subnodes  that  share  control  ser- 
vices.  In  particular,  subnodes belonging to a node 
share  one  copy of the NBBS topology database. 
There  are  two  types of nodes in the NBBS network: 
access  nodes  and  network  nodes.  An  access  node 
has  only a subset of the  function  that is contained 
in a network  node.  For  example, it does  not main- 
tain  a full topology database in its  node,  and  does 
not  generate or receive  topology  updates. It  serves 
as a traffic source  or sink. An access  node  is a cli- 
ent of a network  node  and  receives  services  from 
it. The  access  node  therefore  serves  to  reduce  the 
amount of information  that the  network  is required 
to  keep so that a network  may  be  scaled  up in size. 
This  reduces  memory  requirements,  network  con- 
trol  message  overhead,  and  processing  power  re- 
quired,  and  therefore  can significantly reduce  net- 
work  cost. l6 

Network  nodes  are full-function NBBS nodes.  They 
may  also  have  access  services.  However, in ad- 
dition to  access  services,  they  have all the  network 
control  algorithms necessary  to  participate fully in 
the NBBS backbone.  The  network  nodes in an NBBS 
network  can  be  thought of as  multiplexers.  Their 
job  is  to  provide  the  network  services  necessary 
to  transport  user traffic from an origin to a  desti- 
nation  point,  while  guaranteeing  the  quality of ser- 
vice (QOS) required  by  the originator of the traffic. 
At  the  same time, the  nodes in the  network need 
to  use  the links as efficiently as possible so that  the 
network  owner  derives  the  economic benefit of 
having  a broadband  integrated  services  network. 
In  order  to  perform  these  tasks,  the NBBS archi- 
tecture defines  a set of functions  that  are briefly 
described in the  next few  sections. In what follows, 
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Figure 11 Overview of NBBS functions 
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we describe  the  functions  necessary to maintain 
the NBBS network itself, and  also to  set up, main- 
tain,  and  take  down  the  user  network  connections 
that  the NBBS network enables. Figure 11 illustrates 
some of these  functions with a  decomposition of 
two  network  nodes, one at the edge of the  network 
and  the  other  at an intermediate location. 

The control point. The collection of control  func- 
tions provided by the NBBS architecture  comprise 
the controlpoint. Each  node in the NBBS network 
has  a  control point that implements the  network 

f 

control algorithms required  to deliver the  services 
expected  by  users.  The NBBS control point was de- 
signed for flexibility in implementation. It  can  be 
implemented either as a  centralized monolithic 
function within a  node or distributed  throughout 
the  node to a  greater  or  lesser  degree.  This flex- 
ibility allows different implementations to make de- 
sign trade-offs that  are optimized for their partic- 
ular environment  and  market. 

NBBS control  points  communicate with each  other 
using the Rapid Transport  Protocol (RTP). Anum- 
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ber of services  are required by  the  control point, 
either for transmission of control traffic or for user 
data.  These include reliable and unreliable point- 
to-point communication,  as well as  services like 
linear multicast (where information is  sent  on  a 
multicast tree and each  node  that is part of the 
group  copies  the  packet or cell as  the  data go 
through  the  intermediate  nodes), and unreliable 
multicast (which may be used for real-time audio 
or  video  transmission  to  a  group of users). 

RTP provides  a number of service primitives, in- 
cluding reliable or unreliable point-to-point com- 
munication, linear multicast, and unreliable mul- 
ticast, all of which  are used by functions of the 
control  point.  It is important  to  note  that in order 
to provide its service primitives, RTP uses  the un- 
derlying transfer  modes of the NBBS architecture 
described in the  section  on  networklayer  services. 
Architecturally, the functions and algorithms of the 
control point that  are  visible  are  those  that  are  ex- 
ternally  addressable,  that is, those  that  have  net- 
work  addresses  such  as E.164, x.121, SNA names, 
or IP addresses. RTP also  provides integrity check- 
ing (through CRC) and flow control  for  the  protec- 
tion of hardware buffers at the  entry  and exit 
points, as well as retransmission  for reliability. 

How a node joins the NBBS network. In order  to 
see how the different parts of the NBBS control 
point relate to  one another, we consider  two  key 
scenarios.  The first one,  described in this  section, 
shows how a  node  becomes  part of the NBBS net- 
work.  The  second  scenario,  described in the  next 
section,  shows how a  user  connection is set up. 
The objective of these sections is to  show how parts 
of the  architecture  that  are  concerned with main- 
taining the NBBS network work together to produce 
a  system  capable of delivering network  services 
to  users. 

When an NBBS node  comes up, it will, depending 
on  the particular product implementation, execute 
a  number of self-tests  and self-initialization pro- 
cedures.  The NBBS architecture  does not define 
these,  since  they  are product-specific and even 
model-specific. Logically, however, the NBBS node 
is at this point a  network of one node. There  are 
no links represented in its topology database, and 
it is not yet in contact with any  other node. 

The first architecture function that will be executed 
is the link manager.  The  function of the link man- 
ager in NBBS is to initialize a link, maintain the link 
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state, and monitor the health of the link. Links in 
NBBS are all unidirectional representations of the 
underlying physical media. The link manager owns 
the link that is in the  outward direction from the 
subnode  where  the link manager resides. The NBBS 
link manager is responsible for ensuring  that  there 
is communication between  the  two  ends of a point- 
to-point link. Although somewhat different proce- 
dures  are  used,  the  architecture will support  non- 
switched lines, switched lines, and ATM permanent 
virtual  path  connections (VPCS) as transmission 
links. The link manager can perform line test  pro- 
cedures in order  to  ensure  that communication is 
correct. An NBBS link becomes  activated through 
the link initialization protocol  executed by  the link 
manager. Once activated,  the  linkcan then be used 
by the  network and by user traffic. The link man- 
ager also periodically executes  a link liveness  pro- 
tocol to  ensure  that  the link remains a viable me- 
dium. When a link is activated,  the link manager 
causes it to be represented in the topology data- 
base. 

Once  the links of an NBBS node are  active,  other 
algorithms can  start  to operate.  The  next step for 
a  node joining the  network is to  execute  the CP 
spanning tree (CPST) algorithm. The CP spanning 
tree is an important  communications mechanism 
of the NBBS network  for NBBS control traffic. The 
NBBS architecture  uses  the CP spanning  tree in or- 
der  to  distribute topology and network load infor- 
mation. In  some  cases,  the CP spanning tree is also 
used for directory  searches. A single NBBS network 
has  a single CP spanning tree.  The CP spanning tree 
is, logically, a  permanent multipoint-to-multipoint 
connection.  A  node not yet in the NBBS network 
constitutes  a CP spanning tree of just  one node. The 
CPST algorithm incorporates  the idea of a  leader, 
or root, of each CP spanning tree. When two  trees 
join together,  only one root remains. When a new 
node  joins  an NBBS network,  the CP spanning tree 
is automatically enlarged to include it. When a fail- 
ure  causes  a  network  to  partition,  a single CP span- 
ning tree will automatically split into  two  separate 
ones. When a  network partition is  repaired,  the CP 
spanning trees in the  two (formerly disjoint) net- 
works  combine  into  a single tree again and  update 
each other on the  current topological states of their 
respective  networks.  The CPST algorithm is very 
resilient in the  face of failures and tries to keep  the 
largest possible part of the  network  operating  as 
a single unit. 
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The  most  basic  procedure in the CP spanning  tree 
algorithm is the joining of two  partitions. At any 
particular step in the algorithm there may be a num- 
ber of partitions,  each of which has  several links 
that  connect it to adjacent  partitions.  From  its  to- 
pology database,  each  node  learns of  all  of the  par- 
titions’ outgoing links (links to another  partition). 
Each  partition  then  selects  the outgoing link with 
the largest weight (a unique weight assigned to each 
link). Because of the  uniqueness of the  linkweight, 
each of the adjacent partitions will agree on the link 
that  can  then  be used to join the  two  partitions. 

The topology database 
contains information about 
the nodes, links, and other 
resources in the network. 

This  creates  a single, larger partition,  and  the  sub- 
tree  that now spans  the larger partition is used to 
update  the topology database in each  node of the 
new partition.  In  a  hypothetical  network in which 
all the  nodes  were  powered  on  at  once,  pairs of 
nodes would simultaneously form spanning trees 
and  these  pairs would then join to form trees of 
four  nodes,  and so on, until all the  nodes belonged 
to  a single spanning tree. 

Continuing our  scenario,  the single NBBS node will 
attempt to join one of the  networks  to which it is 
attached by its links. If the  node is attached  to mul- 
tiple (disjoint) networks, it  will attempt to join them 
one at a time. When the  new NBBS node  becomes 
part of a single CP spanning tree, it sends  the  to- 
pology it knows  to  the  network  that it just  joined. 
At the  same time, it learns  the topology of the  net- 
work of which it has  just  become  a  member.  Once 
this initial topology distribution  has  taken  place, 
our single NBBS node  participates in the ongoing 
topology distribution algorithm. 

All the  network  nodes in the NBBS network  keep 
a  copy of the topology database. The topology da- 
tabase is a  set of records containing information 
about  the  nodes, links, and  other  resources in the 
network. It is a fully replicated, distributed database 
containing two kinds of information. Confiigurution 

information includes what links exist,  their  char- 
acteristics (speed, buffers, propagation delay, etc.), 
the  functions  that  the link supports,  whether  or not 
the  node is a registrar for set management services, 
and more. Load  information includes current band- 
width reservation levels at  each of the  delay pri- 
orities  and  the  current link-utilization levels on  the 
links at each  delay priority. 

Correspondingly, there  are  two kinds of topology 
database  updates  that  are  distributed: configura- 
tion updates, which are multicast reliably on the 
CP spanning tree,  and utilization updates, which 
are multicast unreliably on  the spanning tree. Re- 
liability is achieved for configuration updates by 
means of an acknowledgment scheme  that  takes 
advantage of the knowledge that  each  node  has of 
its physical neighbors. These  two  types of updates 
are  treated differently because of the  expected  fre- 
quency and extent to which they affect network 
operations. Configuration updates need to be sent 
reliably since  they  are  expected to  be relatively in- 
frequent,  but  have  a  great effect on  the  network. 
For example,  the addition of a  new  transmission 
link or  the failure of a  node in the  network will af- 
fect both existing connections and connections that 
arrive  shortly after the  event  happens.  Therefore 
it is worth  the  extra flows (and  extra time) to  en- 
sure  that all configuration updates  are  received by 
all the  nodes in the  network. On the  other  hand, 
utilization updates  are sent unreliably because they 
are relatively frequent (on the  order of seconds  be- 
tween  updates). If a  node misses an update,  or if 
an update is dropped from a  transmission link 
queue,  there will soon  be  another.  The  thresholds 
that trigger a topology update  are  tunable so that 
updates may be sent more or  less  frequently. 

The topology database  update  distribution,  since 
it  is multicast on the CP spanning tree, is very ef- 
ficient compared  to  other  (broadcast) distribution 
algorithms. First,  there  are at most N - 1 links 
crossed  (where N is the  number of nodes in the 
network).  This is an  advantage for large networks, 
since  there is less  control traffic and it  is limited 
to  the CP spanning tree links. Second,  the multi- 
cast is in hardware  and  consequently is very fast. 
That  means  that  the information reaching each  to- 
pology database  copy is more  recent and more  ac- 
curate. 

Supporting  the  network  structure  described  here 
is NBBs network management services.  Network 
management defines both  architecture  objects 
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Table 1 Connection  classifications 

Connection  Type  Nonreserved  No QOS Guarantees, QOS Guarantees, QOS Guarantees, 
Labels  Required No Labels  Required  Labels  Required 

Point-to-point X X X X 

Point-to-multipoint X X 

Multipoint-to-multipoint X 
Bte: “X” means that the type ot connection is supported 

(such  as  connections,  control  points,  etc.)  and 
physical  objects  (such  as  nodes,  adapters,  power, 
etc.) and  relates  these  objects to one  another  for 
purposes of configuration  management. In  addi- 
tion,  network  management defines  a number of 
“counter”  objects  that  support  the  accounting  and 
performance  disciplines.  The  details of NBBS net- 
work management  are  described in a  companion 
paper. 

Connections in NBBS. NBBS supports a  rich set of 
connections  across  its  high-speed  backbone  links. 
A connection in NBBS is a logical entity  that  is  made 
up of at least one  path  and  two  or  more  endpoints. 
Data,  and  sometimes signaling  information, flow 
over  the  path(s)  between  the  endpoints.  This is 
quite  a  general definition and  encompasses ATMVir- 
tual  path  connections (VPCS) and  virtual  channel 
connections (VCCS) as  well  as  other  types of con- 
nections. NBBS supports  both  permanent  virtual 
circuits (PVCS) and  switched  virtual  circuits (Svcs). 
The  types of connections  supported  can  be divided 
into  classes in several  ways.  Connections  can  be 
classified as point-to-point,  point-to-multipoint, 
and  multipoint-to-multipoint  according to  the  num- 
ber of endpoints  and  the  number of sources of the 
information flow. Connections  can  also  be  classi- 
fied according to  whether  or  not  they  require  re- 
served  resources.  There  are  two  kinds of network 
resources  that  may  be  required  for a  connection: 
labels (including ATM virtual  path identifiers [VPIs] 
and  virtual  channel identifiers [ v ~ I s ] )  and  band- 
width. A connection  may  require  either  labels  or 
bandwidth,  or  both,  to  be  reserved.  For  example, 
an ATM connection  requiring  only  best-effort  ser- 
vice (Le., no 00s guarantees)  would  require  only 
VPINCI labels to  be  reserved  for  the life of the  con- 
nection.  Connections  that  require QOS guarantees 
must  have  bandwidth  reserved  and  may,  depend- 
ing on the  transfer  mode,  require  labels or VCI~VPI 
labels  to  be  reserved.  Table 1 shows  how  these two 
classifications  are  related. 

Access  services,  introduced earlier,  play  a key role 
in establishing  network  connections in NBBS. The 
protocol  agent’s job is to interpret signaling  from 
the  user  (terminal  equipment, PBX, or  network 
router)  and  translate it into  requests  for  services 
from  the NBBS network.  For  example,  an off-hook 
signal  followed by dial  digits  would be  interpreted 
as a request  for a 64 Kbps  voice call. The protocol 
agent  can  use  the  information  contained in the sig- 
naling to initiate the  destination  address  resolution 
function  through  the  directory  agent  and  initiate 
the  bandwidth  reservation  through  the  connection 
agent. 

This  ability of the  protocol  agent  gives NBBS some 
important  qualities.  First, it provides  protocol in- 
dependence.  The  protocol  agent  does  not  convert 
protocol; it does  participate in and  interpret  the 
end-system  protocol, allowing NBBS to  carry  the 
traffic and  provide  the  services  required  to  the  end 
user.  In  fact  the  protocol agent matches  the  fea- 
tures  available in NBBS to  those  required,  provid- 
ing the  best  possible  transport  for  the  native  pro- 
tocol. For example,  the  label-swap  transfer  mode 
is  selected  by  the frame-relay protocol agent  when 
providing frame-relay  bearer  service  over NBBS. 
The  protocol  agent  concept  allows  its  use for vir- 
tually  any  layer in the  Open  Systems  Interconnec- 
tion (OSI) Reference  Model;  protocol  agents  have 
been designed  and  implemented  for private  branch 
exchanges (PBXs), HDLC transport,  frame  relay,  and 
ATM. Others  may  be  added in the  near  future  for 
SNA, IP, and  switched  multimegabit  data  service 
(SMDS), and all these  may  coexist in the  same  phys- 
ical  box. Next,  the  protocol  agent  gives NBBS the 
ability to  supply  completely  standard  services  to 
end  systems. For example,  the  frame-relay  and 
ATM protocol  agents  completely  support  use  by  end 
systems of the  published UNI protocols,  providing 
standards  compatibility  for IBM’S or  other  vendors’ 
equipment.  Finally,  the  concept of a  protocol  agent 
makes  the NBBs architecture fully  extendible.  Any 
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Figure 12 ATM connections and NBBS network connections 
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end-system  protocol  can be accommodated  by an 
NBBS network,  once  the  access agent for that  pro- 
tocol is constructed.  The  choice of whether  to  sup- 
port  a  particular  protocol or not will depend  on 
market  considerations. Figure 12 provides  a  func- 
tional overlay of an ATM-defined connection  over 
an NBBS network.  The diagram shows how ATM 
Umdefined  parameters map to internals of an NBBS 
network. This diagram serves  as  a useful backdrop 
to  the  scenario  that  is  described in the following 
pages. 

The  life of an NBBS connection. In this  section, 
in order  to  make  the  concepts  clearer,  we  discuss 
the life of an NBBS connection. To limit the dis- 
cussion, we  concentrate  on  a single point-to-point 
connection  from  one  network  node  to  another. 
However, in principle the  steps  to  set up and main- 
tain a point-to-multipoint or a multipoint-to-mul- 
tipoint connection are the  same.  Rather  than dis- 
cuss  the  details of a specific access agent, we 
instead  describe  those  functions  that  are  common 
to all access  agents. In order  to simplify the  ex- 
planation for  the  overview, we refer  the  readers 
to  the  companion  paper on access  agents" for de- 
tails of the algorithms described. 

To  set  the  stage  for  our  scenario,  assume  that  the 
NBBS network is operating normally, control infor- 
mation is flowing, and network connections already 
exist in the  network. Also assume  that  a new con- 
nection  between  two  end  systems is being re- 
quested  that  requires  both QOS guarantees and la- 
bels to  be  reserved. Since labels are being reserved, 
the  connection is using one of three possible trans- 
fer  modes: label-swap, ATM, or ANR. This is de- 
termined by the  access agent responsible  for  the 
connection. 

Suppose,  then,  that  a  connection  request  arrives 
at the  protocol agent of an NBBS node  over  one of 
the  access links attached  to  the node. The  access 
agent initiating the  connection  becomes  the orig- 
inating access agent and  the  other  side  becomes 
the destination access agent. The protocol agent 
determines  either  from  the  end-system signaling 
protocol (if this is an SVC) or from defined param- 
eters (if this  is  a PVC) some  important  pieces of in- 
formation: the target resource of the communica- 
tion (represented by a  string),  a  set of QOS 
parameters, and traffic descriptors for the source 
resource and  the target resource. The  string  rep- 
resenting the target resource  may  take  any  one of 
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a number of forms:  a  name,  an E.164 address,  or 
an NSAP (network  service  access  point)  address 
(among  other  things).  The  protocol  agent  causes 
the  directory  agent  to  resolve  the  string to a net- 
work  address.  The  directory  agent  takes a se- 
quence of steps  to  determine  whether it already 
has  the  network  address  that it needs  and  whether 
that  address  needs to be  checked  before a connec- 
tion  setup is attempted. If the  directory  agent  has 
no knowledge of the  address, it performs  an  un- 
directed  explicit  query,  which  is a  multicast  direc- 
tory  search  over  the  multicast  tree  associated  with 
the  set of directory  agents belonging to that  pro- 
tocol. If the  directory agent does  have  some knowl- 
edge of the  address,  then  depending  on  the  type 
of resource,  the  directory  agent  may  simply  return 
the  address  to  the  protocol  agent  that  made  the  re- 
quest.  The  network  address  is a qualified address 
with  a  network identifier as  the  top level of qual- 
ification. The  network  address  gives  the  exact lo- 
cation of the  target  resource in the NBBS network. 
In addition,  when  the  network  address of the re- 
source is returned,  the  network  addresses of the 
connection  agent,  directory  agent,  and  protocol 
agent  serving  the  resource  may  also  be  returned. 
These  addresses give the originating access  agent 
flexibility in communicating  with  its  counterparts 
about  the  connection.  This  is  required  to  ensure 
compatibility  across all types of access  agents, in- 
cluding voice-PBX. 

Once  the  address of the  target  resource  is  resolved, 
the  connection  setup  procedure  can begin. The first 
step is to find a  feasible  path  through  the NBBS net- 
work  to  the  destination. As mentioned  earlier,  a 
path is a  unidirectional,  ordered  set of links  used 
for  communication by a network  connection.  The 
path  is  found by  path selection  services.  Path  se- 
lection  services  depend  upon  the  topology  data- 
base  for  current  information  about  the  physical  to- 
pology  and  the  current  load  conditions in the 
network.  Path  selection  services  use  this  informa- 
tion  along  with  the QOS requirements of the  con- 
nection  and  the traffic descriptors in order  to find 
the  paths  for  the  connection.  Path  selection  pro- 
vides  the first level of admission  control  for the  con- 
nection in the following way: if there  are  not  suf- 
ficient network  resources  to  support  the  required 
QOS, then  the  connection will be rejected.  Note  that 
this  selection  process is independent of adaptation; 
the  connection  request will result in a value of 
equivalent  capacity being  calculated.  This  value 
will be used as  the initial bandwidth  required  for 
the  connection  setup.  Connection  admission  con- 
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trol is a  function  essential  to  guaranteeing QOS, 
since it not  only  ensures  that  the QOS of a  new  con- 
nection can  be  met,  but  also  guards against the deg- 
radation of the QOS of connections  that  are  already 
established. In addition,  the  path  selection  services 
algorithm  tries  to  optimize  the  use of network re- 
sources  by placing connections on paths  that  use 
as  few  links  as  possible. 

Before  the  connection  is  set  up,  the  originator  has 
the  responsibility  for  the  entire  connection  and so 
computes  the  path  for  the  origin-to-destination di- 
rection as well as  the destination-to-origin  direc- 

Path  selection services 
get current information 

about the  network 
from the topology database. 

tion. The  former  is  called  thefonvardpath  and  the 
latter  the retumpath. Path  selection computes  both 
of these  paths  (they  may  be  the  same) so that  the 
QOS requirements  are  met  and  the  path is capable 
of supporting  the  bandwidth  reservation  computed 
from  the traffic descriptors,  called  the  equivalent 
capacity. 

The  reasons  that  the  forward  path  can  be different 
from  the  return  path in NBBS are  two: first, two 
paths  give  extra availability  since  a  link  failure may 
affect traffic only in one  direction of flow. Second, 
two  paths  may allow more  connections  to  be 
packed  into a network  because  the  asymmetric re- 
quirements of connections  may  not  always allow 
the  forward  and  return  paths  to  be  the  same. If con- 
strained  to  be  the  same,  the  network might  reject 
some  connections  that  would  otherwise fit. 

The  connection agent  uses the  paths  that  have  been 
computed  to  send  out  setup  messages  for  each di- 
rection.  The  setup  messages  are  sent  simulta- 
neously in order  to  reduce  the probability  that  com- 
peting connections  would  take  the  resources 
needed  by  the  path in one  direction  while  the  other 
was being set  up.  The  connection  setup flows are 
actually  a  multicast  communication  between  the 
originating connection  agent,  the  transit  connec- 
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tion  managers,  which  manage  the  links of the  net- 
work,  and  the  destination  connection  agent.  The 
originating  connection  agent uses  the reliable  mul- 
ticast  transaction  form of the RTP linear  multicast 
service in order  to  send  the  connection  setup flows 
reliably. As can  be  seen in Figure 11, earlier,  the 

The setup request will  be 
processed nearly  in  parallel 

by all the nodes 
involved in the path. 

connection  setup  messages  reach  each  transit  con- 
nection  manager  along  the  path  and  the  destina- 
tion  connection  agent. As noted  earlier,  the  setup 
message  that is multicast  is  switched in hardware. 
Thus,  the  request will arrive  at all the  nodes along 
the  path  staggered  only by  the  propagation  delay 
between  nodes.  The  setup  request will be pro- 
cessed  nearly in parallel by all the  nodes involved 
in the path. The  transit  connection  managers  check 
their  bandwidth  resource  tables  and  their label  ta- 
bles  when  they  receive  the  message. l' 

The  transit  connection  manager  keeps  track of the 
bandwidth  that  has  been  allocated  for  each  delay 
priority on  the link that it controls.  Because  this 
changes  significantly over  time,  this information 
is  relayed  to  the  topology  database algorithm, 
which  distributes  this  new  load  information to all 
the  nodes in the  network.  This information  is then 
used by  the  path  selection algorithm when  com- 
puting paths  for  new  or  rerouted  connections,  thus 
closing the information  loop. 

The  bandwidth  resource  allocation  is  checked  to 
ensure  that  the  equivalent  capacity  requested  by 
the  connection  can  be  accommodated.  Each link 
in the NBBS network  has a  fraction of its  capacity 
that  can  be  used  for  reserved  bandwidth  connec- 
tions.  This  fraction,  normally  about 85 percent,  is 
called the  reservable  capacity of the link. When  a 
new  connection  requests  resources,  or  when  an  ex- 
isting  connection  requests  increased  or  decreased 
resources,  the  transit  connection  manager  checks 
the  current allocation  against the  reservable  capac- 

ity  and  determines  whether  or  not  the  connection 
can  be  accepted. 

When  the  transit  connection  manager  determines 
the  acceptability of a  connection, it uses  both  the 
equivalent  capacity  and  some  statistical  descrip- 
tors of the traffic-the mean  bit  rate  and  the  stan- 
dard  deviation.  The  latter  are  used  as  part of a 
Gaussian  approximation of the  bandwidth  neces- 
sary  when  there  are a  large  number of sources mul- 
tiplexed on a link. This  approximation  accounts  for 
the  statistical  multiplexing  effect of having many 
connections  and  is  sometimes less than  the  equiv- 
alent  capacity.  The  bandwidth  reserved  on  the 
trunk  is  the smaller of the  sum of equivalent  ca- 
pacities  and  a  combination of the statistical  descrip- 
tors  for all the  connections. 

If labels are available, each  transit  connection  man- 
ager  communicates  its  label  to  its  upstream neigh- 
bor  (upstream  to  the  direction of data flow). If la- 
bels  and  bandwidth  can  be  allocated,  the  transit 
connection  managers  accept  the  connection  and 
respond  to  the originating  connection  agent. If la- 
bels  cannot  be  allocated,  or if the  current  band- 
width  allocation on  the link  plus the  requirements 
of the  new  connection  exceed  the  reservable  ca- 
pacity of the link, then  the  transit  connection  man- 
ager  rejects  the  new  connection. If the  new  con- 
nection  has sufficiently high priority,  and if, for 
example,  the  bandwidth  required  by  the  connec- 
tion  would cause  the  reservable  capacity of the link 
to  be  exceeded,  then  the  transit  connection  man- 
ager can  preempt lower  priority  connections on be- 
half of the new  connection.  In  this  case,  the  new 
connection will be accepted  and  the  lower  priority 
connections  may  be  rerouted.  It is possible  that 
the  lower  priority  connections  may  be  dropped if 
no  bandwidth is available in the  network,  but  our 
simulations show  that  this  would  be a very  rare oc- 
currence. 

In  addition,  the  transit  connection  manager  causes 
the  connection  to  be  associated  with  the  correct 
delay  priority  queue  and  may  perform  internal 
functions  to  associate  the  connection  with  inter- 
nal  switching  fabric  paths. 

The  destination  connection  agent  also  processes 
the  connection  setup  messages  and  decides  to  ac- 
cept  or  reject  the  new  connection.  In  addition,  the 
connection  setup  messages  carry  directory infor- 
mation  and  may  carry  protocol  agent information. 
The  directory information  is the result of a directed 
implicit quely and  verifies  that the  target  resource 
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is still at  that  network  address.  The  protocol agent 
information in the flow provides  a  means  for  com- 
munication  between  protocol  agents  to be piggy- 
backed  on  the  connection  setup,  thereby  reducing 
the time that  the  setup  process  takes. 

After all the  replies  from  the  transit  connection 
managers  and  the  destination  connection  agents  ar- 
rive at  the origin connection  agent,  the  network 
connection  setup  is  almost  complete, if all the  re- 
plies are  positive.  At  this  point,  the originating con- 
nection  agent  passes  responsibility  for  the return 
path to  the  destination  connection agent. From 
now  on,  the  destination  connection  agent  manages 
the  services  for  the  return  path, including  band- 
width  adjustment  and  path  switching. 

Assuming that  the  labels  and all the  requested 
bandwidth  were  allocated,  the  connection  agents 
(originator  for the  forward  path  and  destination  for 
the  return  path)  set  up  the  leaky  buckets  for  the 
connection,  one in each  direction. The  leaky  buck- 
ets monitor  the traffic coming in on  the  connection 
and  ensure  that  the  source  or  target  resources  do 
not  exceed  the  allocation  to  which  the  transit  con- 
nection  managers of the  paths  have  agreed. 

Now  the  network  connection  enters  the  produc- 
tive  phase of its life. In  this  phase,  there  is little 
involvement of the NBBS control  point. As far  as 
the  data  path  is  concerned,  the  data  from  the  source 
or target are placed in ATM cells  or in NBBS pack- 
ets  and  sent  through  the  network using the  trans- 
fer  mode  selected for the  connection.  The  pack- 
etization  and switching are  done in hardware, so 
the  delays  introduced  by  these  functions  are min- 
imal. However,  there  are  two  situations in which 
the  network  control  functions  become involved 
again: one  is  when  the traffic characteristics of the 
connection  change  and  the  bandwidth  needs  to be 
adjusted;  the  other is when  there  is a  failure in the 
network or the  connection is preempted by a higher 
priority  connection. 

As pointed out  earlier,  the  bandwidth of a connec- 
tion may  not  stay  the  same  during  the time that  the 
connection  exists.  Further,  the traffic character- 
istics of a source  may  not  be well  known  and  may 
be difficult to estimate.  In  those  cases, NBBS can 
supply  an  estimation  and  adaptation  function.  This 
function  uses  the  leaky  bucket  not  only  as a  po- 
licing device,  but  also as a  measurement  device  to 
determine  the traffic characteristics  presented to 
the  network  over time. The  leaky  bucket  measures, 
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in real  time, some of the  characteristics of the  traf- 
fic stream being  carried by the NBBS connection. 
It defines  a  region in which  the  source  can  be  said 
to  be conforming to  the  agreement implicit in the 
initial bandwidth  allocation. If the traffic measure- 
ments  show  that  the  source  has left the region of 
conformance,  then  the  bandwidth is automatically 
renegotiated  by  the  connection agent  through  a 
process like the  connection  setup  process.  The 
bandwidth  allocation can  be  negotiated  either  up 
or down,  and the renegotiation  can  take  place  many 
times  during  the life of a  connection. If the  band- 
width  cannot  be  increased  for  some  reason  and  the 
connection  requires  it,  then  the  path  may  be  re- 
routed  by  the  connection agent if bandwidth is 
available  elsewhere in the  network.  The possibil- 
ity  exists  that  bandwidth  may  not  be available  any- 
where in the  network,  causing  the  bandwidth  in- 
crease  request  to fail;  however,  our  simulations 
show  that  with  our algorithms  for  determining 
equivalent  capacity,  this is extremely  unlikely  to 
happen. 

A  connection  can  protect itself against  failures  and 
increase  the availability that it receives  from  the 
NBBS network  by requesting  the  nondisruptive  path 
switch  function. If a  connection  has  its  network 
resources  preempted  by a higher priority  connec- 
tion,  or if a  failure occurs in the  network  that af- 
fects  the  connection,  the  connection  agent is no- 
tified, by  the  transit  connection manager in the first 
case  and  through  the topology database in the sec- 
ond.  When  that  occurs, the connection  agent works 
with the  path selection algorithm to find a  new  path 
for  the  connection,  then  sets it up in cooperation 
with the  transit  connection  managers  and  the  other 
connection  agent. 

Finally, as a  result of signaling (for SVcs), or  at a 
predefined  time or  upon a  predefined event (for 
PVCS), the  connection will be taken  down.  The  dis- 
connect  process is very much the  same  as  the  setup 
process.  When  the  disconnect  message  arrives  at 
the  transit  connection  managers  and  the  opposite 
connection  agent,  the  network  resources  that  were 
allocated are released  for  the  use of other  connec- 
tions. 

Summary 

In  this  paper, we  have  introduced  the NBBS archi- 
tecture.  We  discussed  the  need  for  a  change in 
the  networking paradigm because of the  recent 
changes in communications  technology.  We  dis- 
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cussed  the motivation for building a new architec- 
ture and some of the  factors  that helped to  shape 
it. We also discussed  the  value of the  functions of 
the  architecture  to IBM’s networking customers. 
We gave an  overview of the  structure of the  ar- 
chitecture and of its major pieces. Finally, we used 
scenarios to show how some of the pieces fit to- 
gether to provide  the  services  that  an integrated 
services high-speed network  has  to deliver. 

The  subsequent  papers in this  issue provide more 
information on the functions and characteristics of 
the  architecture. 

*Trademark  or registered trademark of International  Business 
Machines  Corporation. 
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