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This  paper  describes  how  Networking  BroadBand 
Services  (NBBS)  provides  multiple  protocol sup- 
port  over  emerging  high-bandwidth  networks.  It 
describes the problems  associated  with  handling 
these  multiple  protocols  that  are  seen  now  more 
than ever  in the emerging  asynchronous  transfer 
mode  (ATM)  infrastructure. The paper  addresses 
the  access  services of  NBBS  and  how the NBBS 
transport  functions  are  used to provide  these 
access  services.  A  detailed  example  of  one  access 
service  component  is  given to provide the reader 
with  a  feeling  for  typical  access  services  issues. 
Brief  examples  of  access  services  are  given to 
show  how the concepts  described  are  being  used. 

T he  phenomenal  growth of multivendor, 
multiprotocol  enterprise  networks  has given 

rise  to  the difficult problem of finding an  architec- 
ture  to  transport multiple  protocols  over  wide  area 
networks.  This  architecture  must  support  voice, 
data,  and multimedia  applications  (including  those 
with  real-time  transmission  requirements) in an ef- 
ficient  and  integrated  manner  while  taking full ad- 
vantage of the  characteristic  properties of the wide 
area  network.  The  network  must  have flexible 
mechanisms  that  can  handle  the  addressing,  band- 
width,  and  quality-of-service  characteristics  de- 
manded of each  protocol it supports.  For  exam- 
ple,  major  problems such  as  broadcast  storms, 
which  occur  when  too  many  query  messages  are 
generated  and  sent  to all other  nodes in the  net- 
work,  must  be eliminated or  greatly  reduced.2 

The  primary  purpose of a transport  system  from 
the  viewpoint of a  network  service  provider  is  to 

satisfy  the  communications  requirements of users 
such  that the required  quality of service  is  optimally 
matched  with  the underlying  transmission facili- 
ties.  For  example,  some  networks  may  support 
real-time  applications  that  require  tight  bounds on 
packet  delay  and  delay  variation.  Other  networks 
support  applications  that  require reliable  delivery 
but  are  tolerant of delay,  whereas  most  datagram 
networks  support  only  “best-effort”  delivery  and 
can  tolerate  some level of packet  loss,  delay,  du- 
plication, or resequencing. A typical  relationship 
between  applications,  required  quality of service, 
and  access  services  is  summarized in Table 1. 

Access  services  provide  connectivity  to multiple 
types of networking  equipment  using the  protocols 
designed to  meet  the  needs of that  equipment.  For 
example,  a  data  terminal could  use X.25, local area 
network (LAN), or  frame-relay  protocols.  These 
protocols  are designed to  transfer  data  without 
much  concern  for  delay  but  with high concern  for 
data  loss  and  errors. In contrast, a  private  branch 
exchange (PBX) or  video  camera  would  use a  pro- 
tocol  that is delay-sensitive  but  does  not  consider 
minor  bit losses  or  errors  as a  problem.  These  ap- 
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Table 1 Applications,  required  quality of service,  and  access  services 

Application  Required  Quality of Service  Access Services 

Voice (phone circuits) Low delay, low delay variance, bandwidth Support of standard interfaces such  as V.24, 
reservation,  low  and  medium error  rates X.21, ISDN, ATM (voice) 

File transfers Medium-to-high delay,  larger delay  variance, ATM (data), frame  relay, SNA, X.25, 
reserved or nonreserved  bandwidth, low TCP/IP 
error  rates 

Interactive  data terminal Medium-to-low delay, medium-to-high delay ATM (data), frame  relay, SNA, X.25, 
variance, reserved or nonreserved TCP/IP 
bandwidth,  low error  rates 

Video Low delay, low delay variance, bandwidth ISDN-PRI, SONET, DS-3, ATM 
reservation.  low-to-medium error  rates 

Imaging Medium-to-high delay,  larger delay  variance, ATM (data), frame  relay, SNA, TCP/IP 
reserved or nonreserved  bandwidth, low 
error  rates 

plications have conflicting requirements that a high- 
bandwidth, multiprotocol backbone  must  meet. 

Over  the  last  several  years,  a number of technol- 
ogies have evolved to efficiently meet transport  re- 
quirements  for  a  variety of heterogeneous appli- 
cations  such as voice and low-speed data,  video 
and high-speed data, and analog and digital 
sources.  The  advent of higher-speed digital pro- 
cessing technologies as well as the  establishment 
of gigabit-per-second fiber optic communication 
systems  have made it possible to assume  that  a  sin- 
gle wide area  network could meet all of the  vary- 
ing needs of an  enterprise as illustrated in Figure 
1. 3,4 The requirement to support multiple protocols 
over  a common transport  network is thus much 
stronger  today  than it was ten  years ago. 

Historically, several mechanisms have  been used 
with limited success  to  meet  this  requirement, in- 
cluding tunneling, routers, bridging, and  protocol 
interworking: 

An example of the tunneling approach was pro- 
viding X.25 service  over IBM’s Systems  Network 
Architecture (SNA). Since SNA did not  have  any 
mechanisms for access  services  to  support  other 
protocols, it was  necessary to tunnel x.25 pack- 
ets inside the logical unit (Lu) sessions of SNA. 
Although the LU sessions of SNA have proved to 
be  excellent for SNA traffic, it was  not  a  suitable 
choice  for  other  protocol  packets,  where 
throughput and performance  requirements  were 
not well met with the SNA tunneling approach.5 
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Routing and bridging approaches  encapsulate 
data  streams in packets of the  backbone  proto- 
col. Although both  approaches  are elegant, nei- 
ther offers a  standardized way  to guarantee fair- 
ness  between  encapsulated  data  streams in the 
backbone  network. In addition, bridged net- 
works use network-wide broadcasts  to transmit 
network  control  messages  and,  therefore,  can- 
not scale  to  a global level. Although bridgingvar- 
iants, such as smart bridging, can reduce  the flow 
of network  broadcasts,  the scaling problem still 
exists. 
Athird approach, which has  been gaining in pop- 
ularity, is to map  various  protocols to a single 
high-bandwidth transport,  such as asynchronous 
transfer  mode (ATM). This  approach is known as 
protocol interworking. An example of this  ap- 
proach  uses  two frame-relay-ATM interworking 
units in an ATM network,  one at the  entry point 
of the ATM network  and  another at the exit point, 
to  provide  frame-relay  bearer  service  to  a  user. 
In this  approach, variable-length frame-relay 
packets  are segmented into fixed-length ATM 
cells, transported  across  the ATM network as 
short fixed-length cells, and then reassembled 
back  into  variable-length  packets on the  other 
side of the ATM network. 

The ATM technology has  been  developed  to  meet 
the quality-of-service requirements of multiproto- 
col  networks.  However,  business  constraints  do 
not allow users to convert all their systems  and ap- 
plications to ATM overnight,  and, in many  cases, 
the required ATM applications are still being devel- 
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Figure 1 Multiprotocol switched wide area network 
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oped.  Networking  switch equipment that utilizes 
the  access  services  framework  provides  the  sup- 
port  necessary  for  users  to maximize their current 
investments and yet takes advantage of the  services 
of high-speed backbone  networks  such  as ATM, 
with minimum investment. 

This paper outlines  the  approach  that  has been 
taken in Networking  BroadBand  Services  (NBBS), 
which  combines  the  best  aspects of all the previ- 
ously  discussed  methods of service.  Access  ser- 
vices use the NBBS transport  services  to  provide 
transport service for multiple protocols that already 
exist in customer  premise  networks  across wide 
area  networks  such as ATM, without regression in 
terms of performance.  This allows customers  to 
maximize their existing investments and yet  be able 
to  take full advantage of the high-speed network- 
ing backbones for their emerging multimedia ap- 
plications. 
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The remainder of this  paper  focuses  on  access  ser- 
vices and how they  meet  the  requirements of ex- 
isting protocols. We  first  define the  access  services 
and put  them  into  perspective within the  broad- 
band network  structure. We then examine  the  ac- 
cess  services components and explain the functions 
provided by  the protocol agent component and 
how it utilizes the  other  components of the access 
agent. Next,  we look in detail at  the  address  res- 
olution function as an example of a  key  function 
provided by  the  access  services.  The  paper  con- 
cludes with a  short  description of some  protocols 
currently  supported. 

A multiprotocol network solution 

Access  services  are used to provide entry  into  the 
NBBS network.  They combine the  best  features of 
tunneling, routing, bridging, and protocol  inter- 
working transport mechanisms without degrading 
network  performance. 
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Figure 2 Components of a high-bandwidth  transport  network 
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Access service placement and definition. In NBBS, 
components of a  network may be classified into 
three  categories.  The first category is at the  user 
level, where  users  have  workstations and routers 
that  communicate with others  via  a multiplicity of 
network  interfaces and protocols  such as frame  re- 
lay, integrated services digital network  (ISDN),  In- 
ternet Protocol (IP), and ATM. The  second  category 
allows this  set of interfaces  to  access  a  wide  area 
high-speed network,  such as those provided by  a 
specialized common carrier or private  network. 
The  subject of this paper is the  second  category 
as shown in Figure 2. The third category is a  set 
of services provided by the transport network, such 
as bandwidth management, multicast services, 
congestion control, and address resolution. 

Access  services  are  the collection of access  agents 
that allow external  protocols (e.g., frame relay, 
ATM, SNA) to  obtain  transport  services from the 
high-speed NBBS network. 

Access service components. To  better understand 
access  services it  is useful to outline their compo- 
nents. As  stated in the definition above,  access  ser- 
vices  are provided by access  agents. An access 
agent is a  set of distributed  support  functions  that 
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allow a  user to interface  to  the NBBS high-speed 
network using a  “native”  protocol.  The  support 
functions are: aprotocol  agent, a  directory agent, 
and a connection agent. Figure 3 illustrates the  sup- 
port  functions within the  access  agent. 

The  protocol agent is the  entity  that is specific to 
the external protocol and matches the requirements 
of the  external  protocol  to  the NBBS backbone  ser- 
vices.  The  connection agent establishes  network 
connections  across  the NBBS network using the 
connection  parameters provided by  the  protocol 
agent. The  directory agent is the  entity  that  locates 
target access  agents using the  destination  user’s 
address as provided by the  protocol agent. To  en- 
sure  that  each  access  protocol is serviced  accord- 
ing to  its  needs, NBBS combines  the  access agent 
structure with a multiprotocol backbone  structure 
based on the ATM switch. 

Functions performed by access agents. An access 
agent provides  a  variety of functions. It interprets 
external  protocols, taking the  best possible advan- 
tage of the NBBS features  to  establish, maintain, 
and clear  connections  requested by the user. Ac- 
cess  agents also shield end  users from the  intrica- 
cies of backbone  networks like NBBS. Entities  con- 
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Figure 3 Access  agent  decomposition 
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netted via  access  agents  do  not typically  require 
any  special knowledge of functions  available in the 
NBBS network  but still can exploit them using  their 
native  protocol. In addition,  interfaces to  some 
~ ~ ~ s v a l u e - a d d e d  functions are offered through the 
access agent. 

Connection establishment. An access agent may re- 
ceive  a  connection  request  either  from  network 
management  for  a  permanent  virtual  connection 
or  via  protocol signaling for  a  switched  virtual  con- 
nection. The  access agent  is  responsible  for  inter- 
preting  the  connection  request  and triggering the 
NBBS network  to  establish  and maintain  a  connec- 
tion across  the NBBS network  that  meets  the pa- 
rameters of the  connection  request. 

In general,  there  are  four  steps  to  service a  con- 
nection  request. 

1. Find  the  access agent  servicing  the  destination 
user-The protocol  and  directory  agents  work 
together  to  perform  this  function  as explained 
in detail in the  next  subsection of this  paper. 

2. Calculate  the  parameters of the NBBS network 
connection-The protocol  agent  calculates  the 
NBBS network  connection  parameters  from 
those  supplied  by  the  external  protocol in the 
connection  request.  The  protocol  agent  ensures 
that  the  user will have  a  connection  across  the 

NBBS backbone  that  meets  the minimum  band- 
width  and  quality-of-service (QOS) requirements 
specified in the  connection  request. 

3. Determine  the  transfer  mode of the  network 
connection-The protocol  agent  must  also se- 
lect  the  best  transfer  mode  to  service  the  ac- 
cess  protocol  connection  request.  The NBBS ar- 
chitecture  and  implementations to  date  use 
several  different  transfer  modes  for data  trans- 
port. In addition to  the  native ATM transfer 
mode,  where  the  data  are  transported in 53-byte 
cells, NBBS offers  a packet  transfer  mode  and 
a  source-routing  automatic  network  routing 
(ANR) transfer  mode.  For  example,  for ATM traf- 
fic, the  access  agent  would  select  the ATM cell 
transfer  mode.  For  frame relay,  a  variable- 
length  label swap  transfer  mode  would  be  most 
efficient, as label swap switching  is  native to 
frame relay. For Advanced  Peer-to-Peer  Net- 
working* (APPN') or  subarea SNA traffic, a  vari- 
able-length source-routing  mode such  as  the  one 
used in IBM'S high-performance  routing (HPR) 
would be most  desirable,  since HPR natively uti- 
lizes  a  similar  transfer  mode. 

4. Submit  the  connection  request  to  the NBBS 
transport services-The protocol  agent  calls 
upon the NBBS network  connection  services  to 
establish  and  maintain  the  network  connection 
across  the NBBS backbone. 
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One problem that  users and network  service  pro- 
viders  face is ensuring fairness  between multiple 
protocols and between different traffic classes.  A 
large batch file sent from one user could delay  or 
block interactive traffic sent from another  user  to 
the  same  destination.  Protocol  agents  take  advan- 
tage of the traffic management capabilities of  NBBS, 
ensuring that  each  connection  gets  a fair share of 
network  resources.  Thus,  users  can  request  vir- 
tual connections  to handle their different classes 
of traffic. For  further information on NBBS network 
traffic management, see Networking BroadBand 
Sewices-Architecture  Tutorial. ' 
For some  protocols, it is necessary for the  proto- 
col agent to adjust the  network  connection  to  com- 
pensate for dynamic changes in connection require- 
ments that must be made in real time. For example, 
a  protocol agent that  supports  compressed  voice, 
continuous bit stream, and data/fax  capability, 
must be able to (1) reserve minimum bandwidth 
when  compressed  voice is in use, and (2) signal the 
backbone  network  to  increase  bandwidth  dynam- 
ically whenever facsimile or modem traffic is de- 
tected. 

In order  to accomplish many of the  tasks described 
above, it is necessary for the originating protocol 
agent to  communicate with other  protocol agents. 
For example, to  ensure  that  a  user  can communi- 
cate with a  destination  user  via  a  voice  circuit, it is 
essential that matching services be  invoked on egress 
access agents. Several mechanisms are available 
for communication between  access  agents  for 
usage as required,  such as  the  Inter-Access Agent 
Communication (IAAC) mechanism.' These mech- 
anisms  use messages sent  between  access  agents 
to signal changes in the  connection  characteristics 
or  status. In addition,  access  agents utilize an in- 
terface with network management to provide  cus- 
tomers with network  statistics,  vital accounting, 
and  other  network management information. 

Access  agents  ensure  that  the  services provided 
by the  backbone  network meet the  contractual 
agreements required by the  end terminal equip- 
ment, including quality-of-service parameters,  de- 
lay  requirements, and guarantee of bandwidth. In 
the  case of some  protocols  such as frame  relay and 
ATM, the  protocol agent can  provide  value-added 
services,  since it can  take  advantage of some  func- 
tions  provided  by  the NBBS network  that  are  not 
available in other networks. A few examples of val- 
ue-added  services would include NBBS adaptive 

bandwidth, equivalent capacity, and nondisruptive 
path switching.' Thevalue Of NBBS adaptive  band- 
width is exposed to frame-relay  users in the fol- 
lowing manner: 

The  frame-relay  protocol agent allows the  user  to 
specify connection  request  bandwidth  require- 
ments in terms of minimum and maximum values. 
This  feature gives the  user  the  luxury of not hav- 
ing to  determine  busy-hour  characteristics and yet 
being able to design a  network  that  meets  the  bud- 
get constraints of his or her organization. The  pro- 
tocol agent can  set  up  the  connection  to  meet  the 
user  requirements  and  ensure  that  the NBBS net- 
work  connection  adapts  to  the  rate of traffic  re- 
ceived within defined limits. 

We have already given one example of value added 
in the  context of connection  request  parameters. 
However,  value  added is not limited to connection 
establishment. After a  connection  across  the NBBS 
network is established,  the  protocol agent can al- 
low users  to increase  or  decrease  the bandwidth 
reservation for the connection across  the NBBS net- 
work.  A  request for such  a  change is triggered by 
the  protocol agent requesting more bandwidth in 
response  to  a  change in requirements,  such as the 
user wanting to  send  a f a x  in the middle of a tele- 
phone conversation  when  voice compression is be- 
ing utilized to minimize costs.  A  feature of the  pro- 
tocol agent services for voice  is modem signal 
detection, which triggers bandwidth  increase  re- 
quests from NBBS to  support facsimile transmis- 
sion requirements. 

Directory services and address resolution. Access 
services  use  external  addresses  (such as an E.164 
address or an SNA name)  to  locate  the called num- 
ber or  target  node.  This function is NBBS directory 
sewices (DS), a  set of distributed services designed 
for locating destination  users and for obtaining the 
characteristics  associated with attaching  devices 
or terminak6 For  example, DS may determine  a 
user's ability to  sustain  reserved  or  nonreserved 
network  connections.  Locating  a  user  means  de- 
termining the  network  addresses of the  access 
agent representing  the  user and through which the 
user  can be reached.  Directory  services provide 
real-time address resolution service for high-speed, 
general-topology backbone  networks,  such as ATM 
networks. 

A  key  directory  service design objective is to min- 
imize the  overhead related to  the transmission and 
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processing of network  control  messages  for  locat- 
ing  users. If the  backbone  network  supports point- 
to-multipoint  protocols, the  directory  service al- 
gorithms  should  take  advantage of such  services 
to  “scope”  search  requests  by  broadcasting  loca- 
tion requests  to  the  smallest  possible  number of 
nodes.  The  scoping could be based on matching 
protocol  type,  address prefix  matching, or a  num- 
ber of other  schemes. With  interworking  services 
being defined in various  forums  such  as  the ATM 
Forum  and  the  Frame Relay Forum,  the  scoping 
of searches  based on protocol  type  may  not always 
be possible.  Scoping may  need  to  be  based on ad- 
dress prefix  type, where  the  address prefix  is  part 
of the called address  or  telephone  number.  For  ex- 
ample, in North  America  an  address prefix  could 
be 01-919, consisting of the  North  America  code 
(01) concatenated  with  an  area  code (919). This 
scheme  would allow  an access agent to find a user 
normally  associated  with  a  different  protocol. 
Therefore,  one  can  achieve protocol  independence 
with  regard to  directory  searches.  This  means,  for 
example,  that  frame-relay  access  agents  could find 
partners  that  are  frame  relay  or ATM attached. 

The  term  address  resolution  means  the ability to 
find the physical  location or  network  address of a 
user  or  resource in the  network  based on the  user’s 
address (in  this  case  the user’s ATM address  as  de- 
fined by  the ATM Forum UNI [user-to-network 
interface] 3.1 ’). NBBS support  for  the  address  res- 
olution of ATM addresses satisfies three  require- 
ments. The first is  support of user mobility and mul- 
tihomed  networks  (an  address  connecting  to  two 
or more  points in a  network; ATM addresses  can- 
not be tightly  bound to  the physical  topology of 
the NBBS network).  The  second is address  reso- 
lution efficiency in terms of time  and network  re- 
sources.  The  third is that  the  method  must  scale 
to large networks. 

It  is  important  to  note  that  the  address  resolution 
method  uses a  combination of two NBBS base  ser- 
vices.  This  ability  to  combine  two or more  base 
NBBS services  to  create a  new  service  is  an  impor- 
tant  feature of the NBBS architecture.  It  creates a 
powerful and flexible environment  for designing the 
support of access  services. To illustrate  this  point, 
the NBBS method  for  address  resolution  is  de- 
scribed  next in detail. 

Address  resolution  overview. In  order  to  under- 
stand  the  address resolution  method  selected,  a  re- 
view of three major ways  for resolving addresses 
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follows  (a  more  thorough  analysis can  be  found in 
Reference 2). The  broadcast  query  approach  to 
perform address resolution  is  the first method.  This 
method  requires  the  source  station  to  broadcast  a 

The address resolution  method 
uses a combination of two 

NBBS base services. 

query  to  every  station in the  network.  The  query 
contains  the  user’s  address of the  target. If the  tar- 
get  station  receives  the  query, it sends a  reply  back 
to  the  source.  This  reply  contains  the information 
necessary  to  establish  network  connectivity  be- 
tween  the  source  and  target. A good  example  is 
the IP ARP (address  resolution  protocol8) on LANs. 

The  second  approach  requires  the  resource  address 
to have  two  parts: (1) a prefix that  contains, in Open 
Systems  Interconnection (OSI) terms,  a  routing 
hierarchy,  and (2) a  host-specific  portion. (The  ad- 
dresses  adopted  by  the ATM Forum follow these 
rules.) The  routing  hierarchy in the  address prefix 
is used  to define the  topographic  location of the 
resource in the  network.y  The E.164 international 
telephone  numbering  plan  provides  a  good illus- 
tration of this  approach.  For  example,  based on 
the E.164 numbering  plan in North  America,  the 
telephone  number “1 919 543 5221” has  the fol- 
lowing topographic significance: “1” specifies 
North  America  (Canada  and  the  United  States), 
“919” specifies the  area in North  America  (East- 
ern  North  Carolina),  and “543” specifies  an  ex- 
change  within Eastern  North Carolina  (Research 
Triangle  Park). 

Because  the  address reflects  the  network  topology, 
the  location of resources in a  large area of the  net- 
work  can  be  summarized  by using the small ad- 
dress prefix  that is common  to all of the  resources 
of the  area.  Based  on  the E.164 example  above, 
calls  between  the  United  States  and  France  can 
be routed  using  only  the  country  code. (Of course, 
this  case is the  simplest.  Usually  other policy con- 
cerns  are involved in call routing.) This  ability to 
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summarize  location  information is a  powerful way 
to control  network-control  overhead, i.e., routing 
table  size  and  distribution of routing update infor- 
mation. 

The third  method  for  resolving  an  address is the 
creation of a  hierarchy of distributed  directories, 
for  example,  the IP Domain Name  System  or  the 
International  Organization  for  Standardization 
(ISO) X.500 directory.  In  a  general  environment, 
these  distributed  directories  resolve  source  station 
address  queries  by using  hop-by-hop  hierarchical 
search  protocols.  Since  the  external  network  ad- 
dresses  may  incorporate  only  very  few  hierarchi- 
cal  layers  (typically  only  two:  network  and  station 
identifier), address resolution  procedures  would in 
very  many  cases  have  to  be navigated  through the 
first, second,  or third  level of the gigantic  world- 
wide  directory  tree. 

Scoped  query  rationale and structure. Although 
all of the  address resolution approaches  described 
above  are  extremely useful, none  was  able  to  meet 
all of our initial objectives  for  fast  address  reso- 
lution,  user  mobility,  and  ability to scale  to large 
networks. The  broadcast  query  approach is fast  but 
does  not  scale. l1 The  routing  hierarchy  is  fast  and 
scales,  but in order  to control  network  control  over- 
head it restricts  user  mobility, e.g., when a person 
moves  to  another  location his or  her  telephone 
number  usually  must  change.  The  distributed di- 
rectory  technology  as it exists  today  scales  and al- 
lows  user mobility,  but  based on  the  hop-by-hop 
search  protocols  discussed  earlier, it does  not of- 
fer the  subsecond  response times  required  for high- 
speed  interconnection  (for  example,  see  Reference 
12). 

To solve  our  problem  we  decided  not  to  view  the 
three  approaches  described  above as discrete  func- 
tions  but as  three  points on a  continuum of address 
resolution  methodology. From  this  perspective, 
other  options  or  approaches  are possible.  Using 
this line of reasoning,  we  were  able  to  meet  our 
initial requirements  by  creating a  hybrid address 
resolution  method, the  scoped  query,  which incor- 
porates  positive  elements  from  the  three  ap- 
proaches. A brief description of the  important fea- 
tures of the  scoped  query follows. 

To meet  our  objectives  for  user  mobility  we  de- 
cided  to  use  the  query  mechanism.  The  question 
was how to  keep  the  search  fast  without  over- 
whelming the  network.  To  control  the  search,  the 

scoped  query  capitalizes on the  routing  hierarchy 
contained in the ATM address prefixes. These ad- 
dress prefixes are  used  to  form  groups of AAS sup- 
porting resources  with a  common  address prefix. 
These  groups of AAS, which  are  not  required  to 
have  topological  proximity, are called directory 
groups  and  have  hardware multicast  connectivity 
or  “trees”  between  the  group  members. A network 
function  exists so that given  a  target  resource, the 
multicast tree  associated  with  the  appropriate di- 
rectory  group  can  be  obtained.  Once  obtained,  the 
multicast tree  is  used  to  send  queries  to  the mem- 
bers of the  directory  group  supporting  the  address 
prefix of the  target  resource.  This ability to  con- 
trol the  distribution of query  is  the origin of the 
name  “scoped  query.”  In  addition,  the level of 
scoping is defined on a network  basis  and is flex- 
ible to  the  degree  that  the  address allows  it, Le., 
E.164 addresses  are aligned on nibble  boundaries, 
whereas  the ATM private  address (NSAP, or  network 
service  access  point,  form)  can  be aligned on bit 
boundaries. 

The  scoped  query  as outlined above  meets  our 
three initial requirements.  First,  the  use of hard- 
ware-assisted  multicast  allows  fast  distribution of 
queries,  avoiding the  hop-by-hop  traversal of a 
name  server  hierarchy.  Second,  the  query  is  not 
broadcast  to  every  node in the  network  but is mul- 
ticast  only to  the  directory  group  supporting  the 
relevant  address prefix. This  method  minimizes 
network  control  overhead  and  therefore  allows  the 
approach  to  scale  to large  networks.  Third,  the  di- 
rectory  function is separated  from  the  network  to- 
pology. This  separation  permits  user mobility with- 
out invoking substantial  network  control  overhead. 

In  terms of implementation,  the  scoped  query  is 
built on  top of NBBS services  and  functions  already 
available. Set  manager (SM) is  used  to  control  the 
membership of a directory  group  and  to  form  and 
maintain  multicast  connectivity  between  group 
members;  directory  services  (through  the  directory 
agent)  are  used  to  send  and  receive  the  query;  and 
the remote-access-to-tree-transfer mode,  an NBBS 
function  implemented in hardware, is used to  trans- 
mit the  query  to  the  directory  group.6  This  last 
function  allows all members of the  group  to  receive 
the  query  at  approximately  the  same time. 

Scoped  query  example. The  scoped  query function 
has  two  basic  parts.  First,  each  access agent  is sys- 
tem-defined  with the  resource  address prefixes it 
supports  (this  must  be  done  as  part of the ATM Fo- 
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Figure 4 Multicast groups formed of directory agents serving the same address prefixes 
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rum UNI 3.1 ' address  registration  procedure).  The 
directory  agent of the  access  agent  then  uses NBBS 
set  management  to  join  the  group(s) of directory 
agents  associated  with  each  address prefix it sup- 
ports.  The  set  manager  uses a  network-defined 
function to  be  sure  that all directory  agents (DA) 
are  placed in the  appropriate  directory  group,  thus 
ensuring  that all resource  addresses  are  reachable. 
The SM makes  sure  that  the  directory  group  is reg- 
istered  with  the  registrar of the  network,  the  cen- 
tralized  set  database  function of set  management. 
Finally, as  part of the  set  manager  function  pro- 
cess, each of the  directory  agents in the  directory 
group  for a  given  prefix is placed on a  multicast 
tree.  As  mentioned  earlier,  this  tree will be used 
later  for  the  scoped  queries. 

In Figure  4,  directory  groups  for  the DAs support- 
ing the prefixes 726 and 725 have  been  formed.  It 
is important to  note  that in this figure the  groups 
have  been topologically  segregated  for ease of 
graphic  depiction.  One of the  access  agents (AA) 
supporting 725 could have  been  located  between 
the  two AAS supporting  the 726 area. 

The  second  part of the  scoped  query  involves  the 
actual  address  resolution  process.  As  an  example, 
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how  the  scoped  query  works in support of an ATM 
S V ~  (switched  virtual  circuit)  setup  procedure is 
presented.  First, a user  initiates  the  setup of a vir- 
tual  channel  connection (vcc) to  another  user  by 
sending  a Q.2931 SETUP message to its  networkin- 
terface,  an NBBS ATM AA. The SETUP message  con- 
tains  the  called  party  (or  target)  address,  which in 
this  case is 725-4564. The DA checks  its local di- 
rectory  and  is  unable  to find the  target  address.  The 
DA goes  to  its local SM in order  to  obtain  the mul- 
ticast tree of the  directory  group  supporting  the  tar- 
get  address.  The  set  manager  has  either  cached  the 
tree  (keyed off the  address of the  target)  or it must 
consult  the  registrar  to  obtain  the  tree  associated 
with  the  directory  group  serving  the  target  address. 

The  tree  is  returned  to  the DA, which in turn  sends 
an  undirected  query  that  travels  point  to  point 
through  the  network until it reaches  the  multicast 
tree of the  directory  group.  At  this  point,  the  query 
becomes a  multicast  query  sent  to  each  member 
of the  directory  group.  Again, it is  important to note 
that  only  the DAS that  have  registered  for  this group 
receive  the  search. As part of the  query  procedure, 
the  path  back  to  the originating DA (DA serving  the 
initiating user)  source is collected in the  header of 
the  query.  This  path  allows  the  destination DA (DA 
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Figure 5 A query is sent to the  directory  group  serving  the 725 address  prefix 
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serving  the  target  resource) to reply  to  the  query 
request using  a  point-to-point flow. The  reply  ter- 
minates  the  query  operation,  returning  the infor- 
mation  necessary  to  set  up  the VCC across  the NBBS 
network.  See  Figure 5.  

Examples of access  agents 

The  relevance of an  architecture is best  demon- 
strated  by  showing  its applicability to a  repre- 
sentative  sample of real-world  scenarios. Exam- 
ples of possible access  agents  for  various  protocols 
include  real-timevoice, ISDN, ATM (permanent  vir- 
tual circuit, or PVC, switchedvirtual  circuit,  or SVC, 
and  multicast),  frame  relay (PVC, SVC, multicast), 
high-level data link control (HDLC), x.25, LAN 
Bridging, Fibre-Channel  Standard,  switched mul- 
timegabit data  service (SMDS), IP, and  Resource 
Reservation  Protocol (RSW). In this  paper,  we limit 
our  illustrations  to ATM, frame  relay  (with  the 
unique  application of frame rehy-ATM interwork- 
ing), and Voice-PBX. It  should  be  noted  that  these 
examples  are  for illustrative  purposes  only,  and  al- 
though the  principles  outlined in this  paper  can  be 
extended  to  any layer-2 or  layer-3  protocol, not all 
may  be  actually implemented in any given  prod- 
uct. 

Access  services  essentially  terminate  the signal- 
ing protocol  with  subsequent  data  transport being 
performed  at  the  physical  layer. 

ATM access agent. ATM has  been defined by  many 
as  the  base  technology  for  the  next  generation of 
global  communications.  It  is  well  suited  for high- 
speed  networking and  the  transport of a  wide  range 
of different traffic types,  including  voice, data,  and 
video. 

The NBBS ATM access agent  provides  a fully stan- 
dards-compliant (Le., conforming to  International 
Telecommunication  Union-Telecommunications, 

ATM user-to-network  interface (UNI), providing the 
network  side of the  interface  for  user  access  to  the 
NBBS network, as well as  the user  side  when  the 
NBBS network  is  attached  to  other ATM bearer  ser- 
vices. Both  permanent  and  switchedvirtual  circuits 
(PVC and SVC) are  supported. 

or ITU-T Q.2931-199413 and ATM Forum UNI 3.17) 

Although the ATM standards  concentrate  on  the 
physical, ATM, and ATM adaptation  layer  interfaces 
between  the  user  and  network,  the  standards  do 
not  address  many difficult networking  issues.  It is 
here  where NBBS excels, offering a  total  network- 
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ing solution  for ATM, with  a  suite of required  net- 
working  services,  including efficient bandwidth 
management,  congestion  control,  multicast  ser- 
vices,  nondisruptive fault recovery,  and  network 
management.  The ATM access agent takes full ad- 
vantage of these  services  as it provides  seamless 
access  between  the  user  and  network,  guarantee- 
ing quality of service  and efficient management of 
multiple traffic classes. 

Though  fully  standards-compliant,  the ATM access 
agent  allows access  tovalue-added  services, which 
enables  users  to  take  advantage of additional NBBS 
capabilities, such  as adaptive  bandwidth  (network 
adjusts  bandwidth  reservation on an  as-needed  ba- 
sis)  and  nonsymmetrical  connections (ATM bidirec- 
tional  connections  may be routed by different paths 
through  the  network). 

Frame-relay access agent. Essentially,  frame  relay 
is  statistical multiplexing over a shared  network. 
It  is  intended  for  use  between  intelligent  endpoints 
and  is implemented over high-quality  transmission 
facilities that  connect  programmable  switches  or 
nodes. Its principal  usage  is LAN interconnection 
over  wide  areas.  However, usage is  expanding  to 
include  interconnection of routers  and  network 
subareas.  Frame  relay  is  also  seen  by  industry ex- 
perts  as  the leading “feed”  technology  to ATM 
broadband  networks. 

Conceptually,  a  frame-relay  virtual  connection  is 
comprised of bandwidth  allocated on a  path 
through  the  frame-relay  network  from  one  user  to 
another.  Each  node in the  path  has a  table  entry 
that  maps  the  address of the  frame coming  into the 
node  to  the  frame  address going out of the  node 
toward the  next node in the  path. As a  frame  makes 
its  way  through  the  path,  its  address is replaced, 
or  at  each  node until it reaches  the 
destination  user.  Frames traveling in the  opposite 
direction do  the  address  swapping in reverse. 

The  frame-relay specifications define the  formats 
and  procedures  at  the  interface  between  the  user 
and  the  network. 14,” How  the  frame-relay  service 
is supported  across  the  network  backbone is up to 
each individual network  service  provider.  In NBBS, 
the  frame-relay  access  agents utilize NBBS services 
to  support  standards-compliant,  switched,  and  per- 
manent  virtual  connections  at  both  the  user  and 
the  network  sides of the  interface. “J’ 

When  a  frame-relay  access  agent  establishes  a 
frame-relay virtual connection  across  an NBBS net- 
work,  many NBBS services  are utilized to  create 
and  support  the  connection.  Directory  services 
functions  are  used  to  locate  the  destination  user 
of the  virtual connection.  Once the destination  user 
is  found,  the  frame-relay  access agent uses  the  net- 
work  connection  and  congestion  control  services 
Of NBBS to  reserve  and regulate the  virtual  connec- 
tion. The originating  and  destination  frame-relay 
access  agents  may  also signal  between  themselves 
to negotiate  various  connection  options  and to clear 
the  connection  across  the NBBS network  when  the 
users  have  completed  their  data  exchange. 

The NBBS frame-relay  access  agent  provides sev- 
eral  enhancements  over  and  above  standard  frame- 
relay  service,  includingbandwidth  adaptation,  non- 
disruptive  path  switch,  rate-based  congestion con- 
trol,  and  integrated frame-relay-to-ATM intenvork- 
ing: 

When  requested,  the  frame-relay  access agent es- 
tablishes  a  virtual  connection  that  takes  advantage 
of the NBBS bandwidth  adaptation  feature.  The 
bandwidth of the  virtual  connection  increases  and 
decreases  according  to  the offered traffic load 
within  limits  provided by  the  user. 

The  frame-relay  access agent enables  the NBBS 
nondisruptive  path  switch  feature  to  ensure  virtual 
connection  reliability. 

The NBBS congestion  control  services  used  by a 
frame-relay  access  agent avoid network  conges- 
tion by triggering  frame-relay  congestion  control 
procedures  at  the  periphery of the NBBS network 
based on the  rate of the  user’s offered traffic. 

To support  the  move  to ATM technology,  the NBBS 
frame-relay  access agent  provides  an  integrated 
frame-relay-to-ATM intenvorking  function  that  al- 
lows  the  interconnection of existing  frame-relay 
equipment to NBBS ATM products.  The frame-relay- 
to-ATM intenvorking  function  converts  the  frame- 
relay  packets  to ATM cells  that  can  then  be  sent  as 
though  they  were  generated  by ATM access  agents 
for  communication  to  other ATM users. 

Voice and PBX access agent. The  voice  and PBX ac- 
cess  agent  has  the  special  features  that  were  men- 
tioned in the  other  two  examples,  as well as  some 
others.  For  example,  as  mentioned  earlier,  the  ac- 
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cess  agent  exploits  the  fact  that NBBS has  the  ca- 
pability of dynamically  increasing or decreasing 
bandwidth  reservations.  Since  voice  support in 
NBBs-supported products  includes  the  use of 
“voice  servers” (which  provide  voice-related  func- 
tions  such  as  compression,  silence removal, and 
echo  cancellation),  the  access  agent  allows  close 
coupling  and  integration of these  voice  server func- 
tions  with  those of NBBS. For example,  the in-band 
signaling capability of the  access  agents allows the 
connection to  be  set  up  across  the  backbone  with 
the  assurance  that  the  matching  features  are  prop- 
erly  invoked  at  both  ends. If a  certain  type of voice 
compression  is  used  at  one  end,  the  correspond- 
ing piece  is  properly  invoked  at  the  far  end.  The 
access  agent  also  has  the  ability  to  reduce  the  band- 
width  reservation  whenever a PBX customer hangs 
up  the  telephone  or  when  any  type of voice com- 
pression  is  invoked by  the  voice  server. 

For isochronous  interfaces (i.e., where  the  source 
and  destination  equipment  require  clock  synchro- 
nization),  packet-switching  broadband  networks 
must  compensate  for  the  delay  jitter of packet 
transmission  through  them,  and they  must limit the 
packetization  delay  for  voice  and  video  transmis- 
sion.  Access  services  ensure  that  end-to-end  de- 
lay  requirements  are  met  and  communicate  enough 
information to  the  destination  access agent to  size 
playout  buffers. They  may  also  provide  enough in- 
formation  to  the  destination  to  ensure  invocation 
of various  compatible  support  modules  such  as 
echo  cancellation,  compression,  and  A-lawlp-law 
conversion  for  voice  transmission. NBBS architec- 
ture  provides  an in-band  mechanism  for  access 
agents  to  communicate  with  one  another  for  this 
purpose. 

Summary 

In  this  paper we  discuss how  an  access  agent  model 
provides  a  robust  structure  for enabling the  back- 
bone NBBS network  to deal  effectively  with  a  large 
number of diverse  access  protocols,  to allow high 
throughput  across  the  wide  area  backbone  and  to 
have  unique  protocol  processing  at  the  access 
agents.  We  have  also  shown how  this  approach 
provides  additional value  to  the  customer  by  ex- 
ploiting the  features of NBBS. Finally,  through  some 
examples of access  agents,  we  have  shown  how 
the  access  agents allow customers  to  use NBBS ser- 
vices  without  absorbing  the  cost of understanding 
the  internal  details of NBBS. 
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