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The NBBS access node

Networking Broadband Services (NBBS) is an
advanced wide-area-networking architecture that
provides a rich set of services to support
emerging applications for which quality of
service and bandwidth reservation are critical, as
well as legacy applications. The advanced
features provided by the NBBS architecture
require that each network node maintain a fully
replicated topology database. As the size of the
network increases, the network control costs at
each network node become prohibitively high.
The NBBS access node is a low-cost end node
that introduces a hierarchical structure to the
NBBS architecture, holding down network control
costs while allowing the network to increase in
size. The access node contains a subset of NBBS
services. ft is restricted to the periphery of the
network and does not perform intermediate-node
switching functions. It provides access to the
NBBS backbone network by negotiating a
relationship with an immediately attached
network node (server network node) to obtain full
NBBS services. In this paper, we discuss the
requirements for the NBBS access node, examine
the relationship between the access node and the
server network node, and provide an overview of
the access node architecture.,

he Networking BroadBand Services (NBBS)

architecture provides a rich set of advanced
networking features to efficiently support emerg-
ing quality-of-service- and bandwidth-critical ap-
plications, as well as legacy applications. These
features include bandwidth management for the ef-
ficient utilization of network resources, guaranteed
quality of service (QOS) to support, for example,
multimedia applications, set management to man-
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age groups of users, nondisruptive path switching
to reroute connections after failures, and connec-
tion preemption to insure that the higher priority
connections receive service when network re-
sources become scarce.

Many of these functions rely on information con-
tained in the topology database. This fully repli-
cated database contains a description of all the net-
work nodes (NNs) and the bandwidth-reservation
and link-utilization state information of the entire
network. As the number of NNs and links in an
NBBS network increases, the network control costs
associated with the utilization and maintenance of
the topology database can become prohibitive. The
costs include the network control traffic used to
maintain replication of the topology database at
each NN, the computational costs of path selection,
and the storage requirements imposed on each NN.

A hierarchical approach is introduced that holds
down the network control costs while allowing the
NBBS network to increase in size. A new type of
node called an access node (AN) is added to the
NBBS architecture to implement this hierarchy. An
AN s a reduced-cost node that contains only a sub-
set of the NBBS services found in an NN. Those ser-

©Copyright 1995 by International Business Machines Corpo-
ration. Copying in printed form for private use is permitted with-
out payment of royalty provided that (1) each reproduction is
done without alteration and (2) the Journal reference and IBM
copyright notice are included on the first page. The title and
abstract, but no other portions, of this paper may be copied or
distributed royalty free without further permission by computer-
based and other information-service systems. Permission to re-
publish any other portion of this paper must be obtained from
the Editor.

IBM SYSTEMS JOURNAL, VOL 34, NO 4, 1995




Figure 1

Example NBBS network with AN-NN links, AN-AN links, and NN-NN links
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vices not resident in the AN are obtained from an
adjacently attached NN called a server network
node (SNN).

Figure 1 shows an example configuration of ANs
in an NBBS network. Here the NBBS backbone con-

IBM SYSTEMS JOURNAL, VOL 34, NO 4, 1995

sists of three NNs, two of which are SNNs. The six
ANsreside at the periphery of the network and are
attached to their respective SNNs. As we see here,
an AN can be attached to more than one NN, via
NBBS trunks, for increased availability and reliabil-
ity. This allows the AN to reestablish network con-
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nections on an alternative path, in the event of a
failure of a link between the AN and an NN. Fur-
thermore, it gives the AN the potential to switch
to another SNN in the event of loss of connectivity
to its current SNN.

AN-to-AN one-hop connectivity is provided for
point-to-point and point-to-multipoint connections.

The access node can be
only the origin
or the destination
of a network connection.

In Figure 1, user A and user H can communicate
over the one-hop link that connects the two adja-
cent ANs. This provides efficient utilization of net-
work resources, avoiding the NBBS backbone net-
work for one-hop AN-to-AN connections when
capacity exists on the AN-AN link.

The AN architecture allows an NBBS network to be-
come significantly larger (an order of magnitude
more nodes) while holding down network control
costs. The AN architecture permits large, geograph-
ically distributed networks by allowing ANs to re-
motely access their respective SNNs. Finally, the
AN architecture permits ANs to attach to the NN
backbone using lower speed links, if desired, in or-
der to reduce network operation costs.

A primary requirement of the AN architecture is
to provide functional transparency to the resources
that are attached to the AN. In NBBS terminology
a resource is an entity that utilizes the NBBS ser-
vices at network end points, thus a user is an in-
stance of a resource. The same access services are
available to users whether they are attached to ANs
or to NNs. The AN transparently provides these ac-
cess services to its users by interacting with its
SNN.

An AN contains a subset of the switching capabil-
ities present in an NN. The AN can be only the or-
igin or the destination of a network connection, and
does not act as an intermediate node. This allows
the hardware and software requirements of an AN
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to be substantially less than those of an NN, and
allows the AN to provide low-cost access to the
NBBS network.

The NBBs architecture is not the first to benefit by
differentiating between end nodes and intermedi-
ate, or switching, nodes. Earlier IBM networking
architectures introduced low-entry networking
(LEN) end nodes (nonintermediate nodes) and Ad-
vanced Peer-to-Peer Networking* (APPN*) end
nodes.’

Like an NBBS AN, an APPN end node depends on
an adjacent node for network services. Once the
network-node-to-server relationship is established,
the APPN end node may request full network ser-
vices. The role of the AN topology database is sim-
ilar to that of the APPN local topology database. In
both cases, each end node maintains topology in-
formation about directly connected links and
nodes. ANs, however, cache remote AN topology
information. The main difference is in the services
that the underlying networks provide. APPN does
not provide QOS guarantees, bandwidth reserva-
tion, or multicast services. It uses broadcasting for
distribution of control information, rather than the
spanning tree approach of NBBs.!

The LEN end node is less capable than either the
APPN end node or the AN. It maintains topology
information about adjacent links and nodes, but can
only establish connections to resources that have
been statically configured at the end node itself.
The capability to request full network services
makes the AN and the APPN end-node architectures
significantly more powerful.

This paper is structured as follows. We begin
with an overview of the NBBS services resident
in an AN and those obtained from an adjacent
NN. Next we explain how an AN obtains services
from an adjacent NN. The NBBS services obtained
by an AN through its SNN are then described: AN
topology services, set management services, path
selection services, and topology services. Finally,
we discuss the costs involved with network con-
trol and show how the AN architecture reduces
these costs.

Service placement

An NBBS NN provides three types of services: ac-
cess services, transport services, and network con-
trol services. Access services* provide multipro-
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Figure 2 ANSs obtain network control services from SNNs
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tocol support across the NBBS backbone network
and maintain the negotiated user traffic rates (by
policing and smoothing the traffic). Transport ser-
vices® provide end-to-end data transport and are
used by the access services to establish user con-
nections. Network control services, comprised of
topology,® set management,® and path selection
services,” are used to manage NBBS network re-
sources.

An AN provides only access services and transport
services and obtains network control services from
its SNN. The AN contains network control functions
that operate in concert with their counterparts in
the SNN, providing full, transparent NBBS network
control services to AN users. Figure 2 illustrates
the AN and corresponding SNN control functions.
Before an AN can obtain network control services,
it must establish a relationship with an adjacent NN.
AN Ctrl,y, in the AN, interacts with AN Ctrlgyy, in
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the SNN, to establish and manage the AN-SNN
relationship.

Although ideally any NN in the network would be
able to act as an SNN, the NBBS architecture does
not require it. For an NN to act as an SNN, enhance-
ments are required to the topology, path selec-
tion, and set management services defined by
the architecture for an NN. An AN must obtain
topology (TOPO) and path selection services from
its SNN. The TOPO,y function on the AN interacts
with TOPOgny On the SNN to provide topology ser-
vices to AN resources. Furthermore, the AN obtains
full set management services (SMS) from its SNN,
although some subset of set management
services may be provided by the AN as a result of
previous interactions with the SNN; for example,
SMS,ny may maintain a cache of set membership
information. The AN control functions provide
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transparent NBBS network control services to AN
resources.

AN control services

In this section we describe the AN control func-
tion that establishes, validates, and terminates the
AN relationship with the SNN. The AN retains re-
sponsibility for determining the server from which
itreceives its network control services. The AN de-
termines whether its current SNN is providing ad-
equate services, or whether it should select another
adjacent NN to be its SNN. A mechanism is also
provided for an AN to notify network management
if it cannot find an SNN.

The architecture supports nodes with different im-
plementations and therefore with different failure
scenarios. The AN control function (AN Ctrl,y) is
a central place within an AN to package complex
error-recovery actions. This permits the control
functions residing in the AN, for example, SMS zx,
to support only relatively simple recovery actions,
avoiding duplication of complex recovery code.

As part of AN initialization, AN Ctrl,y performs
several functions. It locates a potential SNN, es-
tablishes and validates the AN-SNN relationship,
and marks predefined network addresses utilized
by the NBBS network control services. If unsuc-
cessful, it notifies network management that the
AN is isolated.

Establishing an AN-SNN relationship. The first re-
sponsibility of AN Ctrl,y is to find an adjacent NN
that can provide network control services to the
AN and to establish the AN-SNN relationship. As
the AN activates links to adjacent NN, it determines
which of its adjacent NNs are potential servers, i.e.,
NNs with SNN capability.

The AN selects a potential server and sends a re-
quest for network control services. The potential
server determines whether it can support the re-
quest. If it has SNN capability, it checks constraints
supplied by network management for load balanc-
ing and insures that this AN name is unique across
the network. If the potential server replies nega-
tively, the AN selects another potential server
and attempts again to establish the AN-SNN
relationship.

When a potential server replies positively, the AN-
SNN relationship is established. AN Ctrl o then trig-
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gers the establishment of transport connections be-
tween peer network control functions in the AN and
SNN, over the same link that was used to establish
the AN-SNN relationship. These transport connec-
tions are used to communicate network control
messages: path requests and replies, topology in-
formation, and directory query requests and re-
plies. The AN and SNN mark addresses for SMS,
TOPO, AN Ctrl, and path selection (PS) functions
on the link utilized for AN control functions.

Validation of the AN-SNN relationship. NBBS con-
trol functions within an AN use transport connec-
tions to their counterparts in the SNN to obtain net-
work control services. When one of these transport
connections fails, the AN owning the transport con-
nection attempts to reestablish it over the same
link. In parallel, the AN validates that the server
is still providing services to this AN. This is done
by sending the SNN a message requesting network
control services, using any link that connects the
AN to the server. The difference between valida-
tion and establishment of an AN-SNN relationship
lies in the way that the server replies to this request.

When a potential SNN determines that it can pro-
vide services to an AN, it checks whether it is al-
ready doing so. If it is, its positive reply message
includes that additional information. The AN
checks whether the server’s reply validates the re-
lationship. If so, and if the request for network con-
trol services was made on a different link than that
used to establish the initial AN-SNN relationship,
the AN triggers the establishment of transport con-
nections to the server over the new link. The ser-
vices are then available for use.

Terminating the AN-SNN relationship. The AN may
determine that its SNN is no longer able to provide
services, perhaps because of insufficient storage,
and terminate the AN-SNN relationship and select
another potential server. Network management
may also determine that an SNN should no longer
serve an AN or that an AN should terminate its cur-
rent AN-SNN relationship.

If an AN attempts to establish an AN-SNN relation-
ship with all of its potential servers and none agrees
to be its SNN, the AN must notify network man-
agement of the problem. It sends an alert to any
potential SNN, which relays the message to network
management.®
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AN topology

In an NBBS network, each NN maintains a consis-
tent, replicated topology database that contains in-
formation about NNs and the NN-NN links that con-
nect adjacent NNs. In an NBBS network that
contains ANs, the complete topology is defined as
the union of the NN topology, all the AN topology
information, and the AN-AN links. As discussed
carlier, the complete topology is too large to be
stored and maintained in each NN. A key require-
ment of the AN architecture is that ANs are not bur-
dened with NN topology information, and NNs are
not significantly burdened with AN topology infor-
mation. This is accomplished by not including AN
topology information in the NN topology database,
and not requiring each AN or NN to know the com-
plete network topology. In this section the AN to-
pology and the mechanisms that provide AN topol-
ogy exchange are described.

In NBBS, a node maintains ownership of the uni-
directional links that emanate from it to adjacent
nodes.® Unidirectional links are logical links; two
or more unidirectional links may share a common
physical link. For example, in Figure 1, NN3 main-
tains ownership of unidirectional links 101 and 102.
The topology database contains link state and
bandwidth utilization information about SNNI,
SNN2, NN3, and unidirectional links 100, 101, 102,
103, 104, and 105. In contrast, ANs consistently
maintain only their own topology information.

An AN topology is defined as the combined infor-
mation of the node identifier and characteristics for
the ANitself and link state, bandwidth reservation,
and utilization information for AN-NN links between
an AN and its adjacent NNs. An AN owns the AN-NN
unidirectional links that emanate from it to adja-
cent NNs and an NN owns the NN-4AN unidirectional
links that emanate from it to adjacent ANs. How-
ever, the AN topology includes the link state, band-
width reservation, and link utilization information
for NN-AN unidirectional links.

In Figure 1, the topology of AN1 consists of links
1, 31, 2, 32, 3, 33, 4, and 34, plus the NBBS node
identifier of AN1 itself. Links 1, 2, 3, and 4 are
AN-NN unidirectional links and links 31, 32, 33, and
34 are NN-AN unidirectional links. Links 6, 7, 5,
and 8 are AN-AN links. AN1 owns and maintains uni-
directional links 1, 2, 3, 4, 5, and 6. SNN1 owns uni-
directional links 33 and 34; NN3 owns unidirectional
links 31 and 32. The AN topology does not include
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AN-AN links, since AN-AN link information is al-
ways used for one-hop AN-to-AN connections and
is not used by remote ANs.

ANs and NNs discover target AN topologies when
their resources establish network connections with
resources attached to these ANs. In particular,
when a node attempts to locate a target resource
that is attached to an AN (or a set of resources with
one or more members attached to ANs), the AN to-
pology is (or topologies are) provided. Origin and
target AN topologies are used to compute end-to-
end paths.

In order to inform and be informed about topol-
ogy changes that potentially affect existing network
connections, an AN needs a way to communicate
its AN topology state to other nodes and to obtain
topology information about other nodes.

e The AN requests topology monitoring services
from its SNN to receive link state information
about NN-AN unidirectional links in its AN
topology.

¢ The AN receives utilization updates for NN-AN
unidirectional links in its AN topology from the
adjacent NNs owning the NN-AN unidirectional
links.

* The AN requests topology distribution services
from its SNN to forward link state, bandwidth res-
ervation, and utilization information about its
own AN-NN unidirectional links, on the control
point (CP) spanning tree,’ to communicate
changes in its AN topology to other nodes that
have established connections to this AN and to
set leaders’ whose membership contains one or
more resources attached to this AN.

* The AN requests topology monitoring services
from its SNN to allow its connection agent (CA)
to monitor for link failure and for changes in the
target AN topology.

Once a network connection is established to one
or more target resources attached to an AN, the
originating CA monitors not only the unidirectional
links along the path(s), but also the AN topology
of all target resources, to keep abreast of target AN
topology changes. This allows the originating CA
to perform fast nondisruptive path switching
(NDPS), using recent target AN topology informa-
tion, when a target AN link along the path fails. Ad-
ditionally, the target AN supports fast NDPS by op-
tionally sending bandwidth reservation and link
utilization information about its AN topology on the
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CP spanning tree. Receiving the AN-NN bandwidth
reservation and link utilization information allows
the originating CA to provide to path selection ser-
vices the most recent utilization and configuration
information.

The network control messages that contain AN to-
pology are:

» Explicit query reply. If the target resource is at-
tached to an AN, the AN topology is returned to
the node in the explicit query reply.

* Implicit query reply. If the target resource is at-
tached to an AN, the AN topology is returned to
the origin node in the connection setup reply.

* Joinrequest. If aresource attached to an AN joins
an open set, the AN topology is included in the
join request.

« Joinremote resource reply. If the target of a join
remote resource request is a resource attached
to an AN, the AN topology is included in the join
remote resource reply.

¢ Query set information reply. If a set member
sends a query set information request, and one
or more set members are attached to ANs, the
query set information reply includes the topol-
ogy for each attached AN.

e Path selection services. When an AN requests
that a path computation be performed by the path
selection services in the SNN, the AN must include
the source AN topology, and if the target resource
is attached to an AN, the target AN topology must
also be included. An AN may include link state
and utilization information for AN-AN links to al-
low the SNN to consider AN-AN links when com-
puting a one-hop path.

Topology services

In this section we describe the topology distribu-
tion and monitoring services provided by the AN
topology function. TOPOy provides two kinds of
services that parallel the services provided by

1. Distribution of local AN topology to the remote
NNs and ANs

2. Monitoring of links, remote NNs, and AN topol-
ogies for the various functions on the local AN

TOPO 4y interacts with TOPOgyy to accomplish the
above two functions. When AN Ctrl 5 indicates to
TOPO,y that a server relationship has been estab-
lished with a neighboring NN, TOPO,y establishes
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a network connection with TOPOgy to provide the
above services. The following sections discuss
these services in more detail.

Distribution services. Whenever the state of any of
the links that are owned by an AN changes, TOPOan
sends the topology update to TOPOgny and also to
the TOPO,y functions on all the adjacent ANs.
TOPOgxy then reliably broadcasts’ the update on
the CP spanning tree.

TOPO,y also provides the local topology to vari-
ous AN control functions, whenever needed. These
include the connection agent (CA), the directory
agent (DA), and set management services. As de-
scribed earlier, when the CA sends a path compu-
tation request to PSgny, it includes up-to-date lo-
cal AN topology, which it received from TOPO4n.
Similarly, the DA requires up-to-date topology to
respond to a directory query, and SMS,y needs to
include this topology on all join requests that it
sends to SMSgnn-

The local topology provided by TOPOy to the con-
trol functions contains state information about lo-
cal links (e.g., AN-NN unidirectional links) and their
link duals (the corresponding NN-AN unidirectional
links). Clearly, TOPO,y has up-to-date information
about its local links from the link management ser-
vices. As we describe next, TOPO,y gets informa-
tion about the corresponding NN-AN unidirectional
links from its SNN.

Monitoring services. In addition to the distribution
services described above, TOPO,y monitors links
and nodes and remote AN topologies on behalf of
the control functions on the local AN. For exam-
ple, the CA needs to monitor all the links over which
it hasinitiated connections. Similarly, the DA needs
to monitor the network for access agents that uti-
lize the CP spanning tree rather than default dis-
tribution trees® for sending undirected explicit que-
ries. By knowing which type of multicast tree a
given directory group utilizes, a DA can determine
which multicast tree is required to initiate an un-
directed explicit query to locate resources that may
reside within a group of DAs.

Whenever the CA or DA wishes to monitor the to-
pology of a remote AN, it registers interest in the
remote AN topology with the local TOPO,y. The
TOPO,y forwards the monitoring request to TO-
POgnn, Which then monitors the remote AN topol-
ogy. When TOPOgyy receives a topology update
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about which some TOPO 4\ has registered interest,
it forwards the update to the interested TOPO 4y,
which then forwards it to the local CA or DA, as
appropriate. Since the SNN does not store the up-
date (it only forwards it), the size of the topology
at the SNN grows only minimally as the network
size increases.

Updates for links are obtained in a similar man-
ner. TOPO,y registers interest in these links with
TOPOgnn, and whenever the SNN receives an up-
date about these links (over the CP spanning tree),
TOPOgny forwards the update to the interested
TOPO,N.

Set management services

In this section we discuss how set management ser-
vices (SMS)*® are provided to users attached to an
AN. As described earlier, an AN obtains set man-
agement services from its SNN.

Set management services in the server network node.
SMSg\n is responsible for providing the following
services to users attached directly to its node as
well as to users attached to any ANs for which it
is the SNN.

Set join service. A user may ask its set manager
to join an open set or it may be asked to join an
openor closed sct by another user who is already
a set member.

* Add to set service. A set member at the node
where the set leader is located may ask the set
leader to add a remote user to the set.

* Closed set creation service. A user may ask its
set manager to create a closed set, owned by the
requesting user.

* Set leave service. A set member may leave an
open or closed set.

¢ Set member removal service. The owning user
of a closed set may request that a set member
be removed.

* Setdestruction service. The owning user may re-
quest that a closed set be destroyed.

* Query set information service. A user may query
the members and the cardinality of a set.

* Query default distribution tree information ser-

vice. A user may query access information about

the default distribution tree of a set.

When a service request is received from an AN,

SMSgnn performs the necessary protocols on be-
half of the AN. For example, when a user attached
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to an AN wishes to join an open set, the AN sends
SMSgny @ join set request message. This message
identifies the requesting user and the set to be
joined. When SMSgyy receives the join set request
message, it locates the set leader and forwards to
it the join request message. Upon receiving the join
request message, the set leader adds the request-
ing user to its set membership list and sends a join
reply message back to SMSgny. Upon receiving the
join reply, SMSgny adds the new set member to its
local set membership list and informs SMS,y that
the join set request was successful.

Set management services in the access node. Al-
though the SNN performs all of the set management
services, an AN is required to maintain some set
information. SMS 4y maintains a local set member-
ship list containing sets for which its users are
members. It also maintains a local cache of target
sets containing membership and default distribu-
tion tree information.

By maintaining a local set membership list, an AN
can support multicast network connections with-
out interacting with its SNN. By maintaining a cache
of target set information, the AN can obtain this
information without communicating with its
SNN and the SNN does not have to cache this
information.

Path selection services

In this section we discuss how access nodes were
incorporated into the path computation services.’
Aswe described earlier, path computation services
for an AN are provided by an SNN. The SNN, how-
ever, has information about the topology of net-
work nodes only. In order to incorporate the AN
topology of the source and destination, the path
computation algorithm was enhanced.

When an AN needs to determine a path, it sends
a path request message to the PS component in its
SNN. This message contains the destination re-
source(s), the type of path required (e.g., point-
to-point or point-to-multipoint), the QOS parame-
ters, the local AN topology, and possibly the
destination AN topology. PSgyn computes an end-
to-end path or a tree® and returns the computed
pathto the AN. The connection agent uses the path
to send the connection setup messages.

Enhancements to path selection services. The source
or destination of a network connection (or both)
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may be attached to an AN. If so, the path selection
algorithm needs to include the appropriate AN to-
pology (or topologies) in its computation. AN to-
pology information is provided by the connection
agent for the path computation algorithm.

When a path through the NN topology is required,
path computation must be performed at the SNN.
When the network provider uses policy-based rout-
ing, the paths must be computed by the SNN. Even
though a path may exist between two adjacent ANs,
the network policies may prohibit the use of it; for

The access node architecture
reduces the amount
of bandwidth required
in several ways.

example, the link may not meet security needs of
the connection. The cost of maintaining network
topology in the AN for path selection and the ex-
pectation of more powerful processing capability
in the server also argue for path computations to
be performed in the server.

When the connection is between two adjacent ANs
and the network provider does not enforce policy-
based routing constraints, it may be more efficient
for an AN itself to compute the path, rather than
sending a path request to its SNN. If policy-based
routing is not required, when a path computation
is requested the AN checks to see if it is for a con-
nection between two adjacent ANs. If so, and a path
with sufficient bandwidth is available, it is selected
locally. Otherwise, the path computation request
is forwarded to the SNN.

This enhancement of the path computation services
reduces the load on the SNN and results in a faster
response time for path computation requests for
network connections between adjacent ANs.

Network control costs

The network control costs of an NBBS network in-
clude bandwidth utilization for network control
messages, storage requirements for network state
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information, and topology-dependent processing
requirements for path computations. The network
state information, which includes the network con-
figuration as well as the status and capability of dif-
ferent network entities, is stored in the topology
database, maintained at each NBBS NN. Each NN
executes a distributed algorithm that utilizes a log-
ical CP spanning tree to exchange topology, link
state information, and bandwidth reservation and
utilization information. The CP spanning tree, a
multipoint-to-multipoint connection that intercon-
nects all NNs in an NBBS network, is utilized to ef-
ficiently distribute control information.!

The first network control cost of particular con-
cern in a large network is the bandwidth require-
ment for network control messages. Bandwidth is
a costly commodity in wide area networks and
should be used conservatively for network control
traffic. For example, we estimate that in an NBBS
network containing 100 NNs, with each NN support-
ing 5 T1 (1.54 million bits per second) trunks con-
nected to other NNs, the bandwidth utilized on a
given CP spanning tree link just to exchange band-
width reservation and link utilization information
is 1.3 percent of the total trunk bandwidth. A net-
work containing 1000 NNs similarly connected
would require 13 percent of the T1 trunk bandwidth
to exchange bandwidth reservation and link utili-
zation information. Bandwidth reservation and link
utilization information messages are sent by each
NN periodically or when thresholds are crossed by
changes in reserved bandwidth.

The AN architecture reduces the amount of band-
width required to support users attached to an AN
in several ways. First, the bandwidth utilized on
the CP spanning tree links is reduced. AN link state
information is sent via the CP spanning tree in the
same manner as state information for links between
NNs. However, bandwidth reservation and utiliza-
tion messages for AN-to-NN or AN-to-AN links are
not carried on the CP spanning tree. Instead, the
bandwidth reservation and utilization information
on AN-to-NN links is piggybacked onto other con-
trol messages so that it is selectively available, on
a best-effort basis, to ANs with interest in the in-
formation. A second way in which the AN archi-
tecture reduces the bandwidth requirement for con-
trol traffic involves one-hop connections. ANs that
are directly connected to each other can establish
one-hop point-to-point network connections not
routed through the NN backbone, reducing the load
on the links that connect NNs. Finally, the AN ar-
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chitecture permits ANs to be attached to the NN
backbone using lower speed links, thus reducing
network operating costs for NBBS connectivity to
lower capacity, geographically distributed loca-
tions. To that end, the AN architecture reduces the
amount of NN backbone control traffic that is car-
ried on AN-NN and NN-AN links by selectively ob-
taining key services from an SNN. For example,
the NN topology database is maintained at the SNN.
The network control traffic utilized to maintain the
fully replicated NN topology database is not car-
ried on the AN-NN and NN-AN links.

The second network control cost that must be ad-
dressed is the storage capacity of each NN. The size
of the topology database grows linearly as the size
of the network increases (either by the addition of
links, nodes, or subnodes). Since the topology da-
tabase is maintained in each NN, the size of the net-
work can be constrained by the storage capacity
of each NN. The AN architecture allows the AN to-
pology, which is the network information about an
AN and the links that connect it to adjacent NNs,
to be transmitted and stored separately from the
topology database of NNs. Topology information
for a given AN is provided and maintained for each
NN or AN with a network connection to it. The other
NNs and ANs in the network are not required to
store that AN topology information. This signifi-
cantly reduces the memory requirements of ANs
and NNs in the network, thus facilitating a larger
NBBS network size.

The third network control cost to be considered
is the processing requirement on each NN. The
NBBS path selection algorithm, which computes the
source-to-target route of network connections, is
heavily dependent on network topology size and
has stringent performance requirements. The path
selection algorithm is an efficient graph-search al-
gorithm based on a modified version of the Bell-
man-Ford algorithm.® Although this algorithm has
been optimized in the NBBS architecture, its com-
plexity is dependent on the number of nodes and
links in the network. The AN architecture reduces
the processing requirements for path selection by
reducing the size of the network on which the path
selection algorithm operates. That size is propor-
tional to the number of NNs in the network and the
links that connect them. ANs are periphery nodes,
permitted to be origins and destinations of network
connections. If a path computation is requested
that has a source or destination attached to an AN,
that AN topology is provided during the path com-
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putation. Since a network that efficiently uses ANs
may contain an order of magnitude more ANs than
NNs, the computational savings in path selection
can be substantial.

Summary

The NBBS AN architecture is a natural hierarchical
extension to NBBS. The AN architecture permits
large, geographically distributed NBBS networks.
Larger networks are feasible as a result of local-
izing AN topology information at the AN itself, re-
ducing the flow of bandwidth reservation and link
utilization information in the network, and allow-
ing each AN to remotely access its SNN. The AN
contains a subset of the services provided by an
NBBS NN. The additional NBBS services necessary
to provide full, transparent NBBS functionality are
obtained at an adjacent SNN. Such services include
end-to-end bandwidth and quality-of-service guar-
antees, multicast group management, and efficient
bandwidth utilization.
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