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An ATM strategy for IBM
networking systems

Advances in networking technology have created
new opportunities for information presentation.
In turn, new opportunities have created new
demands for bandwidth and services, and the
need for a new kind of networking. In this essay
we explore the kind of networking that is needed,
explain how the asynchronous transfer mode
(ATM) technology answers that need, and
discuss IBM’s strategy for providing networking
services built around ATM technology.

hy is there suddenly such a focus on band-

width demand? What has allowed us to con-
ceive of an information superhighway? In addition
to a hunger for more and more widely dispersed
information, advances in technology have created
new opportunities for the presentation of this in-
formation. Thus, the arrival of multimedia appli-
cations, fiber-optic transmission, and high-speed
electronic switching indicates the urgent need for
a new kind of networking. We believe that asyn-
chronous transfer mode (ATM) technology offers
the best way to meet this need.

Today’s networking environment is characterized
by a diverse mix of topologies, geographic spans,
carrier services, equipment, interfaces, physical
media, and transmission speeds. While many bus-
iness processes and applications were and are well-
served by the networking technologies that sup-
port this environment, new applications and
expanded communications requirements for exist-
ing applications are creating a whole new set of net-
working challenges.

Emerging needs for local area network (LAN) in-
terconnection, image processing, multimedia ser-
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vices, and client/server relationships, to name only
a few examples, stretch the capabilities of today’s
networks in terms of both transmission speed and
gross capacity. Users are becoming increasingly
sophisticated and demanding in their expectations
of computing services, thereby stimulating the de-
velopment of increasingly complex applications
that draw from diverse forms of information,
e.g., voice, video, and data, and hence are termed
“multimedia.” These emerging multimedia appli-
cations will not only serve to entertain their users,
but will also provide the competitive edge that bus-
iness constantly seeks. Taken together, these ob-
servations suggest that the networking demands
of the near future cannot be met by a simple ex-
trapolation of the current networking methods and
products.

The requirements of the emerging networking envi-
ronment present a multifaceted challenge:

» To provide dynamic and transparent connectivity
to join wide-area and local-area domains as well
as to integrate private and public subnetworks.
Any given enterprise may find it desirable or even
necessary to create a network infrastructure con-
sisting of some combination of local- and wide-
area, and public and private components. Key
to the success of this hybrid network is the abil-
ity to manage it across all segments.
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s To support applications with unprecedented
needs for high-transmission speeds, large trans-
mission capacities, the flexibility of bandwidth
on demand, end-to-end quality of service, and
effective network-management capabilities

» To offer products that enable the creation of net-
working solutions characterized by lower oper-
ational costs and better price-to-performance ra-
tios

Because of the inherent complexity resulting from
mixed technologies, it becomes extremely difficult
to satisfy all these requirements with existing net-
working tools. For example, in order for an Ether-
net-attached client in a branch office to access a
token-ring-attached server in a different location,
at least three different networking protocols must
be made to communicate. While it is clear that this
scenario will be extant for some time to come, the
goal is to provide a technology that will not only
provide the desired simplification, but will also sup-
port those emerging applications that will demand
end-to-end quality of service and bandwidth res-
ervation capability. Asynchronous transfer mode
(ATM) provides the foundation for this technology.

What is ATM?

ATM is the international standard for cell relay,
which the industry is developing

~ To support both public and private networks

» To use the same technology for local area, met-
ropolitan area, and wide area networks

» To multiplex voice, video, and data (including
image) traffic

s To deliver bandwidth on demand

» To offer low-cost networking and use low-cost
technology

To understand the ATM philosophy, consider first
one view of networking history.

In the past, networks were either circuit-oriented
or packet-oriented, with circuit-oriented services
traditionally preferred for delay-sensitive (iso-
chronous) applications such as telephony, and
packet-oriented services preferred for delay-toler-
ant applications such as data transmission.

With circuit-oriented services, the entire band-
width of a communications link is dedicated to a
specific traffic connection, e.g., a telephone call.
While this dedicated connection guarantees pre-
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dictable service, it is also characterized by an in-
efficient use of the bandwidth. For example, in the
case of a telephone call, when no one is talking,
the bandwidth lies unused.

Packet switching offers considerably more versa-
tility than its circuit-oriented alternative. The band-
width in a particular link is not dedicated to a sin-
gle connection; therefore, multiple sources can
utilize this link by having their traffic “packets”
multiplexed over it. This minimizes the idle time
on the link, but also introduces an element of ran-
domness—the packets are of varying lengths and
they arrive at random times. If, for example, a
voice or video connection were to be multiplexed
with a data transmission, large data packets could
interrupt the flow of the voice or video traffic, re-
sulting in breakup or “jitter.”” That is obviously not
acceptable to this isochronous form of traffic. Nev-
ertheless, packet switching optimizes the use of
bandwidth, which makes packet switching the
more economical choice for data-oriented trans-
mission.

ATM combines the best of both worlds to provide
the predictability of circuit switching with the flex-
ibility of packet switching. To accomplish this, ATM
uses simplified packet-switching techniques, but
segments the packets into 53-byte cells—each with
48 bytes of user data and a 5-byte header—to be
switched into multiple virtual channels and paths
that operate at transmission speeds into the gigabit-
per-second range. Since the switching can be done
in hardware, as described later, overhead ineffi-
ciencies can be held to a minimum. Isochronous
traffic and data cells can be interleaved in a way
that allows quality-of-service guarantees. In effect,
ATM has isochronous support “built in”; conse-
quently, ATM can transport voice, data, and video,
all on the same circuit, as shown in Figure 1.

Although ATM was first proposed by the public tele-
communication carriers to address the projected
multimedia requirements in the wide-area environ-
ment (e.g., picture phones), ATM is not just a wide-
area technique. A LAN can be built from the same
high-speed ATM technology. To provide local-area
users with dedicated bandwidth, an ATM LAN can
be configured around a central switch, thereby
avoiding the multiple-access use of a shared trans-
mission medium that typifies earlier LANs. Using
a central switch in this way provides a clear-cut
advantage over the shared-medium approach. The
speed of the device adapter is uncoupled from the
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Figure 1 ATM combines voice, data, and video traffic on
a common circuit
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aggregate speed of the switching fabric, which
means that the device adapter for a switch-based
LAN can be a slower speed adapter than a shared-
medium LAN of comparable performance. More-
over, an “ATM LAN” is scalable, that is, its attach-
ing devices can employ differing adapter speeds,
so a server can run at a faster speed and have
greater throughput than its clients.

What is the commercial value of ATM?

State-of-the-art technology is commercially valu-
able only to the extent that it adds value to a cus-
tomer’s enterprise. Such value may be a direct fi-
nancial saving or may be a better way to do things.
ATM offers commercial value in both regards.

For the local-area user, ATM technology provides
more bandwidth than today’s LANs provide, and
thereby supports new applications and improves
the performance of present applications. For the
wide-area user, ATM offers these same advantages
along with enhanced bandwidth management and
the provision of bandwidth on demand, both of
which can reduce the expense of common-carrier
telecommunication services.
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Following are two examples of high-bandwidth
contexts that can exploit the benefits of ATM:

~ In the client/server model, geographically dis-
persed clients require access to multiple servers
to obtain data and other services. Traffic often
comes in bursts and sometimes spans both local
and wide-area domains. Because large volumes
of data are transferred, the aggregate bandwidth
demands can exceed the capacity of today’s LANs
and WANs (wide area networks). The value of
ATM in this context is twofold: (1) in providing
the requisite bandwidth on demand, thereby re-
ducing or eliminating bottlenecks, making pos-
sible new services and additional clients, and re-
ducing wide-area telecommunication costs, and
(2)in integrating the LAN, MAN (metropolitan area
network), and WAN environments, thereby ex-
tending the full benefits of high-speed transmis-
sion throughout the geographic domains, while
supporting clients attached to existing “legacy”
LANSs.

» In the multimedia model, the network is required
to support high-function workstations that run
applications involving combinations of voice,
video, image, and data. Not only do high volumes
of data transit the network, but delay-sensitive
voice and video traffic must also be accommo-
dated. In this case, ATM provides high-bandwidth
on demand for both data and isochronous traffic
on the same physical links, thereby providing the
transmission performance to make multimedia
applications technically feasible and the cost sav-
ings to make them economically viable.

How will ATM communications emerge?

ATM has proven to be unique in the sense that it
enjoys the support of both the data processing com-
munity and the telecommunications carriers. The
promise of ATM is great, but how will that promise
be fulfilled? We believe that commercial ATM of-
ferings will appear in four waves.

The first wave will see the appearance of high-
speed ATM backbone networks. On the campus,
ATM LANs will be organized around ATM switches
interconnected to form high-speed backbones as
shown in Figure 2. The presence of these ATM
backbones, because of their isochronous capabil-
ities, may well encourage the growth of high-speed,
high-volume, multimedia applications for use
within the confines of the campus.
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Figure2 ATM LANs
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The rationale for this early campus emergence lies
in the need to transcend the boundaries of the
shared media backbones of today. Even the Fiber
Distributed Data Interface (FDDI), with its 100
megabits per second (Mbps) capacity, is proving
to be inadequate in some of the large and growing
campuses. Universities, in particular, are starting
to feel constrained by their existing technology—
the bandwidth simply is not sufficient. Obviously,
the new ATM backbone presents the opportunity
to achieve greater performance and efficiency by
the direct attachment of ATM-enabled servers and
workstations. Existing devices will connect to this
backbone via bridges and routers designed for that
purpose, and mechanisms such as “LAN emula-
tion” and “Internet Protocol (IP) over ATM™ (“clas-
sic IP”’) will enable existing applications to oper-
ate in this new environment. Figure 2 shows this
physical configuration.

The initial interconnection of these campus back-
bones across private wide area networks will be
made using routers and leased lines, as shown in
Figure 3. This pre-ATM wide area network will be
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generally limited in its speed and cost effective-
ness. Moreover, sophisticated bandwidth-manage-
ment capabilities lacking in this environment will
be required to support isochronous connections
over wide-area links shared by multiple users. So
although it may be relatively easy to accommodate
an interactive multimedia connection between two
ATM workstations located on the same campus, the
problem becomes more complex when the two
workstations are separated by a wide area network.
These complexities and limitations set the stage for
the second wave.

The second wave will introduce commercial ATM
technology to the private wide area networks that
interconnect ATM LANs, as shown in Figure 4.
These second-wave networks will be built around
wide area network nodes (WANNs) that offer the
full benefits of ATM: isochronous connections, fully
managed bandwidth, and reduced transmission
costs. The first evidence of this wave began around
year-end 1994, and we expect to see a significant
presence emerging in 1996.
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Figure 3 Limited wide-area connectivity
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The third and fourth waves of commercial ATM
technology will be marked by the coming of a per-
vasive public ATM service and ubiquitous ATM to
the desktop. Some networking consultants have
suggested that ATM ambitions will not be realized
before the end of the century; however, much will
depend on affordability and the changing paradigms
in communications. Issues include adapter cost,
ATM tariffs, and customer willingness to entrust
data to the carrier. It should be noted that field tri-
als and customer-specific contracts have already
been initiated by a few of the carriers and ““value-
added” networks (those with services beyond ba-
sic transmission facilities). As these final waves
swell, the complete convergence of the local area
and wide area network seems within reach, al-
though technical questions concerning directory
services, data integrity, the consistency of address-
ing plans and physical interfaces, quality-of-ser-
vice guarantees, and the substantial questions of
finance and economics, must be resolved before
the unified LAN-MAN-WAN infrastructure, optimis-
tically shown in Figure 5, can become a reality.
Nevertheless, we believe that many of the tech-
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nical questions will be addressed successfully by
the ATM standards bodies.

The IBM ATM strategy

In brief, IBM’s strategy rests on the following ob-
jectives:

* To develop cost-effective and leading-edge tech-
nologies that will result in best-of-breed ATM
products

* Toprovide a wide range of ATM solutions for the
desktop, the campus, and the wide-area environ-
ment, along with a full network-management ca-
pability, according to a delivery schedule that sat-
isfies customers

* To offer an ATM-based networking system that
preserves and enhances customers’ pre-ATM in-
vestments in wiring and applications, yet enables
their networks to evolve and grow

* To provide a new high-speed communication ar-
chitecture that provides functional and economic
advantages to the customer by exploiting ATM
capabilities
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Figure 4 Private wide-area ATM
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IBM is a principal member of the ATM Forum and,
as such, has been participating in the development
of the emerging ATM standards. IBM is committed
to compliance with these standards while also
building on its leading-edge technology and store
of networking expertise to offer products that dif-
ferentiate themselves in areas that lie beyond the
scope of the standards.

IBM’s ATM system and its family of products in-
cludes:

* A family of high-speed workstation adapters for
clients and servers that, over time, will provide
ATM communications over a range of transmis-
sion speeds, with a choice of copper or fiber
transmission media

* An affordable 25 Mbps ATM adapter for the cli-
ent workstation that can carry ATM traffic over
voice-grade wiring that is prevalent on the cus-
tomer’s premises

* A 25 Mbps concentrator that aggregates multi-
ple 25 Mbps ATM links into a higher speed (100-
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155 Mbps) ATM link for more efficient switch port
utilization. This product acts as a multiplexor,
as opposed to a switch.

A switch-based ATM LAN built on the IBM 8260
Intelligent Hub. The 8260 provides LAN (token
ring, Ethernet, and FDDI) concentration and man-
agement function. This capability is enhanced by
the addition of an optional ATM backplane and
ATM switch, and ATM concentration modules to
enable ATM communication between hubs and
among ATM-attached devices at a variety of stan-
dard speeds.

An ATM to LAN (token ring or Ethernet) bridge
that will enable devices on existing LANs to com-
municate across an ATM backbone with either
ATM devices or other LAN devices

An ATM workgroup switch that will support
switching of multiple 25 Mbps ATM devices, and
provide a high-speed (155 Mbps) ATM link for
connection to an ATM backbone

A LAN (token ring and Ethernet) switch that will
have an ATM link into an ATM campus backbone
network
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Figure 5 Public wide-area ATM connectivity
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% LAN emulation software to enable existing LANs
and applications to take advantage of the en-
hanced performance provided by an ATM cam-
pus backbone network

% A family of wide-area ATM switches that brings
the benefits of IBM’s new high-speed networking
architecture to both private and public ATM net-
works. Models of these switches will range in size
and capacity from a small campus access node
to large gigabit switches appropriate to public
carrier networks.

ATM, IBM, and worldwide
telecommunication standards

Because the ultimate objective of the ATM effort
in the broader community is to enable the conver-
gence of local area, metropolitan area, and wide
area subnetworks while maintaining openness to
equipment made by a wide selection of vendors,
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ATM has become the focus of cooperative organi-
zations devoted to telecommunication standards.
IBM continues its commitment to openness and
convergence by virtue of its active participation
in these efforts.

Committees that develop standards for the vari-
ous aspects of ATM function mainly under the aus-
pices of two groups: the International Telecommu-
nications Union-Telecommunication Sector (ITU-T),
formerly the International Telegraph and Tele-
phone Consultative Committee (CCITT), and the
ATM Forum. The ITU-T represents the interests of
the public telecommunication carriers, whereas the
ATM Forum represents the interests of the com-
munity of vendors that also sell private-network
equipment.

Some of IBM’s contributions to the ATM Forum tar-
get the carryover of pre-ATM technology and com-
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ponents to provide a cost-effective base for ATM
networking. For example, some 1BM ATM Forum
efforts include:

Leadership of the effort to base ATM Forum traf-
fic management on rate-based rather than credit-
based flow control

* Initiation of the work effort for a low-cost ATM
user-to-network interface (UNI) physical layer on
existing copper media (untwisted shielded pair,
category 3 [UTP-3])

* Initiation and leadership of the work effort for
end-to-end network management of private and
public ATM networks and services

* Initiation and leadership of the work effort to fo-
cus on LAN and WAN migration over ATM net-
works, €.g., LAN emulation and frame relay em-
ulation

¢ Initiation and leadership of the work effort to fo-

cus on definition of native ATM application pro-

gramming interfaces (APIs)

Initiation of the work effort on end-to-end qual-

ity-of-service guarantee

Leadership of the work effort on private network-

to-network interface (PNNI) source routing and

establishing link state metrics

* Initiation of cell delay variation tolerance stud-

ies

In fact, IBM has contributed over 10 percent of the
submissions to the forum since its inception.

IBM’s communication services for ATM

Although two independent organizations are con-
cerned with ATM standards—the ITU-T and the ATM
Forum—they share a common goal: to provide
seamless local and wide area networking, i.e.,
LAN = MAN = WAN. In line with this common goal,
ATM standards have focused on the interfaces that
enable end system attachment, as well as those that
describe communications between switches, while
not dictating individual switch architecture. This
approach of conscious demarcation empowers the
community of ATM vendors to design products that
interoperate, yet maintain distinct product iden-
tity. It does not dictate how these products are im-
plemented.

To distinguish its products in a way that provides
the best value to customers, IBM has developed
new services for high-speed networking called Net-
working BroadBand Services, or NBBS. These ser-
vices provide:
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* Distributed network control that offers path se-
lection to eliminate bottlenecks for improved
availability

* Integral topology and directory services that
maintain and retrieve information on network re-
sources and users

* Hardware-based spanning-tree routing that rap-

idly distributes connection-control information.

This routing technique guarantees that control

information will be sent to each node over a sin-

gle link, thus eliminating redundant broadcasts
and potential broadcast loops.

Dynamic bandwidth allocation that optimizes the

use of bandwidth, provides bandwidth on de-

mand, readily accommodates isochronous traf-
fic, and provides multicast capability

* Guaranteed quality-of-service (QOS) measures
that ensure appropriate end-to-end bandwidth,
delay, and packet-loss characteristics

* Automatic routing that provides nondisruptive
rerouting of connections around network-link
failures

¢ Congestion control that focuses on avoidance of,
rather than reaction to, network congestion

The technical capabilities provide mechanisms that
deliver a substantial economic advantage by sav-
ing customers up to 50 percent or more of the re-
curring cost of wide-area bandwidth, depending on
the traffic, or conversely, by supporting more con-
nections across a finite-capacity network link.

Prototype networks based on NBBS have been im-
plemented as testbeds for high-speed applications.
These have included both research-oriented and
commercial testbeds.

It is important to note that NBBS is not ‘“‘IBM’s ver-
sion of ATM.” ATM provides a set of standards on
which a working network can be constructed. NBBS
defines the working network by exploiting the ca-
pabilities of ATM and adding additional control and
management function. IBM products that imple-
ment NBBS will fully support the ATM standards as
they emerge.

Other papers in this issue provide an in-depth de-
scription of NBBS.

IBM’s switch fabric—“switch-on-a-chip”

The advances in very large scale integrated (VLSI)
circuit technology will allow the development of
high-speed packet switches able to accommodate
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the future transmission rates. As opposed to con-
ventional packet switches, which are mainly based
on software processing, these new advanced
packet switches are hardware-based. Their topol-
ogies and queuning arrangements for contention res-
olution employ a high degree of parallelism. Their
routing function, referred to as self-routing, is typ-

Utilizing NBBS
and cost-effective technology,
IBM is providing a broad range
of ATM products.

ically performed in a distributed way at the hard-
ware level. In fact, many different designs for ad-
vanced packet-switching fabrics have been pro-
posed and developed over the last few years, but
we feel that the “switch-on-a-chip,” developed by
the IBM Research Center in Zurich, represents the
state of the art.

This single-chip switch element exploits the per-
formance advantage of output queuing and can be
used to construct larger, self-routing single-stage
or multistage switch fabrics in a modular way. High
performance is achieved by output queues that are
configured as a dynamically shared memory. This
shared memory can be expanded by linking mul-
tiple switch elements. This design allows for trans-
mission rates on the order of a gigabit per second
per port.

Switch-on-a-chip is a self-routing, nonblocking,
scalable switch fabric particularly well-suited for
transmission of multimedia (voice, video, and data)
traffic. It is employed in both local- and wide-area
IBM ATM switches.

IBM’s comprehensive ATM product line

Utilizing NBBS, switch-on-a-chip, and cost-effec-
tive ATM technology, IBM is providing a broad
range of ATM products that span both the local- and
wide-area environments and both the public and
private networking domains. Individually, they will
provide standards-based network components ca-
pable of interoperating with any other vendor prod-
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ucts that support the ATM standards. Together,
these products will provide a complete ATM sys-
tem, rather than just a set of isolated ATM prod-
ucts.

In June 1994, 1BM announced a family of hardware
and software products aimed at the distributed,
multivendor networking environment. This fam-
ily, called the Nways* product family, includes
both existing products (e.g., adapters, routers,
wireless products, TCP/iP) and the more recently
announced and previewed ATM products. Within
the context of the 1IBM Open Blueprint*, Nways
products fall into the transport network and sub-
networking layers.

The Nways/ATM announcement illustrated 1BM’s
intent to deliver the elements of its ATM system ac-
cording to a schedule that is consistent with an-
ticipated customer needs and in a way that affords
a smooth migration from old technology to new.
The system will enable the coexistence and in-
teroperability of the new ATM products with to-
day’s base of LANs, workstations, and other net-
working products, thereby preserving the
customer’s prior investments. Preserving invest-
ments in older technology, however, is not the
same as maintaining the status quo; instead, it im-
plies an obligation to provide alternatives for the
evolution of networks.

Accordingly, 1BM’s ATM product rollout will ad-
dress the difficult questions that surround the is-
sue of migration while at the same time acknowl-
edging commonly held industry views. For
example, IBM subscribes to the commonly held
view that frame-relay communication has some
limitations that relegate its long-term role to that
of a stepping stone to ATM. Nevertheless, frame
relay shares several attributes with ATM: both em-
ploy fast-packet techniques to achieve efficient
bandwidth utilization, and both target LAN inter-
connection. Consequently, frame relay can be seen
as addressing some of the same problems as ATM.
Because of this commonality between frame relay
and ATM, IBM’s total system solution will present
the interfaces needed to support frame-relay com-
munications in an ATM environment, thus offering
customers an evolutionary alternative to ATM-only
or frame-relay-only approaches. Similarly, other
interfaces will be provided that continue support
for other protocols—high-level data link control
(HDLC), circuit emulation, etc.
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Summary—IBM’s total system solution
for ATM

Since the June 1994 announcement, I1BM has re-
ceived considerable acclaim from both the trade
press and consultants for its ATM strategy and prod-
ucts. The scope of its product offerings and the
value of its technology have positioned 1BM to as-
sume a leadership role in the ATM marketplace.

IBM’s experience in high-speed networking pro-
vides a solid foundation for developing leading-
edge network-control and optimization features
that both comply with industry standards and go
beyond them in providing functional value to the
customer. The focus on cost effectiveness in de-
signing ATM components, on preserving the cus-
tomer’s pre-ATM wiring and applications, and on
economically controlling bandwidth provide good
financial reasons for customers to welcome 1BM’s
offerings. Furthermore, the product delivery
schedule is designed to allow full compliance with
emerging ATM standards, a smooth migration from
old technology to new, and relevance to custom-
ers’ evolving needs. As noted earlier, IBM has al-
ready made some initial announcements and pre-
viewed additional products. Availability for these
products started in the second half of 1994 and will
continue into the future based on customer require-
ments. Important to note is the fact that IBM is cap-
italizing on its technology (switch-on-a-chip, NBBS)
and its experience in data networking to address
the ATM service provider market (e.g., carriers,
telephone companies).

1BM will deliver standards-compliant ATM products
that range from workstation adapters to full-func-
tion WAN switches in order to provide customers
with the flexibility to implement any combination
of private and public networking services and to
manage and control their networks effectively. By
providing ATM switching in its key LAN and WAN
products, IBM will ensure synchronized capabil-
ities, and ensure the coordination of new products
with established products. As a result, disruption
to customers’ networks will be minimized as they
migrate to ATM technology; moreover, the value
of the customers’ prior investments in networking
equipment will be preserved to the greatest pos-
sible extent.

This is not to say that IBM is overlooking leading-
edge implementations of ATM. In particular, sev-
eral industries (e.g., education, medical, and en-
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tertainment) are already putting in place plans to
design and build applications that will depend on
ATM networks. Distance learning, remote diagno-
sis, and video on demand all require high band-
width and, in some cases, multimedia implemen-
tations. At this time, the ATM Forum is working
to define the standards for native APIs that will en-
able applications to take full advantage of ATM. IBM
is helping to define these standards and will pro-
vide this capability in its products.

In summary, IBM is committed to ATM. Initiatives
are under way to penetrate new markets (e.g., tele-
communications carriers) and to develop industry-
oriented solutions. Customer and vendor partner-
ships are being pursued as needed in order to
achieve these ends and realize the goal of industry
leadership.

*Trademark or registered trademark of International Business
Machines Corporation.
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