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Multicast network
connection architecture

IBM Networking BroadBand Services (NBBS) is a
comprehensive networking architecture designed
for high-speed networks. To meet the demands
of multicast communication applications, e.g.,
video on demand, software distribution, and
video conferencing, NBBS multicast services
provide support for efficient best-effort and
guaranteed quality-of-service (QOS) multipoint
network connections. The NBBS multicast
services consist of set management services and
multicast network connection services. Set
management services provide the ability to
create and manage groups of users who are
interested in participating in multicast activities.
Multicast network connection services use the
group membership information provided by set
management services to support multiple
network connections per group and to provide
supporting services such as nondisruptive path
switching, path preemption, and bandwidth
management. The multicast network connection
services support the multicast signaling
requirements defined by the asynchronous
transfer mode user-to-network interface (ATM
UNI) specifications. This paper gives an overview
of the NBBS multicast connection services. Set
concepts are introduced, an overview of set
management protocols is given, and the value of
set management services in establishing
multicast network connections is discussed.
Finally, multicast network connection protocols
that establish, maintain, and terminate multicast
network connections are described.

he advent of high-speed networks has stim-
ulated the development of many new distrib-
uted applications, such as multiparty video con-
ferencing and distributed database applications.
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Such emerging multicast applications require ad-
vanced networking features, such as guaranteed
quality of service (Q0S) and connection rerouting
in case of failures, to provide high quality of ser-
vice. Several multicast protocols have been pro-
posed in the networking community, but are in the
early stages of development. '

Networking BroadBand Services (NBBS) is a net-
working architecture that provides for a range of
multipoint communication services (multicast ser-
vices) to coordinate set management and the com-
munication channels utilized by set members. The
multicast services consist of set management ser-
vices, and multicast network connection services.
The set management services allow groups of users
(or parties) who share common interests to create,
join, or leave sets. Once a set is created, multicast
network connection services can be used to estab-
lish and maintain the underlying communication
channel utilized by all users in the set. These com-
munication channels can be point-to-multipoint or
multipoint-to-multipoint connections. Multiple
connections per set are possible, each with differ-
ent characteristics. Point-to-multipoint connec-
tions provide one-to-many connectivity with QOS
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guarantees, e.g., bandwidth reservation. Multi-
point-to-multipoint connections provide many-to-
many connectivity with best-effort delivery. Once
a multicast network connection is established, set
management services operate in concert with mul-
ticast network connection services to automatically
extend or trim a multicast communication chan-
nelin response to a party joining or leaving the set.
For example, a party may join an existing set for
which a video conference is ongoing and be auto-
matically incorporated in the connection.

The paper is organized as follows. NBBS set con-
cepts are discussed in the next section, the NBBS
set management protocols are described, followed
by a discussion of point-to-multipoint and multi-
point-to-multipoint network concepts and the NBBS
multicast service models. Finally, we describe the
NBBS multicast network connection services.

Set management concepts

The NBBS set management services allow users in-
terested in communicating among themselves to
form a set. A set consists of a list of users and has
aname. It comes into existence once the first user
joins, and ceases to exist once the last user leaves.
Multiple sets can coexist in the network, each with
its own unique name. Once created, the NBBS mul-
ticast services can be used to create one or more
communication channels among the users in the
set. For example, consider some users who are in-
terested in participating in a video conference.
These users can form a set and subsequently cre-
ate communication channels among themselves by
specifying the name of the set. If necessary, more
users can join, or some of the existing users can
leave. The communication channels will be auto-
matically extended or trimmed as required by
NBBS.

NBBS allows the creation of two kinds of sets, open
and closed. Open sets are well known, and all in-
formation about them (membership information,
information about the communication channels ex-
isting between the members, etc.) can be accessed
by any user. The set management services do not
provide security; if required, this has to be enforced
by higher layer protocols. Furthermore, any user
can join or leave an open set. For example, con-
sider the set of users participating in the video con-
ference mentioned above. If they create a set as
an open set, then any other user can voluntarily
join and begin participating in the conference.
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Some other user who wishes to only send a mes-
sage to the set (and not join) can also do so by find-
ing the required information about the communi-
cation channels existing within this open set.

On the other hand, closed sets are created in NBBS
if the participants wish to restrict the membership.
A closed setis created by an owning user, who then
controls the membership. No information about the

Multipoint communication
services support sets of
users that communicate

among themselves.

set is available to any user who does not belong
to the set. Referring again to the video conference
example, if the participants do not wish to allow
anyone else to join, they create a closed set.

The following subsections discuss the two kinds
of sets, and the services offered by them, in more
detail.

Open sets. Any user, at any time, can request the
set management services to join that user to an
open set. If the set already exists in the network,
then the user is joined to the existing set. If not,
then a new open set is created with the requesting
user as the member. Similarly, any member can
leave at any time. The members can also create
multicast communication channels among them-
selves that can be point-to-multipoint or multipoint-
to-multipoint. These channels are trees that span
all the members, with bandwidth reservation pos-
sible on point-to-multipoint trees. A user, however,
does not need to know the current membership to
create a multicast tree. The user just needs to pro-
vide the set name, and the membership is automat-
ically determined by the network.

There is a special multicast channel that can exist
with any open set, named the default distribution
tree (DDT). The DDT is a zero-bandwidth, multi-
point-to-multipoint tree. A user can request a DDT
tobe created when joining a set. If the DDT already
exists, then the tree is extended to the new mem-
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ber. If not, a new tree is created to span the entire
membership, and subsequently the tree is extended
or trimmed as the membership changes. The in-
formation about the DDT of a set (if it exists) is avail-
able to any user (not necessarily a set member),
and can be used to multicast information to all the
members.

As an example of the use of DDTs, an important
family of open sets that are extensively used within
NBBS are those consisting of the directory agents
(DAs) as users. When a DA in NBBS wishes to lo-
cate a resource, the agent needs to send out a query
in the network. Clearly, it is desirable that the
query reaches only those remote DAs who poten-
tially represent the resource. One way to achieve
this is to have the DAs join different open sets, de-
pending on the type of resources that they repre-
sent. A DA wishing to locate a resource finds out
the required information about the set that contains
the potential remote DAs, and multicasts the query
on the DDT of that set. For example, the DAs rep-
resenting Internet Protocol (IP) resources with the
same subnet address could join a well-known set.
Given the subnet address of a resource, one can
then multicast the query to only those DAs who can
represent the resource.

Closed sets. A closed set is created in NBBS if the
membership needs to be controlled. An owning
user creates the set and dictates which other users
canjoin. The owner can also remove users. A user
can, however, also voluntarily leave. Similar to
open sets, users can also create one or more mul-
ticast channels among themselves. However, in-
formation about these channels is not available to
users who are not members.

A closed set only exists as long as the owner
wishes, and can be destroyed any time by the
owner. When that happens, all communication
channels existing among the members are also de-
stroyed. Thus, closed sets are usually used in sit-
uations where a user only wishes to create tem-
porary communication channels with a list of users,
e.g., for example, a private video conference.

Set management protocols

This section gives an overview of the set manage-
ment protocols in NBBS. Each NBBS network node
has a set manager (SM) that handles all set man-
agement operations at that node. For each setg in
the network, one of the SMs also assumes the role
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of a set leader (SL). Different sets may have dif-
ferent setleaders. The SL of g manages all changes
to the membership of g, and keeps up-to-date in-
formation about the membership of g. In case of
open sets, one of the SMs also assumes the role of
aregistrar. The registrar is a central repository that
maintains information about all open sets existing
in the network. This includes information about the
location of the SL for each set, and information
about how to multicast information to the mem-
bers of that set.

InNBBS, the roles of SLs and registrars are assigned
in a dynamic manner. In particular, if an SL or a
registrar fails, then some other SM assumes that
role in a dynamic manner. In addition, this chang-
ing of roles can be achieved without any disrup-
tion to the multicast connections existing among
the set members. Also, to conserve network re-
sources, if a user at a node fails, then the sSM at
that node automatically removes that user from all
the sets the user belongs to, and all multicast con-
nections extending to that user are also automat-
ically trimmed.

The rest of this section discusses the various pro-
tocols between the SMs, SLs, and the registrar,
along with various examples. We first discuss open
sets and then closed sets.

Protocols for open sets. The various operations that
are provided to users in the case of open sets are
join set, leave set, query set, and create a defauit
distribution tree spanning a set. We describe each
of these operations through examples.

Join set. The first example of a user wishing to join
an open set is illustrated in Figure 1. In this case,
auseru wishes to join an open set g. Consequently,
the following messages are exchanged:

» User u sends a join request message (labeled 1)
to the SM on its node indicating that it wishes to
join the set g.

* On receiving the above message, the SM (i.e.,
SM1) checks to see if it knows the location of the
SL for the set mentioned in the join request. In
the example, we have assumed that SM1 does not
know the location of the SL. Consequently, it
needs to find the location of the registrar (as men-
tioned before, the registrar keeps necessary in-
formation about all open sets).

The location of the registrar is discovered through
the topology services in NBBS. Any SM that be-
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Figure 1 Joining a nonexistent open set
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comes the registrar reliably broadcasts this infor-
mation to the rest of the SMs in the network using
the reliable topology exchange mechanism exist-
ing in NBBS. Thus, if a registrar exists in the net-
work, itslocation is available to the SM at any node
through the topology services.

SM1 thus locates the registrar and sends an asser?
set leadership request message (labeled 2) to the
registrar indicating that it wishes to become the SL
for g in case an SL for g does not already exist.

e On receiving the above message, the registrar
checks to see if an SL exists for g. In this exam-
ple, no SL is found. It, therefore, sends back a
set leadership reply message (labeled 3) indicat-
ing to SM1 that it (SM1) is the SL for the new set.
The registrar also updates its database to reflect
that sM1 is the SL for g.

¢ On receiving the above reply, SM1 finds that no
SL for g exists. Consequently, it becomes the SL,
addsu to the set membership list, and then sends
back a join reply message (labeled 4) to u indi-
cating that it has been added to the set.

Once the above join is completed, the registrar and
the SL (i.e., SM1) monitor each other for failures.
This monitoring function is also provided by the
topology services. For example, if the SL fails, then
the registrar is informed of this by topology, and
itremoves set g from its database. Similarly, if the
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registrar fails, then the SL re-registers the informa-
tion about g at the new registrar. A registrar elec-
tion mechanism exists in NBBS that results in the
election of a new registrar in case the old registrar
fails.

In another example of open set join, we go a step
further. Let us assume that another user w (at the
node of set manager SM2) wants to join the same
setg. The same sequence of messages is exchanged
as in the previous example, except that the reply
from the registrar indicates that sM1 is the SL, and
the message also provides the location of SM1. We
describe the sequence of events that occur from
this point on (refer to Figure 2):

* After receiving the reply from the registrar, SM2
computes the path to SM1 and sends a join re-
quest message (labeled 1) to sSM1 indicating that
w wants to join the set.

* On receiving this message, SM! adds w to its
membership list and sends a join reply message
(labeled 2) to sm2.

* On receiving the reply, SM2 indicates to w (la-
beled 3) that it has been added to the set.

SM1 and SM2 now start monitoring each other. In
case SM2 fails, SM1 removes w from the set mem-
bership list. Similarly, in case SM1 fails, sM2 will
try to become the SL of g by interacting again with
the registrar. If the registrar indicates that no SL

BUDHIRAJA ET AL. §93




Figure 2 Joining an existing open set
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exists (as described before, the registrar was mon-
itoring SM1 and would have been informed of the
failure of SM1), then SM2 becomes the new SL. How-
ever, if another set manager (e.g., SM3) whose users
were also set members of g had succeeded in reach-
ing the registrar first, then SM3 would have become
the SL. In this case, SM2 would not become the SL,
and to ensure that SM3 has the up-to-date member-
ship information, $M2 will send a merge set mem-
bership request to SM3 that would result in SM3 add-
ing w to the membership list.

Leave set. We now give an example that illustrates
how a set member can leave a set.

* Suppose that w wants to leave a set that it had
joined earlier. It sends a leave request to its set
manager SM2.

* On receiving the above message, SM2 sends a
leave request to the SL (SM1) indicating that w
wishes to leave the set.

* On receiving the above message, SM1 removes
w from the membership list, and sends a leave
reply to SM2.

* SM2receives the above reply and indicates tow
that it has been removed from the set.

A similar sequence of operations will ensue in case
the path tow fails. In this case, SM2 will detect that
w has failed, and it will automatically send a leave
request to SM1.
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Query and tree creation. As can be seen, the user
u that first joined the set does not automatically
find out that another user w has also joined the set.
Similarly, w also does not know that u belongs to
the set. However, this information can be obtained
by querying the set membership from the SL. In
particular, w can send a query set information re-
quest to SM2, who can then get the required infor-
mation from SMi.

Similarly, any set member can initiate the creation
of the default distribution tree (DDT). As mentioned
before, this tree is a multicast channel that spans
the set membership. We outline next how this tree
is created. Refer to Figure 3 for this discussion.

* Suppose that a set consisting of u and w hasbeen
created as described in the earlier examples, and
w now wants to create a DDT. It sends an enable
tree request message (labeled 1) to SM2.

* On receiving the above message, SM2 sends an
enable tree request message (labeled 2) to SM1
indicating that a tree needs to be created for
setyg.

¢ On receiving the above message, SM1 initiates the
tree creation. It first needs to get a tree address
that will be used to multicast information on this
tree. In NBBS, this information is obtained from
the registrar. SM1 sends another assert set lead-
ership request (labeled 3), with an indication that
a tree address is required.
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Figure 3 Creating a default distribution tree
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e The registrar, on receiving this message, gener-
ates a tree address, and sends back a reply (la-
beled 4) to SM1.

e On receiving the above message, SMI interacts
with the multicast connection services to create
the tree. SM1 sends a message to the connection
services, providing with it the tree address that
it had obtained from the registrar. Once the tree
has been created, SM1 receives a reply. It then
sends an enable tree reply message (labeled 5)
to SM2 indicating that the tree has been created.
The reply also includes the tree address that is
to be used to multicast information on this tree.

* On receiving the reply, SM2 indicates to w (la-
beled 6) that the tree has been created, and w
can now start multicasting information on this
tree.

In case any other user later joins the set g, it will
be automatically added to the DDT. Similarly, if a
user leaves the set, it will be removed from the DDT.

A DDT is a multicast channel on which no band-
width is reserved. A set member can also create
a point-to-multipoint tree with bandwidth reserva-
tion. The creation and management of this tree,
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however, is managed by the protocol agent (PA)
representing the user creating the tree (a PA is an
NBBS entity that is used to access all NBBS ser-
vices). For example, if w wants to create a point-
to-multipoint tree, its protocol agent will do all the
necessary interactions with the multipoint connec-
tion services to create the tree. The only interac-
tion with the SL would be to get the set member-
ship information.

Algorithms for closed sets. We now briefly describe
the algorithms for closed sets.

Closed set join. A closed set is created by an own-
ing user as follows:

* Suppose user u wishes to create a closed set and
wishes to include another user w in that set. User
u first sends a directory query to locate w. On
receiving a response to the above query, u sends
acreate closed set request toits set manager SM1.
* On receiving the above message, since this is a
closed set, SM1 becomes the set leader (no in-
teraction with the registrar is required in case of
closed sets, since the same closed set cannot be
created by two different users) and adds u to the
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Figure 4 Point-to-multipoint and multipoint-to-multi-
point network connection tree terminology
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set. In order to check if w wants to join the set,
SM1 sends a join remote resource request to the
set manager of w, i.e., SM2.

¢ On receiving the above message, SM2 forwards
it to w.

* If w wishes to join the set, it sends back a pos-
itive join remote resource reply to SM2.

e sm2 forwards the join remote resource reply to
SM1, who then indicates tou that the set has been
created, and w has also been added to the set.

Subsequently, if u wants to add another user (e.g.,
x) to the set created above, it locatesx, and sends
an add user to set request to SM1. SM1 then sends
ajoin remote resource request tox, and in the case
that x replies positively, adds x to the set.

Leaving a set. As with an open set, a user can vol-
untarily leave a closed set. However, in a closed
set, the owning user (i.e., the user who initially cre-
ated the set) can also remove a user from a set.
The owning user does this by sending a remove set
member request to the SL (who is in the same node
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as the owning user), who then informs the relevant
user that it is being removed from the set.

Query and tree creation. Similar to open sets, a
user belonging to a closed set can query the set
membership of that set, and can also create point-
to-multipoint and multipoint-to-multipoint commu-
nication channels within the set.

Multicast network connection concepts

Once a set has been created, the NBBS multicast
services can be used to set up multipoint commu-
nication channels among the set members. This
section describes how this is achieved.

Basic terminology. As previously stated, there are
two types of multicast network connections, point-
to-multipoint and multipoint-to-multipoint, both
having a tree topology. This section defines some
of the terms that are used to describe these net-
work connections. Refer to Figure 4 for this dis-
cussion.

The tree access node of a connection is an entry
point to a multicast tree, i.e., it is the node that
can be used to multicast information on the tree.
A leaf node is a node containing one or more tar-
get users. Anintermediate node is a node (contain-
ing zero or more target users) that is part of the
tree connection and has allocated network re-
sources (¢.g., labels or bandwidth) on one or more
of its outbound links.

Characteristics of point-to-multipoint connections.
A point-to-multipoint network connection allows
a requesting party to send information to one or
more destination parties. This type of network con-
nection is sometimes called a “unidirectional tree”
because each of its paths is unidirectional. With
respect to sending data on the tree, a point-to-mul-
tipoint network connection has one tree access
node (root of the tree). An important character-
istic of a point-to-multipoint network connection
is that bandwidth may be reserved on this type of
connection. Furthermore, other QOS characteris-
tics may be specified, such as those for the paths
from the origin to the destination, e.g., maximum
hop count or delay constraints. Point-to-multipoint
network connections have one or more reserved
network connection endpoints (NCEs), each rep-
resenting one or more users participating in the
point-to-multipoint network connection.* A point-
to-multipoint network connection consists of one
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or more paths that are established by the origin con-
nection agent (CA). One path is created per leaf
node.

If bandwidth is reserved on the point-to-multipoint
network connections, data are sent with real-time,
or nonreal-time delay priority. Furthermore, a
“leaky bucket” regulates data flow onto the net-
work connection. If bandwidth is not reserved,
then data are sent with nonreserved delay prior-

1ty.

Characteristics of multipoint-to-multipoint connec-
tions. A multipoint-to-multipoint network con-
nection allows each party that participates in the
connection to send information to all the other par-
ties that are participating in the connection. This
type of network connection is sometimes called a
bidirectional tree because there is a path to and
from each leaf node. Multipoint-to-multipoint net-
work connections, however, do not provide band-
width reservation, although other QOs character-
istics, such as delay constraints from the origin to
the destination are provided.’

For a multipoint-to-multipoint network connec-
tion, all intermediate nodes that represent one or
more users and all leaf nodes are tree access nodes.
The root of the multipoint-to-multipoint network
connection is distinguished from the other nodes
because it contains the origin connection agent
(0CA) that creates and maintains the multipoint-
to-multipoint network connection.

Multicast network connection service
models

NBBS multicast services offer several types of net-
work connection models to meet the needs of dif-
ferent types of multicast applications. However,
many of the requirements, especially with respect
to the ATM Forum* are in flux. Given these con-
straints, and with the understanding that these
models are subject to change, this section describes
the service models that NBBS currently provides.

In the ATM UNI (asynchronous transfer mode user-
to-network interface) 3.0/3.1 specifications, the
ATM Forum uses the term point-to-multipoint con-
nection the same way that NBBS uses the term
point-to-multipoint network connection.® The
emerging ATM UNI 4.0 specification makes a dis-
tinction between a call and a connection and al-
lows a call to have multiple connections. NBBS uses
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the term set to refer to the parties connected by
a call with one or more connections. NBBS would
say that one or more network connections are as-
sociated with a set. The ATM concept of multiple

NBBS offers several types
of network connection
models to meet the needs
of different applications.

connections per call and the NBBS concept of mul-
tiple network connections per set is similar. How-
ever, NBBS sets have some properties that ATM
calls do not, most notably, group IDs to identify
sets, a registrar to register sets, and optional de-
fault distribution trees.

Root-initiated creation. Some sender-based appli-
cations require that a root (or owner) form the net-
work connection, explicitly issue add parties to
cause parties to be added to the network connec-
tion, and explicitly issue drop parties to have par-
ties removed from the connection. In this model,
the root protocol agent (PA) obtains a list of par-
ties, and the PA then interacts with the connection
agent (CA) to form a tree from the root to all the
parties (point-to-multipoint) or between the root
and the parties (multipoint-to-multipoint). The root
PA issues add party messages and drop party mes-
sages whenever desired.

The root chooses whether to permit or prohibit leaf-
initiated add parties. In NBBS, when leaf-initiated
add parties are allowed, the root always receives
notification, either positive or negative, when a
leaf-initiated add party is attempted.

Leaf-initiated joins. For receiver-based applica-
tions, a leaf can become aware of a set in one of
several ways. Either the identification of the set
is well known, or the protocol agent of the leaf has
learned of the set (and perhaps of connections as-
sociated with the set) by interacting with other PAs
in the network. Regardless of how the leaf becomes
aware of the set, once a leaf is aware of a set, the
leaf can initiate a join to the set (a call). The net-
work connections in the leaf node that are asso-
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Table 1 Steps in multicast connection establishment

Step Action

1 The client requests the OPA to create multipoint
connection.

2 The OPA requests the OCA to create connection
to party members. The OPA may optionally
request the SM to resolve the group identifier.

3 The OCA requests a set of paths from path
services.

4 The OCA sends connection establishment
messages on all paths.

5 The OCA collects replies and notifies the OPA of
members participating in the connection.

Note: OPA = origin protocol agent
OCA = origin connection agent
SM = set manager

ciated with the set can then be extended to the leaf.
If there are network connections in the node of the
leaf that permit leaf-initiated joins, the node at-
tempts to extend these network connections, in pri-
ority order, to the leaf. The origin CAs at the root
of each of these network connections are notified
of add parties. If some network connections in the
node of the leaf do not permit leaf-initiated joins,
then these are not extended to the leaf.

Leaf-initiated drop parties. Nothing prevents a leaf
from leaving a network connection or a set (call)
at any time, since there is nothing to prevent it from
issuing a drop party across its UNI (user-to-network
interface). Accordingly, all the service models in-
clude leaf-initiated drop parties from either net-
work connections or sets. When a leafleaves a set,
it leaves all the network connections associated
with that set, and if it was the owner of a network
connection associated with the set, that network
connection is disconnected.

Setless trees. For applications where there is always
a one-to-one correspondence between the set
membership and network connection participation,
in particular, for ATM 3.0/3.1 point-to-multipoint
connections, NBBS offers a setless tree, so that the
overhead of sets can be avoided for applications
where they are never used.

Overview of network connection algorithms

Multicast network connection services consist of
several cooperating components that establish,
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maintain, extend, trim, and take down multicast
network connections. The origin connection agent
(ocA) is responsible for centrally controlling these
modifications. Furthermore, the OCA coordinates
refresh processing and nondisruptive path switch-
ing.” The destination connection agents (DCAs) rep-
resent the destination parties that participate in
multicast connections. The tree manager (TM) in-
teracts with the SM within a given node to resolve
group names to local members or NCEs. Finally,
the transit connection manager (TCM) is responsi-
ble for managing the link bandwidth and maintain-
ing the connection state. These components op-
erate in a coordinated manner to provide multicast
network connection services.

Connection establishment. The sequence of steps
to establish a multicast connection is described
next:

1. A client party requests its PA (protocol agent)
to establish a multicast connection to a provided
group identifier or a set of party members.

2. ThePA, now referred to as the origin PA (or OPA)
of the connection, requests the OCA (origin con-
nection agent) to establish a connection to one
or more destination parties, providing the des-
tination party names. Thus, the OPA may need
to resolve the group identifier to a set of party
members using the SM (set manager).

3. The OCA requests path services to compute a
set of paths to the network addresses associ-
ated with the party or parties, such that the
paths form a tree where the root of the tree cor-
responds to the requesting party and the inter-
mediate and leaf nodes correspond to the des-
tination parties. The set of paths used to
establish the tree are collectively called the tree
object. Tt is possible that more than one path
traverse a common link and, therefore, share
an intermediate TCM. However, itis guaranteed
that each such TCM will process the connection
establishment message exactly once.

4. The OCA sends a connection establishment mes-
sage on each path in parallel. The DCAs (des-
tination connection agents) associated with each
destination party are requested to participate
in the multicast connection.

5. The OcCA collects the replies from the DCA(s), and
notifies the OPA all of the destination parties that
are participating in the multicast connection.

Table 1 summarizes these steps.
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Figure 5 An example of a tree object
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As stated in step 4 of Table 1 the 0CA sends a con-
nection establishment message on each path of the
tree object. Figure 5 shows an example of a set of
paths (a sequence of links) that comprise the tree
object for a multicast connection that originates at
node A. The asterisk after each link number in the
path indicates that the connection establishment
request message is copied to the appropriate TCM
(transit connection manager) for that link. Like-
wise, the absence of the asterisk indicates that the
message is not copied. Parties A, B, C, E, F, G,
and H are located on leaf nodes, and party D is
located on an intermediate node. For now, ignore
the dashed arrows and party I.

The intermediate TCMs that receive a copy of the
connection establishment request message reserve
the requested bandwidth (if any), forward the re-
quest to the T™M (tree manager) and await the reply
from the TM. Once the TM replies back to the TCM,
the TCM forwards the reply back to the OCA.

The T™ at each node processes the connectipn es-
tablishment request and coordinates the interac-
tion with the local parties as follows:

1. It interacts with the SM to resolve the group
identifier in the message to a set of local des-
tination parties.

2. For each party, it forwards the connection es-
tablishment request message to the party’s CA.
The DCA interacts with the party to indicate that
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a connection establishment request has arrived
for that party.

3. It aggregates the connection establishment re-
plies from each DCA, and returns the aggregated
reply to the TCM for intermediate node T™s, or
directly to the OCA for leaf node TMs.

Once established, multicast connections may be
extended to add parties to the connection or may
be pruned to remove parties from the connection.

Connection extension. Assume that the client party
A signals its OPA (origin protocol agent) to extend
the current multicast connection to include party
I. The OPA requests the OCA (origin connection
agent) to extend the connection. The OCA executes
steps 1-4 listed in Table 1 resulting in the tree ob-
ject shown in Figure 5, including the dashed lines
and party I. The set of paths in the tree object is
augmented to include the path to party I, mainly
1,3,1, 3%, 2*. Inorder to extend the multicast con-
nection, the OCA sends a connection establishment
request message on the new path. The processing
by the copied TCMs and the TMs is the same as de-
scribed above.

Connection pruning. Assume that the client party
A requests the OPA to prune party I from the mul-
ticast connection. The OPA requests the OCA to
prune the connection. This is accomplished by the
OCA sending a connection take-down message on
the path to party I, specifically 1, 3, 1, 3%, 2*. Again
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the TCMs and TM process the message, and reply
appropriately. The node upstream to party I’s node
is also removed from the connection since it is no
longer required.

Connection refresh. Networks that provide band-
width reservation must provide a mechanism for
intermediate nodes to recover the reserved band-
widthin the event of a service outage. The reserved
bandwidth is periodically refreshed to indicate that
the connection is active and still requires the band-
width. In an NBBS network, a refresh message is
used as a mechanism to continue the reservation
of the bandwidth that was negotiated on connec-
tion establishment. The OCA periodically sends a
refresh message at a prenegotiated interval, on the
connection, which is copied to the intermediate
node TCMs and terminated at all the DCAs. The re-
fresh request message contains a connection iden-
tifier so that the receiving components may distin-
guish which connection is being refreshed.

Nondisruptive path switch. A nondisruptive path
switch (NDPS) may be performed whenever a link
in a network connection fails. The goals of NDPS
are to quickly reestablish the network connection,
and to quickly reclaim network resources that are
no longer required to maintain the connection.

In the NBBS multicast model, NDPS is centrally con-
trolled by the OCA. When a link in the connection
fails, the tree is divided into a main tree, the por-
tion of the tree that includes the OCA, and one or
more disconnected subtrees.

If explicit signaling is required to reattach each
party in a disconnected subtree, the degree of sig-
naling between the 0CA and the DCAs in the dis-
connected subtree would be proportional to the
number of party members that reside in the dis-
connected subtree. For example, if each party in
the disconnected subtree is explicitly reattached
to the main tree, the 0CA must send O(IN) message
flows to the N leaf node DCAs in the disconnected
subtree in order to reform a multicast connection
between all parties. However, if the disconnected
subtree is preserved, and the disconnected subtree
isreattached by extending the main tree, only O(1)
message flows are required. This is accomplished
by signaling between a chosen node in the main
tree, at which extension to the disconnected sub-
tree is to occur, and the root node of the discon-
nected subtree. This is the optimal solution in terms
of line flows. If the optimal solution is not possi-
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ble, a heuristic algorithm is executed that attempts
to reattach as large a portion of the disconnected
subtree as possible.®

When NDPS is triggered,” the OCA performs the fol-
lowing actions:

1. The ocA provides path services with the link
failures, the current tree object, and QOS and
bandwidth requirements of the multicast con-
nection, and requests path services to compute
a new tree object that re-routes the connection
“around” the link failure. The OCA receives the
new tree object from the path services.

2. The oCA compares the new tree object with the
current tree object to calculate two sets of paths,
P1 and P2. The first set of paths (P1) consists
of the connection establishment portion that will
be used to reconnect the main tree with the dis-
connected subtree. The second set of paths (P2)
is used to explicitly reclaim resources on the
nodes that no longer participate in the connec-
tion.

3. The ocA sends a connection establishment re-
quest message on all paths in P1. In paraliel,
the 0CA sends explicit path take-down messages
on the paths in P2.

Figure 6 shows an example of the two stages of
NDPS. In Stage I, the OCA receives an indication
that a link that the connection utilizes has failed.
The OCA invokes path services to compute a new
tree object and re-route the failed connection. In
Stage I1, the 0cA sends explicit connection estab-
lishment requests on the new paths. Network
resources are explicitly recovered by sending a
take-down message on the path corresponding to
resources that are to be reclaimed. The take-down
message contains a list of link identifiers whose net-
work resources must be reclaimed. The link iden-
tifiers are illustrated in Figure 6 by square brack-
ets in the take-down path.

In step 2 above, the OCA sends connection estab-
lishmgnt request messages on all the paths in P1.
Unless precautions are taken, a cycle could form
in the connection under certain conditions. For ex-
ample, Figure 7 illustrates a case in which, during
NDPS, a cycle in a connection forms. Assume that
parties A, B, and C participate in a multicast con-
nection where A is the origin. Assume that the link
fails between the nodes where parties A and B re-
side. The OCA that represents party A commences
NDPS processing. Assume that path services com-
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Figure 6 The two stages of nondisruptive path switch (NDPS)
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pute a new path to reconnect the disconnected sub-
tree using path 5*, 1%, 9*. The OCA for party A
sends a connection establishment message on the
path. In Figure 7, we observe that a cycle in the
connection has formed between the PAs (protocol
agents) representing parties B and C, because the
link connecting party B to C has not yet been ex-
plicitly taken down.
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Cycles during NDPS are prevented by including in the
connection establishment message a list of link iden-
tifiers that must be “cleaned-up” or reclaimed prior
to accepting the new connection establishment re-
quest. Since the OCA has the current tree object and
the new tree object, it determines which nodes along
the new path have links that must be reclaimed dur-
ing the new connection establishment phase.
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Figure 7 NMustration of cycle forming during
nondisruptive path switch
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In Figure 7, the connection establishment request
message sent by party A’s 0CA would identify link
number 7 at party B’s node to be reclaimed. Thus,
prior to B’s DCA accepting the new connection es-
tablishment request, the DCA would reclaim the re-
sources on link 7, preventing the formation of a
cycle.

If explicit take-down of the network resources is
not feasible because the OCA that controls the con-
nection is partitioned from the disconnected sub-
tree, then the OCA must maintain information about
network resources it failed to explicitly recover for
the duration of the refresh time-out interval. If a
party requests to extend the current connection,
the OCA, after obtaining a set of paths from path
services, compares the paths with the saved state
information. If any cycles could be formed if the
connection extension were carried out, the 0CA de-
nies the extension.

Summary

This paper described the support, in NBBS, of
multiuser network applications requiring best-ef-
fort or guaranteed QOS. Both the administrative and
control aspects of the service (implemented by set
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management) and the delivery mechanism (imple-
mented by the multicast connection management)
were detailed. These mechanisms, coupled with
specialized hardware capable of routing multicast
messages through the switches with minimal over-
head, make it possible to efficiently provide sup-
port for existing (e.g., in the local area network
environment) and future multiuser applications.
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