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IBMs Open  BlueprintTM  is  used as a  framework 
for discussing  recent  developments in 
communications  with  particular  emphasis  on 
multiprotocol  networking.  The  major  parts of  the 
Open  Blueprint  that  pertain to networking are 
described,  indicating  advancements in user 
networks,  networking  standards,  and  their 
underlying  technologies.  Asynchronous  transfer 
mode  is  shown to have  special  significance  both 
for today’s  multiprotocol  networks  and 
tomorrow’s  multimedia  networks. 

T he phrase  “rapid  pace of change”  has  become 
a clichC  in the  last  decade of this  century. 

However,  the field of networking is truly being 
transformed by dramatic technological advances 
in both computing and communications. Enormous 
changes in computing  price  and  performance, in 
the  speeds of communication links, and in bit- 
error  rates  are  fundamentally altering the  under- 
lying  design assumptions for tomorrow’s networks. 
In  addition,  advances in network  protocol design 
and network management are allowing networks 
to  be deployed  across  an  ever-increasing  variety 
of media and topologies while enjoying dramati- 
cally lower costs of administration and manage- 
ment. 

Although the underlying technology is changing, 
a rich legacy of networked application software  re- 
mains  “mission-critical” for today’s enterprises. 
Many of these application investments  are tied to 
a particular networking protocol and remain so, de- 
spite convincing arguments  advanced in the  “pro- 
tocol  wars” waged in the  trade  press.  It  is  not un- 
usual in today’s enterprise to find a  variety of 
networking  protocols  such as  Systems  Network 
Architecture (SNA), Transmission  Control  Proto- 
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col/Internet  Protocol (TCPDP), and DECnet*. Thus, 
it has become part of the modern paradigm not  only 
to  seek industry-wide  standards  for new protocols 
but  also to accommodate  the old through conver- 
gence and coexistence within unified networks. 

Networking  protocols  are being deployed  across 
an ever-growing assortment of media and carrier 
services.  On-campus (Le., the geographic and 
physical facilities of an institution or business) me- 
dia include coaxial cable,  telephone twisted pair, 
fiber-optic channel, fiber-optic local area  network 
(LAN), infrared, and radio  frequencies.  Each  has 
its peculiar characteristics of speed,  error  rate,  and 
distance supported. Wide area network media have 
also become  more  diverse.  Carriers  are augment- 
ing traditional analog telephone facilities with many 
more  sophisticated offerings, including X.25, Inte- 
grated  Services Digital Network (ISDN), frame  re- 
lay, and,  most  recently,  asynchronous  transfer 
mode (ATM). Cellular communications  and  other 
wireless  schemes  are  also being offered in the  wide 
area  network  context. 

This  diverse  networking  infrastructure is being 
used to  support  an increasing variety of applica- 
tions,  each  with different requirements  for  secur- 
ity, integrity, bandwidth,  response time, and de- 
pendability of service.  Some  examples  are: 
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The  everyday inquiry-response credit  authoriza- 
tion at  a local convenience  store  requires  a low- 
bandwidth,  dependable  service. 
The  more involved transactions of an airline res- 
ervation  system require higher speed and greater 
dependability. 
On-line banking transactions  require  both integ- 
rity  and  security to  protect against fraud. 
“Surfing” the  Internet using Mosaic**  requires 
little security  or dependability  but  considerable 
bandwidth if the  user  is  to enjoy the images avail- 
able. 
Videoconferencing requires  bandwidth  and  de- 
pendably low delay  but  can sacrifice some reli- 
ability in that  the  occasional  lost  frame  does  not 
compromise  its  value. 

Few large networked  systems  are  based  on  a  sin- 
gle set of consistent technologies. Most have grown 
over time and include application programs  and 
system  components  that  are from different com- 
puting periods.  The  continued  accommodation of 
such applications and hardware in today’s systems 
is a  tribute  to  the  architectural principles that  have 
been agreed upon and implemented across  many 
systems. 

Networkarchitectures. A robust  network  architec- 
ture  provides  a  framework in which hardware  and 
software  investments  can be protected while new 
investments  can  take  advantage of advances in 
technology. 

Systems  Network  Architecture (SNA)’ introduced 
the idea of a  network  architecture in  1974. Build- 
ing on  the layering concepts in operating  systems, 
SNA provided a layering of networking function that 
allowed communications facilities to  be shared 
across multiple applications. The layering of SNA 
was archetypal for the genre: communications ap- 
plication subsystems (such as the  Customer  Infor- 
mation Control  System*,  or CICS*) use an SNA ses- 
sion  interface  that  isolates  them from the  end-to- 
end  session pipes; these in turn  are isolated by a 
data routing (or path  control)  layer  that  can  route 
data  across  a  variety of underlying subnets,2  such 
as Synchronous Data Link  Control (SDLC) mul- 
tipoint, host  channels, or X.25 networks. Distrib- 
uting application program responsibilities into  the 
workstation was fostered by the  functions of the 
logical unit (LU); these  functions  evolved  into  the 
program-to-program protocols of LU 6.23 which are 
uniquely adaptable to providing a high-level, cli- 
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entherver interface, or  to supporting  purely  peer 
communications. 

Similar layering concepts evolved in other  archi- 
tectures,  such as  the  Internet  protocol  suite4  and 
DECnet. The  wide  variety of architectures led to 
a  quest  for  convergence  to  a single open  standard. 
The Open Systems  Interconnection ( O S I ) ~  project 
in the  International Organization for  Standardiza- 
tion (ISO), begun in the  late 1970s, attracted  con- 
tributions from around the globe. It defined a model 
and vocabulary  that  are in common use today. 
Ironically, the  breadth of worldwide participation 
in the OSI effort slowed consensus to a crawl. In- 
stead of defining the preeminent standards for all 
layers, OSI has  become  only  one of many  sources 
contributing the  constituent  standards within an in- 
dustry-standard  infrastructure. 

This  infrastructure was captured in the  Network- 
ing Blueprint that IBM announced in 1992 and  has 
been  elaborated with more application-level detail 
in the Open Blueprint*,’ introduced in  1994. The 
Open Blueprint, shown in Figure 1, represents  the 
relationships of key functions  and  standards in the 
distributed computing environment.  We  use  it, in 
this  paper, as  the  framework  for discussing the 
technological advances  and  trends in the  various 
networking layers. 

To  appreciate  the influence of this  infrastructure, 
one need only  consider  the changing face of the 
networking industry in the last decade.  Ten years 
ago, there  were relatively few vendors,  whose 
products  rarely  interworked.  Today,  many  ven- 
dors, large and small, can supply pieces of the over- 
all networking picture. Few provide  a full range of 
products, but architectural consistency has enabled 
many niche vendors,  such  as  those  who specialize 
in adapters,  routers, LAN servers,  or middleware 
(application support), to become  enormously  suc- 
cessful. The risk of products being incompatible 
has been reduced to  a level acceptable to  many  cus- 
tomers. 

The  Open  Blueprint 

We can relate  the Open Blueprint to  the OSI model, 
bearing in mind that  the  various  layers of the Open 
Blueprint embrace  a  broader  set of industry  stan- 
dards  than  are included in the OSI suite.  The low- 
est  layer  matches  the OSI physical layer. Subnet- 
working (as  the  term is used in the Open Blueprint) 
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Figure 1 Open  Blueprint 
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corresponds to those  parts of the lower OSI layers 
that  contain  functions dealing with specific com- 
munications facilities, as well as frame- and packet- 
handling formats and dialing procedures. Truns- 
port networking corresponds  to  the OS1 networking 
and transport layers. The Signaling and Control 
Plane  is not present explicitly in the OSI model but 
is derived from the signaling and control plane in 
the  Broadband  Integrated  Services Digital Net- 
work (B-ISDN) model. Distributed systems services 

correspond to OSI layers 5-7.9 The  upper  layers, 
involving applications and application-enabling 
services, embrace a number of industry  standards, 
most of which are  outside  the  scope of this paper, 
but could be viewed as falling within the domain 
of the OSI application layer (layer 7). 

Each of these  layer groupings is  accessed  via  ser- 
vice  interfaces  that  have progressed from being an 
architectural modeling convenience to being, in 
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many  cases,  dependable  product  interfaces.  It  is 
particularly  true  at  the application programming 
interface (API) to communications. Here,  the  needs 
of the application environment  are  addressed by 
three well-defined APIs-conversational, remote 
procedure call, and messaging and queuing-which 
represent  alternative  distributed  computing mod- 
els. 

Because of its  importance  and  unique  relationship 
to all the  layers, systems management is  shown 
as a back plane that  touches all the layers.  This 
position illustrates its function in monitoring and 
managing components in each of the layers in the 
front plane. 

Since today's networks incorporate many different 
computers, offered by many different vendors over 
the  span of multiple computing periods, the Open 
Blueprint must be inclusive rather than exclusive. It 
incorporates today's most common protocols, not 
just  the program of work of a particular standards 
group. It  is a pragmatic  model  reflecting marketplace 
realities. Typically, equivalent models from a stan- 
dards organization do not include protocols or inter- 
faces that are outside its program of work. Such ex- 
clusions can distort networking realities and obscure 
both  the multiprotocol challenge and solution." In 
fact, the Open Blueprint provides a structure for 
choosing applications, networking protocols, and 
subnetworks more or less independently, and fo- 
cuses attention on pragmatic solutions that allow a 
mix and match of these independent choices. 

In  the following subsections, we explore  recent 
developments in each of the  communications lay- 
ers of the  Open Blueprint (starting  at  the  lowest 
layers  and working upward)  and highlight those of 
special significance to multiprotocol networking. 
Because of important  developments in subnet- 
working, we will revisit that  topic  at  the  end of the 
paper. 

Subnetworking. The  two  lowest  parts of the Open 
Blueprint are called the subnetworking layer. It 
contains  functions dealing with specific commu- 
nications facilities such  as local area  networks, 
wide  area  networks,  and  channels. 

Local area networks. Over  the  past  decade, local 
area  networks" (LANS) have  been  the  fastest grow- 
ing subnetworks.  This  observation  is  not  surpris- 
ing considering the high growth rate of the personal 
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computer  industry in the  same period. But the at- 
tractive  attributes of LANS have  also  been an im- 
portant  reason  for  their growth. The communica- 
tions medium is customer-owned  and relatively 
inexpensive, yet offers high speeds  and low error 
rates.  Because it is a shared medium, it is  inher- 
ently fully connected, so special routing protocols 

The  Open Blueprint 
incorporates today's most 

common  protocols. 

are  not  needed to communicate with other  stations 
on  the  same LAN. Also because of the shared me- 
dium, it is simple to use  broadcast  techniques to 
locate  resources,  thereby  considerably simplify- 
ing installation and administration. Some simple 
LAN-specific protocols  such as IBM's NetBIOS* and 
Novell's IPX* * (Internetwork  Packet  Exchange) 
were developed to exploit these  characteristics and 
have enjoyed wide  success.  Because of the local- 
area  assumptions built into  these  protocols,  they 
have  not  scaled well into the wide  area  network 
environment. A LAN is  the prototypical subnet: any 
station  can  communicate  concurrently with any 
number of other  stations  on  the  same LAN, with 
each LAN connection  between  two  such  stations 
potentially  carrying different transport  protocols. 

Wide area networks. Wide area  networks (WANs) 
have  been  characterized by design trade-offs very 
different from those in the LAN environment.  The 
costs  inherent in providing communications  paths 
over longer distances,  together with the arbitrary 
tariff policies of different carriers,  have combined 
to make the WAN a low-speed, high-cost compo- 
nent, and hence a continuing focus for performance 
optimization in the design of data  networks w e r  
the  last two decades.  This  situation  has  resulted 
in numerous wide area networking standards, some 
of which  have country-specific variations. 

WAN physical connections  can  have  both point-to- 
point and multipoint configurations. Well-suited to 
both of these configurations, IBM's SDLC,12 intro- 
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duced  over 20 years ago, even  before SNA, and 
concurrently  standardized as high-level data link 
control (HDLC) in ISO and  the  International Tele- 
communication  Union (ITU) has provided the  ba- 
sis for virtually all bit-oriented data link control pro- 
cedures in the marketplace  today. SDLC and HDLC 
leased  circuits  also form a  subnet. When aug- 
mented  with  the X.25 packet  protocol,  a large X.25 
subnet is created,  with  any  port being able to have 
simultaneous  connections  (virtual  circuits)  with 
any  number of other ports-each connection po- 
tentially  carrying different transport  protocols. 

Subnet  commonalities  and distinctions. The  arche- 
typal LAN or WAN subnetwork  provides simple 
functions of station  addressing,  data  transmit  and 
receive,  and  optional  error checking, with no ap- 
plication significance given to protocol  handshak- 
ing. l3 

However,  at the detailed level, each  subnet  has  a 
different address  space,  quality of service,  speed, 
error  rate,  etc.  In  addition,  every  subnet  has  a dis- 
tinctive user-to-network interface (UNI) that allows 
the attaching entity to request specific connectivity 
services  such  as  an X.25 call packet,  an all-route- 
broadcast, or a  telephone call. Typically, a  sub- 
network  is used by  one  or more  transport  network- 
ing protocols (shown above  the  subnetworking 
layer in Figure 1). The routing layer  component 
within each transport networking protocol must un- 
derstand the specifics of the underlying subnets, 
such  as  the  capability  to  support  broadcast  or  not, 
the need for  an explicit connection (dialing) phase, 
and so forth. Specific standards define, for each 
protocol  suite, how the routing layer should use 
any given subnet. 

Once  these differences have  been  accommodated 
by means of subnetwork-specific  adaptations, the 
commonality in LAN and WAN subnetworking ser- 
vices provides  a  conceptual point of convergence 
in the  multiprotocol  architecture model. Since the 
services  are  common  across  many  subnetworks, 
the  upper  layers of the model can  be insulated from 
the peculiarities of the physical medium. 

Multiprotocol subnetworks. Subnetworks  are  de- 
signed to  be  transparent  to  upper-layer  protocols. 
They  are indifferent to  the  content of the  data  they 
transport  and,  hence, indifferent to upper-layer 
routing protocols.  Frequently,  a  system  attached 
to a  subnet is running a  variety of routing proto- 
cols. To allow a single subnet  attachment  (port) to 

be conveniently  used  for multiple protocols,  sub- 
net formats  are augmented with protocol identifi- 
ers.  These identifiers allow a single port to  be 
shared  across different transport  protocol  connec- 
tions in an  industry-standard fashion. The inclu- 
sion of a  network  protocol identifier enhances  the 
inherent  protocol  transparency of the  subnetwork 
and  makes it a  “natural”  vehicle  for multiprotocol 
networking. l4 

In  Figure 2, station A is communicating via SNA 
protocols  with  station  B  and using TCPDP protocols 
to communicate  with  station D. The  subnetwork 
is oblivious to  the networking protocols being used. 
The  use of a  protocol identifier field facilitates the 
concurrent use of the  same  subnetwork attachment 
hardware in station A for both  protocols. 

Recent advances. Multimedia applications require 
that multiple forms of information traditionally car- 
ried over  separate facilities (telephone, data, video) 
be freely intermixed, dynamically, over  shared fa- 
cilities. This  requirement  has led to  the concept of 
cell relay, where all forms of information are seg- 
mented using a  common  packet  size and format, 
standardized in asynchronous transfer mode (ATM) 
communications. 

ATM is the  subnet of greatest generality: any ATM 
port  can  simultaneously  have  virtual  connections 
with  many  other ATM ports,  each  connection  be- 
ing able to  carry a different type of end-user me- 
dium (voice,  data,  video) in transparent fashion. 
We can  loosely  talk  about an ATM subnet,  where 
ATM connections  traverse from switching node to 
switching node, with no need for the switch to look 
at  protocol- and media-dependent information. 

In effect, ATM has  the potential of being the first 
subnet technology commonly deployed  through 
LANS and WANS. Although today’s LAN and WAN 
subnetworking technologies will not  disappear, we 
can  safely envisage their  interoperation with ATM. 
Because of the significance of this  expectation, we 
revisit ATM in more  detail in the  last  section of this 
paper. 

The  transport  network. Transport networking is 
shown in green directly  above  the  subnetworking 
(red) layer in the Open Blueprint in Figure 1. The 
transport  network  provides  end-to-end  delively of 
data  across  both local and wide  area  networks. It 
usually includes  a routing function.  Efforts  at in- 
dustry  standardization  have  not  resulted in a  sin- 
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Figure 2 Multiprotocol  subnetwork 
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gle protocol or protocol  suite  (as illustrated by  the 
set of transport networking protocols in the blue- 
print), but  those efforts have  converged  remark- 
ably  on  the  services offered at  the  transport  end- 
points. 

Routing. In this  paper we define “routing”  as  the 
set of functions needed to allow transport  connec- 
tions  to  cross multiple subnets. Routing uses  the 
notion of “network address,’’ which represents  a 
higher-level entity  than  an  address  on  a  subnet. 
A MAC (medium access  control)  address identifies 
an  adapter on a LAN: it need be unique only within 
its own LAN. An SNAnode address  (or control point 
name)  represents  a  node  that  can  have  many  sub- 
net attachments, each with its own subnet  address. 
Thus routing requires  a routing header, which is 
the information remaining after removal of the  en- 
capsulating subnet header on an incoming message, 
and before addition of another  subnet  header  for 
the  next  subnet.  The IP header (in TCPDP), or  the 
SNA transmission  header,  is an invariant in a given 
transport  connection  that  can  span multiple sub- 
networks. 

On large campuses,  routers  are  frequently  used to 
partition LANS into multiple subnets  and  act  as fire- 
walls (barriers)  for  subnet-level  broadcasts (such 
as an IP address  resolution protocol). Routers  are 
used on  campus  this  way,  instead of bridges, to 
correct  the deficiencies of the LAN subnet  proto- 
cols. 

On the WAN side,  however,  an  inverse phenom- 
enon  is  more likely. Routers (IP, SNA, IPX, etc.) tra- 
ditionally use  leased, point-to-point lines to build 
a  router  backbone,  each line being a  tiny  subnet. 
WAN subnets,  such  as x.25 or frame relay, have 
switches within them  that  interconnect  routers 
through virtual  subnet links. This development es- 
sentially replaces  the  concept of router  backbones 
by the  concept of switched  subnets,  with  routers 
relegated to  the peripheryof  the WAN subnet.  Here 
the  router  functions simply to connect LAN sub- 
nets  to  the WAN subnet;  end-to-end  transport  con- 
nections  traverse  only  two  routers in these  cases. 
WAN subnets  have  the  advantages of being proto- 
col-transparent  (thus simplifying network config- 
uration and administration) and of offering mea- 
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Figure 3 Multiprotocol  routing 
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surable quality-of-service parameters, capabilities 
no  router technology yet has. l6 

Multiprotocol routing. In a multiprotocol environ- 
ment, it is advantageous to share  subnetwork links 
and  router  hardware  across  several networking 
protocols. Some  routers provide this function by 
routing each protocol “natively,” i.e., implement- 
ing each of the networking protocol algorithms in 
parallel and multiplexing the  shared  use of links, 
hardware buffers, and processor cycles. Figure 
3 illustrates this concept.  Router 2 is multiplexing 
both SNA and TCPDP traffic between  subnetworks 
B and C. Subnetwork attachments  and  other  router 
resources  are  shared  between  the  two kinds of traf- 

fic. Such  solutions  can become complex  because, 
under heavy traffic loads, the different network- 
ing protocols  have  quite different procedures for 
handling congestion situations. Furthermore,  the 
challenge of fairly prioritizing traffic  in accord with 
end-user needs, a problem solved in Advanced 
Peer-to-Peer Networking* (AWN*), l8 is made more 
difficult  in the multiprotocol environment. 

Transport network endpoints. The ultimate objec- 
tive of a data  network  is to interconnect applica- 
tion programs. Many application programs can ex- 
ist within a simple system. Each  such program is 
given an addressable “plug” into  the  transport  net- 
work. It  is called a socket number in TCPDP and a 
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transaction  program  name in SNA. Different types 
of transport  connections  exist, depending on  the 
services  needed by the application and  on  the ca- 
pabilities of the underlying transport network. 

The  transport  endpoints  are responsible for com- 
pensating for whatever services the underlying  net- 
work may have  lacked. If the network does not en- 
sure  the in-order delivery of packets,  the  transport 
endpoints  are responsible for resequencing. If the 
network has segmented the  data,  the transport end- 
points may be responsible for reassembly. Simi- 
larly, the  endpoints will recover any errors  that  the 
network may not have handled. As a  result, regard- 
less of the underlying networking protocols,  each 
protocol  suite  can  present  a remarkably consistent 
set of services at the transport  endpoints.  These 
services provide a flow-controlled, full-duplex, er- 
ror-free logical channel between  user programs. 

At a more detailed level,  important user-service 
variations exist  for different transport interfaces 
such as in addressing conventions, out-of-band sig- 
naling capabilities, data  stream  support, and con- 
nection shutdown  protocols.  Because of these dif- 
ferences, a standard set of transport compensations 
has been designed in the Multiprotocol Transport 
Networking (MPTN) architecture. l9 With the use of 
MPTN compensations,  any  transport  protocol  can 
be  accessed,  even by programs designed to run 
over  another  protocol. MFTN can  be viewed as of- 
fering the union of the transport  services provided 
by the  prevalent networking protocols in the mar- 
ketplace. This common set of services is shown in 
the Open Blueprint, in Figure 1, as common  trans- 
port  semantics. 

Multiprotocol  Transport  Networking. By  using the 
MPTN compensations, several different application 
environments  can be supported  on  a single trans- 
port network. In this way,  the application benefits 
of multiprotocol networking can  be realized with- 
out having to administer multiple transport net- 
works in parallel. For  example,  sockets applica- 
tions (native to the TCP/IP environment) and 
NetBEUI applications (native to  a NetBIOS environ- 
ment) can  operate  over  an SNA/APPN network by 
using the MPTN compensations. Figure 4 illustrates 
the same concept, but with MPTN being used to 
adapt several applications to  a TCP/IP environment. 

Multiprotocol  encapsulation. Viewed at the end- 
point,  the  services provided by the  transport net- 
work are similar to those of the  subnetwork. Both 
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Figure 4 Multiprotocol  transport  networking 

offer  full-duplex, connection-oriented, and connec- 
tionless communication across  their  respective in- 
terfaces. The encapsulation (or “tunneling”) tech- 
nique of multiprotocol networking exploits this 
similarity. With encapsulation,  one  transport net- 
work serves as a  subnetwork for another  transport 
network. Although this imposes additional pro- 
cessing at  the points of encapsulation  and  a dupli- 
cation of headers, it is so easily implemented that 
numerous examples of this technique  abound.” 

Data link switching ( D L S W ) ~ ~  is an  encapsulation 
architecture  that has been  standardized  for  certain 
protocol combinations and is gaining wide support 
among vendors. 

Application  support. Applications constitute  the 
most significant user  investment  and  the raison 
d’Ctre for the networking infrastructure we have 
been discussing. The transport  networking and 
subnetworking layers of the Open Blueprint (the 
lower green and red layers in Figure 1) provide the 
capability to transmit and receive  data  between 
communications partners  across  a  network.  The 
distributed  systems  services (blue) layer makes it 
possible to develop  portable,  distributed applica- 
tions by providing high-function, cross-platform 
application programming interfaces  that  are sup- 
ported by popular high-level programming lan- 
guages. 
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Before the microprocessor revolutionized the  eco- 
nomics of distributed applications, most applica- 
tion logic resided in mainframe processors and was 
accessed from ked-function, text-oriented termi- 
nals. This model was simple in both  concept  and 
implementation and has left a growing legacy of 
centralized application software critical to  the  suc- 
cess of many  businesses. In some  cases,  these  ap- 
plication programs are now accessed from multi- 
function  workstations  that  run terminal-emulation 
software as part of their repertoire. Often these  ap- 
plications have  been given a “face-lift” by more 
user-friendly interfaces programmed into  the  work- 
station, leaving the mainframe programming un- 
touched. For new applications, the limited-func- 
tion terminal paradigm has  progressed  into  the 
support of graphical user  interfaces (GUIS). The X 
Windows System** and Distributed Toolkit are  ex- 
amples of different approaches  to  the  remote man- 
agement of a G U I . ~ ~  

The limited-function-terminal paradigm touches 
only  the fringes of the possibilities for  distributed 
computing provided in the Open Blueprint. The 
program-to-program model allows the placement 
of application function and data  anywhere in the 
network.  Placement is facilitated by standardized 
programming interfaces  (MIS)  that allow applica- 
tion programs to interoperate  across  a  network. 
The Open Blueprint communication  services  em- 
phasize the program-to-program model. 

Communication  services. Experience has provided 
us with three useful modes for program-to-program 
communication: conversational, remote procedure 
call, and messaging and queuing. The  three  are 
briefly introduced  here and are  discussed and con- 
trasted  further  elsewhere in this  issue.23 

The conversational model is employed in TCP sock- 
e t ~ ~ ~  and in the Common Programming Interface 
for Communications (CPI-c). It is characterized as 
a  connection-oriented  service  that  insulates  the 
programmer from awareness of all but  the  essen- 
tial aspects of the logical communications  chan- 
nel. As its name implies, the  conversational model 
allows multiple interchanges  between  programs in 
the  context of the  conversation.  The  versatility of 
this model has  resulted in its  widespread use di- 
rectly for user  applications  and as a building block 
for other  services. 25 

The remote procedure call (RPC) model is employed 
in several RPC offerings in the  marketplace.  The 

industry is converging on  the Open Software Foun- 
dation’s Distributed Computing Environment* * 
(OSF DCE* *) RPC. It  is  characterized by  the famil- 
iar programming notion of a  procedure call, except 

Experience has provided us 
with  three useful  nodes for 

program-to-program 
communication. 

that  the called procedure need not reside on  the 
same  hardware as the calling procedure.  Because 
the local procedure call model is  already  present 
in most programming languages, the RPC is  very 
natural to  the application programmer. 

Whereas  the first two models are connection- 
oriented and synchronous,26  the  third model, mes- 
saging and queuing, is  connectionless and asyn- 
chronous. It uses  queues as an  interprocess 
communication mechanism. Because of the  asyn- 
chrony between processes afforded by queues, this 
model is attractive in applications where commu- 
nications  partners  can  be decoupled from one  an- 
other’s actions.  Processes  can  be  made  remote 
transparently  to  the application programmer. 

The ability to insulate  the programmer from loca- 
tion-awareness is important for all three of these 
communication services.  However,  beneath  these 
interfaces,  the  support  software  must be able to 
locate  the target program in the  network.  In ad- 
dition, in a multiuser networking  environment, it 
is important  that  only  authorized  users  have ac- 
cess  to certain  programs and data. 

Distribution services. In order  to effect a  distribu- 
tion of programs  and  data in a  distributed  comput- 
ing environment,  a  core  set of services  is  neces- 
sary  for locating resources, for controlling access 
to resources, and for ensuring the integrity of dis- 
tributed  resources.  Historically,  these  services 
have  been provided within the  context of an ap- 
plication subsystem  such as CICS. It is possible, 
today, to deploy  networks with multiple applica- 
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tion-specific or protocol-specific directory and se- 
curity  servers.  Such  networks add considerable 
complexity to  the user  and  network administration 
wherein multiple name spaces  and  password 
schemes  have  to  be maintained and  related  one to 
another. For this  reason,  the Open Blueprint pro- 
motes  the  concept of a unified set of services based 
on  the  industry-standard OSF DCE technology. 

Systems  management. As networks  have  become 
larger and more  diverse in their applications, me- 
dia, and protocols,  the challenges presented  to  the 
network  administrator  have grown as well. If there 
had not  been  advances in systems management ar- 
chitecture,  standards, and products, today’s net- 
works would be unmanageable. Instead,  there  are 
industry-standard management models, protocols, 
and management information that  promote multi- 
vendor participation. 

Managers and agents. Fundamental to the  systems 
management model in SNA, OSI, and TCP/IP is  the 
notion of a management application in one  node 
communicating with an agent in the  system being 
managed. They  share  a common understanding of 
the  resources being managed through a common 
set of definitions generically called Management 
Information Bases (MIBS). Each  network  compo- 
nent  has  its own definitions for such things as the 
counters,  thresholds, and control  parameters  spe- 
cific to its  operation  and  maintenance. For some 
industry-standard  protocols,  there are companion 
management information definitions. 

The agent’s responsibility is  to report management 
information and to update  control  parameters  at 
the request of a management application. The man- 
agement application presents all the information 
from all its  agents  to  the  network  administrator in 
a  coherent and understandable form. More sophis- 
ticated management applications will correlate in- 
formation from different agents and automatically 
initiate corrective actions. 

Multiprotocol  challenges. Although the manage- 
ment model and  concepts  described in the previ- 
ous  subsection  are similar at a high level of abstrac- 
tion, there  are significant differences in the 
protocols used for communicating between man- 
ager and agent. More  importantly,  there  are sig- 
nificant differences between  the  tabular MIB struc- 
tures allowed by the popular Simple Network 
Management Protocol (SNMP) Of TCP/IP and the  ob- 

ject-oriented  structures used by  the Common Man- 
agement Information Protocol (CMIP) of OSI. 

The  tactic used by  some  product  designers  is  to 
assume  that their box will be managed using just 
one protocol. Others, who  want to hedge their bets, 
are designing their management information to al- 
low both an object-orientedview and a  tabularview 
simple enough to fit the SNMP constraints.  Another 
promising approach,  promoted by  the  Desktop 
Management Task  Force (DMTF), is to specify the 

As networks have  become 
more  diverse,  the challenges 

presented to the  network 
administrator have also grown. 

management information in a way that  is  indepen- 
dent of management protocol. z7 In  any  case, it ap- 
pears  that management application platforms will 
be  supporting  both  models  for  some time to come. 

Blueprint  summary. We have briefly touched  on 
the networking-related pieces of the  Open Blue- 
print. Many  other  aspectsz8 of the Blueprint are 
not  discussed at all  in this  paper.  The Open Blue- 
print presents  industry  standards in an  industry- 
standard structure.  Thevalue of the common struc- 
ture is proven in today’s practice of mixing and 
matching applications, transport  networks,  and 
subnetworks to accommodate  past  investments in 
equipment and  software and to exploit newer  tech- 
nologies. 

Although we can  observe technological advances 
in each of the  areas of the Open Blueprint, none 
is as dramatic or potentially far-reaching as  the 
changes  currently transforming the  subnetwork- 
ing layer.  In  the  next  section of this  paper, we fo- 
cus  more on  these changes. 

Subnetworking  revolution 

The invention of the  laser  and  its application to fi- 
ber-optic communications has ushered in a new era 
in communications. Gigabit bandwidths  and neg- 

IBM SYSTEMS JOURNAL, VOL 34, NO 3, 1995 HESS. LORRAIN, AND McGEE 339 



ligible error  rates  are already being realized in com- 
mon-carrier networks and are becoming available 
in customer-premises equipment. The  opportunity 
for creative new multimedia applications is  cap- 
turing the imaginations of both  users  andvendors. 

At the subnetworking layer, the technologies of 
data communications and telephony  are converg- 
ing on ATM to handle data,  voice, and video com- 
munications. Thus far in this  paper, we have pri- 
marily discussed data communications. In this 
section, we expand the  set of requirements and de- 
velop  the  concept of multiservices virtual  net- 
works. 

ATM and  the  information ~uperhighway.’~ In to- 
day’s world, most  types of communications needs 
are met with dedicated networks: the  telephone 
network for voice and fax; x25 or router  networks 
for data communications; cable  networks for tele- 
vision; etc. Use of dedicated networks is expen- 
sive,  since multiple infrastructures  are required. 
It  also makes it virtually impossible to deploy sys- 
tems  that  are simultaneously able to deal with mul- 
tiple information types:  picture-phones for voice 
andvideo communications, or computers  that  can 
be used as a single user interface for all forms of 
information. 

For multimedia applications that mix data, audio, 
video, imaging, etc., future communication net- 
works will have to handle delay-sensitive informa- 
tion (isochronous flows), such as real-time voice 
(telephone) andvideo.  Furthermore,  networks will 
have to provide fully dynamic bandwidth-on-de- 
mand to allow the  type of information to  vary dur- 
ing the connection. Today’s time-division multi- 
plexing (TDM)~’ technology and existing standard 
telecommunication interfaces fall short of being 
able to  meet  this requirement because of three ma- 
jor limitations: 

1. Granularity of bandwidth: It  is typically 64Kbps 
(voice), or simple multiples of 64Kbps. 

2. Bandwidth on demand: Once a connection  is 
set,  its bandwidth cannot be changed. 

3. Quality of service (QOS): All connections  are 
treated as constant-bit-rate,  isochronous  con- 
nections. 

These limitations have  spurred  the development 
of a technology to replace TDM in carrier networks, 
for the user-connection-level multiplexing and 
switching and the specification of new service in- 

terfaces, under  the common rubric of Broadband 
Integrated Services Digital Network (B-ISDN). This 
new technology (and its interfaces) draws upon the 
lessons of packet switching. It  is  what is known 
as cell relaying. 

Every  stream of information (including voice and 
video)  is divided into small cells and switched us- 
ing something resembling packet switching. See 
Figure 5. However,  because  some flows are delay- 
sensitive, relying on statistics and queuing does not 
work. Therefore, the ATM standard developed for 
the  broadband  networks of the  future  has  the fol- 
lowing characteristics: 

Unlimitedgranularity of bandwidth is available 
because bandwidth translates  into number of 
cells-per-second; thus a single cell-relay switch 
can  support  connections of virtually  any band- 
width, without a set increment. 
Fixed-length (53-byte) cells limit variations in 
transit  delay  (“jitter”)  created  by  variable  pack- 
ets. 
Stable connections use connection-oriented net- 
work technology. 
Bandwidth reservation along these  connections 
guarantees that cells for isochronous connections 
do not need to wait in a queue  more  than a very 
short time. 
Quality-of-service choices  are provided, so that 
some  measure of statistical multiplexing can  be 
obtained (with available bursty  data filling what- 
ever  gaps  are left unused by  isochronous flows). 

Thus, ATM should be looked at  for  what it really 
is: the  basic multiplexing and circuit-switching 
technology needed to replace TDM in the forthcom- 
ing  multimedia, bandwidth-on-demand networks- 
with  the main design consideration being the  sup- 
port of isochronous information communications. 
ATM would not necessarily be a very good idea if 
we  were considering data  only or if the  connec- 
tions all required the  same bandwidth: The  over- 
head added by the small cells, the need to relay 
billions of cells per second, and the  sheer complex- 
ity of managing the bandwidth would make it a 
technological oddity if it were not one of the nec- 
essary building blocks for multimedia. 

Because of its adaptability, ATM is viewed almost 
universally as the  key technology for the  future in 
carrier  networks, in private wide area  networks, 
and on  the  campus  as  the multimedia LAN. One 
common misconception, though, is to confuse the 
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Figure 5 The ATM principle 
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technology with  the services that will be offered 
in the broadband network of the  future.  Strictly 
speaking, “ATM network” is as meaningless a com- 
bination of words  as “TDM network” would be. Just 
as carriers  are using their TDM infrastructure  to- 
day  to offer a variety of services  (leasedhwitched, 
circuit/packet/frame), they will use their ATM in- 
frastructure to deliver these and new services: 
point-to-point/multicast/broadcast, connection-ori- 
ented/connectionless, bandwidth-reserved/com- 
mitted-information-rateibest-effort, and so on. These 
services often will not let the ATM technology show 
through. Traditional 56/64Kbps leasedhwitched 
services, X.25, or 1.233 FRBS (frame relaying bearer 
services) will still be  there, side-by-side with new 
B-ISDN Services. 

Multiservices virtual networks.31 Although ATM can 
be viewed as the “ultimate technology” for 

information superhighways, simple reality checks 
should be applied when discussing it today: 

Application requirements: How could anyone 
make a case  that a V T l O O  or 3270 terminal has 
to have  an SMDS, a frame-relay, or  an ATM net- 
working interface? Or that a plain telephone can 
make use of “bandwidth-on-demand” beyond 
what is provided by existing telephone facilities? 
Cost of network attachment: Why should a bank 
go through the  expensive  process of changing its 
cash dispenser devices so that  they now support 
a “better”  network technology? It  is  easy to for- 
get that for any technology, more cost is buried 
in the attachment cards for end-user devices than 
in the  switches themselves. 
A single answer  is  rarely adequate: Not  every 
outlet in every wall need provide the  same func- 
tions. Just  because a few users need videocon- 
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ferencing, should an enterprise bring videocon- 
ferencing to every  desk in every location? 
Cost and availability of bandwidth: It is not rea- 
sonable to expect  that bandwidth costs will drop 
so dramatically that  even small remote locations 
will suddenly qualify to  be served  by multimega- 
bit links in the very near  future.  Thus,  any  tech- 
nology-driven answer that  mandates high-speed, 
high-quality links is likely to miss the  actual  bus- 
iness  needs for most  corporations. 

Recognizing that  there  is  no “one-size-fits-all” 
technical answer, corporate  network managers, as 
well as telecommunication network  operators, 
need to find ways  to deliver different functions to 
different users, without having to  set up multiple 
networking infrastructures.  This requirement 
brings the  concept of “Multiservices Networking 
Infrastructure’’ to the  fore.  This new concept  is 
based  on  the following features: 

A shared telecommunication infrastructure: 
Packet or cell switches  are used to build a shared 
networking fabric. They  are able to multiplex and 
route  streams of different types (voice, data, 
video, etc.) over  shared links and are  capable of 
dynamically establishing user-port to user-port 
connections  with specified quality-of-service pa- 
rameters (bandwidth, delay, jitter, priority, etc.). 
V7rtual networking: Each end-to-end connection 
created through the  network either through sig- 
naling (switched connections)  or through oper- 
ator intervention (permanent  connections) is in 
fact  avirtual  path,  created  by software. The  net- 
work itself  will  find the  best  route and reserve 
whatever  resources may be required to deliver 
the specified QOS.  Users  can  be added and 
moved, and connections  created and deleted 
without any need to “patch-through”  connec- 
tions as on TDM systems.  This capability offers 
maximum flexibility in accommodating new 
needs and minimizes the amount of planning re- 
quired. Bandwidth is a common pool, from which 
systems  draw  the  best possible overall service 
levels. 
Multiple-access service interjaces: Unlike tra- 
ditional telecommunication systems  that could 
provide only  one  type of service,  the new 
switches  are capable of delivering different ser- 
vice  interfaces (UNIS) for different users. There- 
fore, a shared  network  can simultaneously de- 
liver X.25,1.233, and B-ISDN interfaces, and more. 
Network designers can  thus select, for each  user 
port,  the  service interface that  best fits the  ap- 
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plication needs and the line attachment speed and 
type of any  user device. 
Multisewices networking interjaces: As new ap- 
plications become available that  require band- 
width-on-demand, either for voice or video or for 
specific data  transfer  needs, new service  inter- 
faces  are required. This is what  the signaling and 
control plane in B-ISDN and the ATM UNI are all 
about. The new switches must thus  be able to 
deliver ATM UNI interjaces to user devices, as 
well as toexploitATMsewices, through ATM UNIs 
and NNIs, as such services become available from 
common carriers. 

Networking BroadBand Services (NBBS). Cell re- 
lay-more specifically ATM-is the  core technol- 
ogy for tomorrow’s networks. As we have dis- 
cussed, cell relay is also a way  to deliver multiple 
services to existing devices, over a shared telecom- 
munication infrastructure, in the form of “virtual 
networks.” One can visualize a single network em- 
ulating a telephone network, an x.25 network, or 
a bridged LAN, yet being implemented over a sin- 
gle set of cell-relay switches. 

IBM has embraced  the ATM standard as the  core 
multiplexing and switching technology in both its 
campus and WAN Nways* products. A common 
“ATM switch”  chip  is now used in LAN hubs 
(Nways 8260)32 and WAN bandwidth managers 
(Nways 2220). But multiservices virtual network- 
ing requires more than  just a common switch, it 
also requires a mechanism to map various  services 
onto a single structure and to manage and optimize 
bandwidth where it is scarce. NBBS (Figure 6), a 
new and far-reaching communications architec- 
ture, fills this role. NBBS has  three different 
pieces: 

1. Access  services:  Every  user  port is associated 
with a specific “access agent” that  creates  the 
UNI required for the  service demanded by  that 
user. The  access agent deals  with  the specific 
formats and the specific service  requests  asso- 
ciated with the UNI, and maps them to the in- 
ternal formats and language used within the  net- 
work. For example, a telephone UNI will assume 
64Kbps connections and an E.164 dialing address 
space; an x.25 UNI will demand virtual  circuits 
and an x.121 address  space.  The  respective  ac- 
cess  agents will map these  address  spaces to a 
common one, and map these different types of 
connections to a common cell-based format and 
different quality-of-service parameters. 
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Figure 6 NBBS components 
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2. Control point services:  Each  switch  is  con- 
trolled by a node  control point that  exchanges 
information with every  other switch so as  to un- 
derstand  the  network topology and  the avail- 
able bandwidth on every link, and  to  make  rout- 
ing decisions  on behalf of the  various  access 
agents  when  they  request  end-to-end  connec- 
tions. The  control  points  also provide directory 
services  for  the  various UNI address  spaces, al- 
lowing access  agents to resolve  external ad- 
dresses  to internal network  ports.  These ser- 
vices  can  be viewed as operating within the 
signaling and  control plane of the Open Blue- 
print. 

3. A set of common transport  services: Any end- 
to-end connection  between  users is mapped 
onto a common  format,  with  characteristics 

such as bandwidth, delay,  and  jitter mapped to 
common parameters.  The  transport  formats 
supported by NBBS are  the  standard ATM cells, 
as well as a packet transfer mode  that,  on lower- 
speed links, can  mixvariable-size  packets  with 
standard ATM cells. Furthermore,  functions 
such  as multicast are  supported,  both  for  con- 
trol point communications  and  for  broadcast- 
type  applications. 

In  essence, NBBS is a set of functions above ATM 
to build  bandwidth-efficient multiservices networks 
and to minimize the  administrative effort to define 
the  variousvirtual  networks.  The  incorporation of 
ATM and NBBS into  the  lower  layers of the  Open 
Blueprint is  the first step in an evolution  toward 
the  world of multimedia. It  enables clienthewer 
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information processing to exploit the emerging in- 
formation  superhighways.  New APIS and  distrib- 
uted  services will be added  that will allow new 
applications (such as collaborative computing, per- 
sonal  videoconferencing, etc.) to directly  invoke 
the ATM and NBBS capability to dynamically cre- 
ate  connections  with  widely different quality-of- 
service  characteristics. 

Conclusion 

The Open Blueprint is a structure  for discussing 
multivendor,  industry-standard  distributed  com- 
puting solutions.  At the networking  layers,  the 
Open Blueprint illustrates the protocol choices  and 
multiprotocol  networking  solutions in the  market- 
place  today.  Each of these  alternatives  has 
strengths  and  weaknesses  that  can  be magnified or 
reduced by  any given situation. A typical network 
today will have a variety of protocols  and  often a 
variety of multiprotocol  solutions.  Tomorrow’s 
networks are being designed with a recognition of 
our  multiprotocol legacy. Much  has  been  learned 
to prepare us for  the  ultimate  multiprotocol chal- 
lenge: multimedia. 

This  paper  has  emphasized  the  importance of ATM 
from two perspectives. From  the perspective of the 
evolving technology in traditional data  networks, 
ATM can be viewed as a new high-speed multipro- 
tocol  subnetwork  technology  that  is  equally appli- 
cable to local and  wide  area  networks.  In  this 
respect, ATM fits into  the  Open Blueprint infra- 
structure  as  just  another  subnetwork, although 
with  more  universal appeal. 

From  the  broader  perspective of communications 
in general, ATM is applicable not  only to  data net- 
works,  but also to telephony,  videoconferencing, 
andvideo distribution because it can satisfy a range 
of quality-of-service  requirements. Thus, Open- 
Blueprint-based clientherver  systems can share  the 
same  network  infrastructure with a variety of other 
users  not  directly  related  to  distributed  comput- 
ing. 

The capability of an ATM subnetwork  to  support 
different quality-of-service requests  on  each con- 
nection  makes it a natural  vehicle  for multimedia 
communications. As  the Open Blueprint evolves 
to  embrace tomorrow’s multimedia standards,  we 
can  anticipate multimedia application programs33 
in the higher layers of the blueprint, signaling their 
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connection QOS requirements  across  enhanced 
APIS. 

The notion of subnetworks  that provide any-to-any 
connections,  and  more  importantly the notion of 
quality-of-service  guarantees, will fundamentally 
change the  way public and  private  networks are 
built. Data-only  routers  and  voice-only  switches 
will gradually be displaced from the  core of the  net- 
works  by cell switches  serving multiple user  re- 
quirements, until the  day  when  any form of com- 
munication will be  “one ATM phone call away.” 

The Open Blueprint provides both  the vision of this 
exciting new world and  the migration path to it. 
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