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In  this  paper, we  discuss  the  evolving 
environment  and  requirements  for  the  Advanced 
Peer-to-Peer  Networkingm (APPP) architecture 
and  the  accommodation of these  changes  in 
basic  directory,  topology,  and  configuration 
services,  as  well  as  in  application  transport 
capabilities. We  use  high-performance  routing, 8 
recent  APPN  extension,  as  an  example  of  the 
adaptation of  the architecture to emerging  high- 
speed  communication  facilities  and  the 
increasing  trend to multiprotocol  networks. 
Finally,  we  discuss  some  extensions  to  switched 
support  and  network  management  in  APPN  and 
speculate on possible  future  considerations. 

D uring the 1970s, both engineering and econom- 
ics dictated the off-loading of communications 

functions from mainframes to specialized front-end 
processors. By the  early 1980s, the  steady decline 
in computing price and performance led to the in- 
creasing popularity and ubiquity of powerful 
midrange and small systems. IBM architects fore- 
saw  the need for new networking support for an 
emerging class of applications that would eventu- 
ally dominate computing: distributed applications 
using program-to-program communication (for ex- 
ample, clientherver-a trend  that,  over  ten  years 
later,  is increasingly pervasive,  but still not ubiq- 
uitous). This programming style  is exemplified by 
Systems  Network  Architecture (SNA) logical unit 
type 6.2 (LU 6.2), also called Advanced Program- 
to-Program Communication (APPC). This new pro- 
gramming style  contrasted  sharply  with  the  pre- 
vious program-to-device networking model, which 

maintained data  at  central  sites and provided ac- 
cess  via  centrally controlled display terminals and 
printers. 

Extrapolating from economic and technology 
trends,  the  architects envisioned a network of au- 
tonomous systems that would complement the cen- 
trally managed, centrally administered, mainframe- 
centric model of computing. These  trends  took 
shape in the form of personal  computer-based lo- 
cal  area  networks (LANS). But the  protocols  that 
were emerging for the "only environment- 
such as Network  Basic  Input/Output  System 
(NetBI0S)-had several shortcomings that made 
them unsuitable for use in a heterogeneous network 
that included wide-area connectivity. Harnessing 
the  distributed computing power inherent in the 
new computing systems,  and leveraging the new 
program-to-program communication, the IBM ar- 
chitects defined the  Advanced  Peer-to-Peer  Net- 
working* (APPN*) architecture. Its new distributed 
algorithms for automating network  control  and 
maintenance have resulted in  self-managing, adapt- 
able networks, capable of dynamically learning ev- 
erything needed for their own efficient operation. 
APPN architecture  was specifically designed to 
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avoid the limitations of existing "based proto- 
cols. For example, a limitation of NetBIOS is  its  use 
of LAN broadcasts for address discovery. While 
broadcasts provide good function at a low cost in 
small LANS, they  severely limit the ability to in- 
crease  the  size of the LAN internetwork. By con- 
trast, APPN uses distributed algorithms for address 
resolution and  route selection that do not  rely on 
LAN broadcasts, and hence are more scalable. APPN 
is not dependent  on  any functions that  are avail- 
able only on LANS, nor  does it assume, or require, 
any particular configuration such as hub-and- 
spokes, mesh, or logical  ring, as  do some other pro- 
tocols. As we shall see,  this independence from 
the underlying transmission medium gives APPN to- 
day a powerful head start toward exploiting new 
link technologies such as asynchronous  transfer 
mode (ATM). 

The first steps toward APPN architecture  were  con- 
cerned  with providing rudimentary networking 
support for autonomous computers that offered the 
new program-to-program communication capabil- 
ity. This early level of networking support for APPC, 
called low-entry networking (LEN), assumed that 
a small computer could either establish a direct 
communication link to  any  partner it needed to 
reach (when all communicating systems  were ad- 
jacent) or  be adjacent to a traditional subarea SNA 
backbone network' capable of routing its traffic us- 
ing connections,  or hops, through adjacent inter- 
mediate nodes. 

More sophisticated networking support-APPN- 
was on  the drawing board as the first LEN prod- 
ucts  were installed. It  was assumed that  these small 
and midrange computers would often be located 
in small businesses or decentralized sites  that did 
not need, or could not afford, a dedicated network- 
ing support staff. Every computer was theoretically 
capable of communicating with  any  other as a peer; 
ad hoc  patterns of connection  and disconnection 
would occur. With these assumptions, several new 
requirements for networks emerged as critical:' 

Networks should be easy  to  use, change, man- 

Network  control should be decentralized. 
Any topology should be possible. 
Networks should allow broad flexibility for phys- 

Internetworking with subarea SNA should be sup- 

Simplicity and low cost  are important. 

age, and grow. 

ical-level attachments. 

ported. 
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Continuous  operation  is essential. 

Some of the technical solutions  that emerged to 
solve  these  requirements include the following. 

Autonomy-The type of networking definitions 
requiring coordination at multiple sites  was min- 
imized or eliminated. For example, most param- 
eters required to activate a link and establish ad- 
dressability between a pair of computers  are 
negotiated, rather  than predefined. 
Clientlserver model-To optimize overall cost 
and performance, networking functions were di- 
vided  between end nodes  and network nodes. 
Rather  than  devote  storage and machine cycles 
everywhere to routine  network  maintenance 
chores,  such as maintaining a replicated topol- 
ogy database used for  route selection and a dis- 
tributed directory used to learn  the  locations of 
application programs and other  network re- 
sources, end node clients  use  the  services of a 
network  node  server. This division of function 
allows flexibility while reducing the  cost of the 
majority of nodes in the network-the applica- 
tion processors. 
Arbitrary topology-The overall network topol- 
ogy is no longer assumed to  be preplanned or cen- 
trally administered. Each machine user  controls 
the membership of that machine in the  network, 
reflecting the  way small and intermediate sys- 
tems  are  often used. This  results in a distributed 
topology management algorithm enabling nodes 
to join and leave  the  network at will, while pre- 
serving the ability to route traffic over  currently 
available paths.  The topology of network  nodes 
and their interconnecting links is replicated at all 
network  nodes, which update  each  other as 
changes  occur.  The topology of end nodes  is 
known at their individual network  node  servers; 
this information is  reported as needed during di- 
rectory  searches to allow selection of optimal 
session  routes  between  end users. 
Flexibility-It was unreasonable to think that 
each  computer  user would be capable of prede- 
fining everything needed to route  messages to a 
given partner;  users might not  even know in ad- 
vance which partners  they would contact. A dis- 
tributed directory  database  with a query algo- 
rithm enabled users and programs to locate  each 
other and obtain necessary routing information 
without  any predefinitions other  than  partners' 
names. 
Adaptive buffermanagement-The adaptive ses- 
sion-level pacing function developed for *PC, 
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which worked so well to manage buffers and pre- 
vent storage-related deadlocks between commu- 
nicating programs, was applied to hop-by-hop 
flow control for intermediate nodes, providing a 
measure of distributed self-tuning in the  face of 
unpredictable traffic patterns. 

In APPN, network nodes perform intermediate rout- 
ing and  exchange topology information among 
themselves, while end  nodes do not. An end node 

Changing times have brought 
new technologies, new 
user  environments,  and 
new user requirements. 

establishes a special connection with one of the ad- 
jacent  network  nodes, which provides  services for 
resource registration, discovery of remote network 
resources,  route  selection, and session  setup pro- 
cedures on behalf of application programs in the 
end node. Additional control  connections  are  es- 
tablished between logically adjacent network nodes 
to exchange and propagate topology information, 
to support  resource  searches, and more. 

The overall APPN design proved so successful, first 
in a prototype  version on the Sy~tem/36*,~ that it 
was later deployed on all major IBM networking 
platforms, from application hosts ranging from the 
System/390* mainframe family to the Personal Sys- 
tem/2* with Operating System/2* and Communi- 
cations Manager/2, to specialized communication 
nodes including the 3174 terminal controller, the 
3746 Nways* Multinetwork Controller, and the 
2217 Multiprotocol Concentrator.  Today APPN is 
thevehicle for meeting customer  requirements for 
100 percent host availability and exploiting the 
powerful capabilities of the newest parallel sysplex 
mainframe hardware from IBM. APPN has come a 
long way  since IBM researchers first envisioned it 
as the “glue” in networks of small ~ y s t e m s . ~  

New  environments,  new  requirements 

Changing times have brought new technologies, 
new user environments, and,  consequently, new 
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user requirements. While the original design points 
for APPN still hold, additional ones  were needed to 
address  these changes. 

For networking technologies, the driving forces of 
change have  been in two major areas: processing 
technologies and link technologies. 

Processing capability has  increased and become 
less expensive, thus moving the balance of com- 
puting power  away from the  data  center and out 
to the fringes of the network. This  further  drives 
the need for peer-to-peer  networks of increasing 
size, as well as for paradigms such as client/server 
and distributed computing. Today APPN networks 
may contain  hundreds of network  nodes, which 
replicate a common network-node topology and 
coordinate  directory  searches among themselves. 
Continued growth of a given network may be fu- 
eled by  the growth of the using enterprise, consol- 
idation of multiple enterprises, or addition of new 
applications and data traffic. As the  size of an APPN 
network  continues to increase,  the  increase in net- 
work  resources required to replicate and maintain 
the network-node topology among all network 
nodes and to do required broadcast  directory 
searches  to find communication partners may be- 
come burdensome. As a result, requirements have 
emerged for ways  to  keep  networks manageable 
and efficient, and to isolate network topology in- 
formation within logically or corporately distinct 
subnetworks.  The APPN border  node  provides for 
topology isolation and growth, while the APPN cen- 
tral directory  server helps reduce  directory  search 
overhead. These facilities are discussed later in this 
paper. 

Links, incorporating the physical media across 
which the  data flow, have  seen  orders of magni- 
tude improvement in both  capacity and reliability. 
Typical links in the  early 1980s, made of copper, 
had a typical performance of  9.6-56 kilobits per 
second (Kbps) and bit-error rates of Contrast 
this  with modern fiber-optic links, which may sup- 
port gigabyte bandwidths with bit-error  rates on 
the  order of 10”’. 

Improvements in link and processing technologies 
have driven changes in networking protocols. For 
example, due to  the relatively high error  rates,  ear- 
lier networking protocols required significant pro- 
cessing overhead for error detection and recovery, 
typically at  each  node of the  network.  The im- 
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proved reliability of today’s links means  that  er- 
ror checking need not  be  done link by link. High- 
performance routing (HPR),’ an enhancement to 
APPN, allows checking and  recovery to  be elimi- 
nated from the interior nodes of a network and per- 
formed only  at  the endpoints. This reduction of 
checking overhead, coupled with intrinsically 
lower error  rates,  can significantly lessen  the  over- 
all time the distributed processing resource  is used 
for reliability purposes. 

While the lower error  rates of today’s links reduce 
processing for error checking and recovery, their 
increased bandwidth reduces  the time a node  can 
spend,  per  byte of information, performing func- 
tions  such as routing and pacing. It  also means that 
more data  can  be physically on  the link (“in the 
pipe”) at  any given instant. This can  drive buffer 
requirements in the  nodes higher, especially using 
protocols designed for slower links. With cross- 
country or even intercontinental fiber-optic links 
running at gigabit speeds, megabytes of data  can 
be in  flight from the  sender before the first byte of 
data  arrives  at  the receiver. If it takes  tens of mil- 
liseconds for data  to  traverse a link and megabytes 
of data could be flowing during that time, a pro- 
tocol that  requires  frequent  responses will not use 
the link efficiently. The Rapid Transport Protocol 
of HPR addresses this. 

One result of increased link bandwidth is the po- 
tential for higher numbers of messages or circuits 
to traverse a node, again driving up processing 
needs. So while the improved reliability of mod- 
ern link technologies reduces  error processing, the 
increased bandwidth may consume  more compu- 
tation than before. This could limit the ability of 
networks to make full and efficient use of the prom- 
ised bandwidth gains. The automatic network rout- 
ing function of HPR addresses  this problem. 

Changes in the  way  networks  are used also  drive 
new requirements. One such change is the  trend 
toward networks  that  are  more  heterogeneous in 
protocols,  nodes, and links. Whereas, in the  early 
days Of SNA, an IBM customer’s network would typ- 
ically have been homogeneous-using SNA subarea 
protocols, IBM front-end processors, IBM display 
controllers, and Synchronous  Data  Link  Control 
(SDLC) twisted-pair copper links-today’s net- 
works might consist of many different protocols 
(for example, SNA subarea, APPN, Transmission 
Control  Protocol/Internet Protocol [TCPDP], 
NetBIOS, IPX**, AppleTalk**, etc.), many differ- 
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ent computation nodes (controllers, routers, hubs, 
bridges-all potentially from different companies), 
and a wide variety of link types and speeds-from 
2400-bits per  second  (bps) modem phone lines, to 
16-megabits per  second (Mbps) token-ring LANS, 

to 1.2-gigabits per second (Gbps) fiber-optic links. 
Such diversity, particularly in this  era of network 
consolidation, has become the norm. All these di- 
verse  features must coexist and interoperate, 
sometimes in neatly partitioned subnetworks, other 
times in an undisciplined mesh of nodes. The de- 
pendent LU requester  enhancement allows APPN 
to support traditional program-to-device applica- 
tions along with newer program-to-program appli- 
cations. APPN with HPR is  capable of running ef- 
ficiently on a wide  variety of platforms, coexisting 
with other protocols, and exploiting existing and 
newly emergent technologies, such as integrated 
services digital network (ISDN), frame relay, and 
ATM. A later  section  discusses  the ongoing evo- 
lution of APPN in support of these switched tech- 
nologies. 

In addition to consolidation of different network- 
ing technologies, today’s users and network man- 
agers want portability, “openness,” and interop- 
erability. Portability means that  the technology is 
available on a wide variety of platforms. APPN, for 
example, runs on personal computers, Application 
System/400* (AS/400*) systems, UNIX** worksta- 
tions, and specialized networking hardware, as 
well as  on mainframes. Openness means that  the 
technology is readily available and not exclusive 
to one manufacturer or vendor.  Interoperability 
means  that  the different products available in the 
marketplace will coexist and work  correctly  to- 
gether. IBM has made APPN an open  standard.  The 
APPNImplementers’  Workshop (AIW), initiated by 
IBM in  1993, is a consortium of over 40 networking 
product  manufacturers dedicated to ensuring the 
interoperability of high-quality APPN products from 
a wide variety of vendors.  The AIW exists  not  only 
for openly sharing APPN specifications and imple- 
mentation experiences,  but for cooperatively de- 
veloping extensions and modifications to the  ar- 
chitecture. 

As  networks get larger, customers  face  the  daunt- 
ing task of managing increasingly complex config- 
urations. New networking tools and techniques are 
necessary to deal with this challenge. In a later  sec- 
tion, we describe how APPN has expanded its  scope 
to include new management disciplines and to em- 



brace  the two major open management architec- 
tures in the marketplace. 

The remainder of the paper takes up APPN advances 
in the following order. First,  we look at extensions 
improving APPN basic directory, configuration,  and 
application-transport capabilities. Then we exam- 
ine some details Of HPR and describe recent accom- 
modation by APPN of new switching technologies. 
After discussing the expanded management ser- 
vices, we end by considering some possible future 
extensions. 

Central  directory 

The APPN directory uses a partially distributed da- 
tabase. The directory entries  are distributed using 
a two-level hierarchy. All nodes keep a directory 
of LU names that are local to the node. In addi- 
tion, end nodes register their directory entries with 
a network node server. A network node server 
maintains a second-level directory of all LUS on all 
end nodes it serves. To establish sessions between 
LUS on nodes served by different network nodes, 
directories exchange information using Locate 
flows. Locate flows may be broadcast to all net- 
work nodes or directed to a  specific node based 
on directory entries cached from previous flows. 

Central directory services add  a third level to  the 
APPN directory services hierarchy. Network nodes 
may register resources with a central directory, 
much as end nodes may register resources with 
their network node servers. Network nodes also 
use the services of a central directory to locate re- 
sources for session initiation. Network nodes rely 
on a central directory server, if one is present, to 
resolve unknown LU names. The central directory 
server  takes over all directory broadcast respon- 
sibilities. This allows  it to expand its  cache of LU 
names and locations. Peer central directories can 
cooperate to divide workload and provide backup 
for one another. 

This extension is an example of how the architec- 
ture is readily enhanced. Locate flows are used to 
centrally register resources in  much the same way 
that they are used to locate resources. A central 
directory server need not be adjacent to the net- 
work nodes using its services. It  is identified  in the 
topology database, so all network nodes can find 
it. This architecture allows a specialized network 
node acting as a central directory to provide ser- 
vices that can dramatically reduce the number of 
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broadcasts in an APPN network, without compro- 
mising any of the dynamics or decentralized con- 
trol. 

Border  node 

APPN network nodes and the links connecting them 
are represented in  a topology database. The infor- 
mation  in this database is used to select optimal 
routes for sessions, based on  the requirements of 
the data and the characteristics of the links. The 
overhead of maintaining  a complete and accurate 
replicated database is minimized by sending topol- 
ogy updates only when changes occur. As a net- 
work grows, the size of the database grows with 
the number of network nodes and the number of 
links connecting those nodes. This places a  grow- 
ing demand on  the storage at the network nodes. 
Since topology database updates are  sent  to  every 
network node for every change to the network- 
node topology, the demand placed on  the process- 
ing resources at network nodes and on the links 
connecting them increases with larger networks as 
well. 

These scaling constraints impose an effective  limit 
on the size of an APPN network that can be built 
with nodes and links of a  given capacity. Since the 
topology data and  algorithm are fully replicated, 
this limit is based on  the storage and processing 
capabilities of the least capable node in the net- 
work. 

A border  node provides an extension to APPN ar- 
chitecture to allow networks to  be partitioned into 
separate topology domains, or subnets. Networks 
can be divided into topology subnets according to 
any policies or criteria. A topology subnet is  sim- 
ply a group of APPN network nodes that share a 
common topology database. A border node pro- 
vides a service (topology subnet connectivity) to 
all LUS without requiring this service in  all  nodes. 
Border nodes allow directory searches and ses- 
sions to span interconnected topology subnets 
while  limiting topology flows. 

In practice, there are many reasons to partition net- 
works long  before the scalability  limits are reached. 
Although APPN supports networks of arbitrary to- 
pology, network designs are rarely arbitrary. Net- 
work designs are constrained by geography,  avail- 
ability of connection services, and expected traffic. 
For example, LANS at many remote sites may be 
connected via leased lines to a central office. In 
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this case, it is not necessary for network nodes to 
know the topology of remote nodes in  all other 
sites, since all routes are concentrated through the 
central office. 

When two different enterprises are connected, a 
network administrator may want to prevent one 
network from having to process topology updates 
from another network. An administrator may also 
wish to prevent administrators from other net- 
works from being able to view his or her network 
topology. 

Configuration  flexibility. A border node is an en- 
hanced APPN network node; therefore it supports 
all of the attachment types that a network node sup- 
ports. It may be directly connected to other net- 
work nodes, to end nodes, or  to LEN nodes in its 
own topology subnet. A border node is also con- 
nected to a network node or a border node in a dif- 
ferent topology subnet. 

Topology isolation. A border node connects differ- 
ent topology subnets, but it is a member of only 
one subnet (its native subnet). It assumes an end- 
node role for all directory and  topology  flows to 
adjacent (nonnative) subnets. This takes advantage 
of the distribution of function between end nodes 
and networknodes in a way that was not originally 
included  in the architecture. Topology  information 
does not flow between network nodes and end 
nodes, but directory requests do,  and end-user (LU- 
LU) sessions may be established. This same lim- 
ited connectivity is desired between APPN topol- 
ogy subnets, and  it  is  accomplished by the presence 
of the border node. Control connections are estab- 
lished and capabilities are negotiated as between 
basic end nodes and network nodes. 

A border node participates in  topology algorithms 
in its native topology subnet as a normal network 
node. Links connecting the border node to other 
topology subnets are defined as intersubnet  links. 
No topology updates are sent over an intersubnet 
link, even though control connections are active. 

Directory  requests. Locate flows may be  sent over 
intersubnet links, so the APPN distributed directory 
algorithm may span multiple  topology subnets. A 
border node may forward a broadcast Locate flow 
to all adjacent topology subnets or to selected sub- 
nets, based on  the name of the LU to be located. 

SNA names are hierarchically structured. Fully 
qualified LU names are represented as a net  iden- 
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tijier and an LU name. All network nodes in a to- 
pology subnet share the same net identifier for their 
control points, or CPS, which provide network ser- 
vices and communicate with each other using con- 
trol connections, or c~-c~sess ions .  While not ar- 
chitecturally required, it is common for all LUS in 
the domain of a network node (all LUS on nodes 
served by that network node) to have the same net 
identifier. Since all LUS in a topology subnet are 
likely to have the same net identifier, the net iden- 
tifier can be useful at a border node to decide 
whether to forward Locate flows into a particular 
topology subnet or not. 

Since intersubnet sessions will always traverse in- 
tersubnet links, border nodes that own these links 
forward a broadcast Locate flow across them only 
if the links are suitable for the requested class of 
service for the session. 

Intersubnet  routing. APPN routes are calculated 
based on information stored in the topology data- 
base. Since topology information is limited to 
nodes and links in the native topology subnet, 
routes can be calculated onlywithin the native sub- 
net. As noted earlier, a border node handles Lo- 
cate flows as an  end  node served by a network node 
in the adjacent topology subnet. It also provides 
network node services in its own topology subnet 
on behalf of LUS whose real network node server 
is in a different  topology subnet, as shown in  Fig- 
ure 1. This allows the border node to perform all 
the functions required to establish intersubnet 
routes without affecting the route-selection algo- 
rithm in any other network nodes. However, this 
also means that there is no  way to select a globally 
optimal route for a session connecting LUS in  dif- 
ferent topology subnets. The route is only “piece- 
wise optimal.” That is, it is optimal within each 
topology subnet on the path, but requires good net- 
work design  and placement of border nodes to en- 
sure near-optimal routes end-to-end. 

A border node alters information in the Locate 
flows as they pass through it. It replaces the real 
network node server of the partner LU with itself 
for  all  flows into its native topology subnet. This 
gives the appearance that the LUS have been lo- 
cated on the border node.  When a session is to be 
set up with an LU in another topology subnet, the 
native piece of the route is calculated and saved. 
When a session initiation request, orBzND, arrives, 
the border node correlates the BIND with the route 
calculated for the previous Locate procedure. 



Figure 1 A simple  border  node configuration 

NOTE: Two topology subnets, RED and BLUE, each have many attached  end  nodes that are not shown. Border node C is a net- 
work node in the RED topology subnet and  appears  as an end  node served by network node 3 to nodes  in the BLUE topology 
subnet Border node C tells other nodes in the RED subnet that it is the network node server for all LUs in the BLUE topology 

the BLUE topology subnet view network node 3 as the network node server for all LUs in the RED subnet. 
subnet. The border node tells network node 3 that it owns all the LUs that are actually anywhere in the RED subnet, so nodes in 

Since a BIND might not occur for a given Locate 
procedure,  the  border  node  discards this informa- 
tion if it is  not used in a timely fashion. 

When the BIND arrives, it is also  altered by replac- 
ing the routing information for the piece of the  route 
in one topology subnet  with  the information for the 
piece of the  route in the  next  subnet.  This hides 
the topology information in Locate  and BIND flows 
from the  adjacent topology subnet.  It  also limits 
the amount of routing information by not includ- 
ing all hops of the  entire  route. 

Since a border  node  provides  these  functions for 
sessions  and  alters flows as they  pass from one  to- 
pology subnet  to  the  next,  routes  between  end- 
points in different topology subnets  must  traverse 
border  nodes  on  the  path. 

Dependent LU requester 

While its initial designers planned for  the  interop- 
erability of APPN with SNA subarea  networks and 
designed APPN packet  formats to support routing 
of the older program-to-device traffic,’  full support 
was  not completed quickly, perhaps  because of 
overly optimistic predictions about how quickly the 
clientherver computing model would replace the 
mainframe-interactive model. One relatively recent 
significant addition to APPN, therefore,  was  the set 
of functions designed to overlay  and integrate the 
subarea SNA hierarchical network model required 
by system  services  control point (sscP)-dependent 
LUS on the flexible, nonhierarchical, distributed 
APPN infrastructure,  without reducing APPN ease- 
of-use. * One challenge came in migrating the older 
SNA session-setup flows required by dependent LUs 
to a pure APPN environment. These protocols, once 
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conducted  only on sscp-based  sessions involving 
mainframes, support  sophisticated session-man- 
agement programs written to the Virtual Telecom- 
munications Access Method (VTAM*) application 
programming interface. Such programs incorpo- 
rate functions for queuing session-establishment 
requests for busy single-session-only devices, and 
for initiation of sessions  by a secondary LU (e.g., 
a terminal is powered on and automatically re- 
ceives a logon screen), or  by a third party (e.g., 
a logon-management application program). Such 
functions could not simply be declared obsolete, 
since  they  were totally integrated into critical cus- 
tomer  business  processes in the form of many mil- 
lions of lines of application code;  also  they pro- 
vide an unparalleled degree of network control that 
cannot be replaced easily. This challenge is being 
addressed  by Session Services  Extensions, an ex- 
tension to APPN protocols in  1993 supported in 
VTM V4R1 now being introduced to the APPN Im- 
plementers’ Workshop. 

Even with V4R1-barring gateways or bridging- 
dependent  devices still had to be adjacent to  the 
host providing them SSCP services,  that is, adja- 
cent from the perspective of the SNA network  rout- 
ing layer, called “path  control” (Open Systems 
Interconnection [OSI] layer 3). The  second chal- 
lenge, therefore,  was to remove restrictions  on 
where  dependent LUS could be attached in an APPN 
network  without introducing poorly performing 
schemes  such as protocol encapsulation, or the in- 
direction and limited scalability of bridging. This 
was accomplished in  1994 by the  dependent Lure- 
pester (DLUR) architecture”  that IBM opened to 
the industryvia  the APPN Implementers’ Workshop 
during its development. Unlike other methods (and 
there  are  many)  to  support  dependent LUS in an 
internetwork  by circumventing SNA restrictions, 
DLUR simply lifts the  restriction, solving this chal- 
lenge in a straightforward and flexible manner. 

The flows between  dependent  devices and the ap- 
plication host  are managed in the  subarea  network 
by an entity called the SNAsubarea boundatyfunc- 
tion (BF), often implemented in a communications 
controller such as the 3745 with  Network  Control 
Program (NCP) software. wAM itself provides such 
a boundary function for channel-attached  devices 
and when no  front-end  processor  is used for com- 
munication lines. DLUR architecture  provides a 
boundary function remote from the SSCP across an 
APPN network. By adding a small piece of client 
logic (the DLUR) to existing APPN nodes  that  also 
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support dependent devices, sscp-physical unit (PU) 
and SSCP-LU support  are “piped” over  an  arbitrary 
number of APPN hops, from an existing SSCP to 
wherever  they  are needed. A corresponding piece 
of server logic (the  dependent  Luserver) in the host 
complements  the DLUR client by managing the BF- 
SSCP relationship. 

By  contrast,  other  techniques to support  depen- 
dent LUS in a multiprotocol internetwork include: 

Remote bridging”-a means of extending trans- 
port services  over wide area  networks to remote 
nodes, which operates  at  the  data link layer (OS1 
layer 2). However,  remote bridging lacks  alter- 
native  path capability and scalability, does not 
support priority, and has hop-count limitations. 
Single-stack  tunneling (encapsulation)-for ex- 
ample, data link switching,12 an  extension of 
bridging that  maps layer-2 data link connections 
to Transmission Control Protocol (TCP) connec- 
tions. The link-layer protocols  are divided into 
three  concatenated  path segments, with link- 
level procedures performed in each segment to 
avoid timeouts, but linking all three segments to- 
gether to form a logical  link. 
Protocol conversion-for example, TN3270, a 
TCPnP-based  3270 terminal emulator program that 
was distributed with  the  Berkeley  Software Dis- 
tribution UNIX 4.3 and is  supported  by  most 
TCP/IP networking vendors. While it provides 
3270 access in a native TCP/IP environment, it 
omits  some important support for 3270 functions 
and attachments and makes heavy  demands on 
System/390 host processing. Many mission-crit- 
ical applications that  run  on Multiple Virtual 
Storage (MVS)  depend heavily on functions that 
TN3270 does not support. 
APPC3270-an  IBM-developed application pro- 
gram that  uses APPC protocols to  carry  the 3270 
data stream  to a partner APPC3270 program. Un- 
like TN3270, it conveys  control information us- 
ing native SNA headers;  thus it has  better  per- 
formance. But like TN3270, it requires a server 
running on  the host, and it does  not  support real 
3270 devices. 

DLUR brings added  benefits  to  dependent  devices. 
DLUR not only relaxes the  ties of dependent LUs 
to mainframe hosts and preserves customer invest- 
ments in existing devices, such as 3279 terminals, 
3270 emulators, and 3274 control units, and their 
expensive-to-update program-to-device applica- 
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tions, but it brings added benefits over  the  subarea 
network  support. 

Along with DLUR comes dynamic definition for de- 
pendent LUS, easing their administration. DLUR im- 
proves availability as a result of two  factors.  First, 
APPN routing provides multiple and alternative 
paths  between a device  and  an application pro- 
gram. Second, DLUR decouples  the  routes  for SSCP 
control  sessions from routes  for LU-LU sessions. 
Consequently, a link failure disrupting a control 
session  does  not necessarily disrupt the LU-LU ses- 
sions it manages, and  control  sessions  can be re- 
covered dynamically over different paths,  even to 
different SSCPs. DLUR improves performance 
through the ability to route  across A P P N m R  paths, 
to have dynamically selected  alternative  routes, 
and by  no longer consuming costly mainframe cy- 
cles or 3745 control block storage  for  pure routing 
functions. DLUR brings added security,  since LU 
6.2  authentication  protocols  can be used on  the 
DLUR-DLUS “pipe.” DLUR greatly improves net- 
work manageability, since protocol-neutral devices 
such as gateways, bridges, and routers between de- 
pendent  devices and hosts,  formerly invisible to 
SNA network managers, become visible and man- 
ageable when their bridging function is replaced 
by APPN DLUR support. 

DLUR also offers simple migration, since it can  be 
installed virtually  anywhere in an APPN network. 

The fundamental benefit is  the  access  to APPN flex- 
ibility that DLUR confers on traditional SNA appli- 
cations.  Because all the cited benefiits enable  more 
cost-effective network designs, D:LUR lets  users 
adapt  the  network to  the  needs of a changing or- 
ganization, rather  than dictating the. organizational 
structure around the  needs of an inflexible network. 

High-performance  routing 

High-pegormance  routing (HPR) l3 is a recent APPN 
feature that enhances data routing performance and 
reliability, especially when high-speed links are 
used. HPR was  introduced  into  the APPN Imple- 
menters’ Workshop in  1993 and gained final ap- 
proval in May 1995. 

To support  the emerging high-speed communica- 
tions facilities, routing in intermediate  nodes us- 
ing HPR is done  at a lower layer and is much faster 
than in the existing base-APPN intermediate session 
routing protocol. The HPR intermediate routing pro- 
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tocol minimizes both  storage  and processing re- 
quirements in intermediate nodes. The hop-by-hop 
error  recovery and flow control used in base APPN 
for the older, slower-speed links is  unnecessary for 
reliable high-speed links. HPR provides  error  re- 
covery  and flow control  at  the  session  endpoints 
that eliminates the need for performing these  func- 
tions on  each link along the  session path. 

To provide greater  session reliability, HPR uses a 
nondisruptive  path  switch function that  automat- 
ically switches  session  paths around failed links or 
nodes. 

The  two main components of HPR are  the Rapid 
Transport Protocol (RTP) and automatic  network 
routing (ANR). 

Rapid Transport Protocol. RTP is a connection-ori- 
ented, full-duplex protocol designed to support 
data  transfer in high-speed networks. RTPconnec- 
tions are established within an HPR subnet and are 
used to  carry session traffic. These connections can 
be thought of as “transport pipes” over which ses- 
sion traffic is carried. RTP connections  can  carry 
data  at  very high speeds  by using low-level inter- 
mediate routing and by minimizing the  overhead 
on individual links for error  recovery and flow con- 
trol. 

The RTP functions include the following. 

End-to-end errorrecovey. In  base APPN, error re- 
covery  is  done  on  every link in the  network. To 
better  serve  the emerging high-speed links with 
their lower bit-error rates, HPR eliminates link-level 
error  recovery and instead does  error  recovery 
only  at  the  endpoints of the RTP connection. This 
improves performance by avoiding error  recovery 
flows and processing on  every link. RTP also  sup- 
ports selective retransmission, where missing or 
corrupted  packets  are  re-sent,  but  not  the good 
packets after the failed one as in “go-back-N” 
schemes. 

End-to-endflowlcongestion control. Flow control 
in base-APPN networks is done on  each stage, or 
hop, of the  session  path, using adaptive  session- 
level pacing. This method provides good perfor- 
mance  for  networks comprising a mixture of link 
types, with differing speeds and quality. However, 
for high-speed networks,  adaptive session-level 
pacing is not desirable  because of the amount of 
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Figure 2 RTP connection  supporting APPN sessions.  Multiple  sessions  using  the  same  class of service  can  share 
the  connection. 

processing time required in each intermediate 
node. 

RTP provides a new protocol at the connection end- 
points called adaptive  rate-based (ARB) flowlcon- 
gestion control. ARB control  ensures  that  the re- 
ceiving RTP endpoint is not flooded. It  prevents 
congestion by constantly monitoring the amount 
of data flowing over  the RTP connection and reduc- 
ing  it when necessary. ARB control  also maximizes 
link utilization by sending data  into  the  network 
in measured amounts  rather than uncontrollable 
bursts. 

Nondismptive path switch. The physical path of 
an RTP connection  can  be switched automatically 
to reroute  sessions around a failure in the network. 
The flow of data  on the sessions  is resumed on  the 
RTP connection using the new path without disrupt- 
ing the  rerouted  sessions.  Any  data  that  were in 
the  network at the time of the failure will be re- 
covered automatically using RTP end-to-end error 
recovery. 

Figure 2 shows an RTP connection that is carrying 
multiple sessions. Traffic from many sessions re- 
questing the  same  class of service  can be routed 
over  the  same RTP connection. If an HPR node is 

an intermediate node on a session path, then it must 
be a network  node (NN), just  as in base APPN; oth- 
erwise, it can be either  an end node (EN) or a net- 
work node. 

Automatic  network  routing. ANR is a new routing 
protocol  that minimizes storage and processing 
(CPU cycles) requirements for routing packets 
through intermediate nodes. Because ANR takes 
place at a lower layer than APPN intermediate ses- 
sion routing, packets  can be switched very fast.  It 
is expected  that  packets may be switched 10 times 
faster  than in base APPN when ANR is done in soft- 
ware, and up to 100 times fasterwhen  done in hard- 
ware.  Functions  such as link-level error  recovery, 
segmentation and reassembly, and flow control  are 
no longer performed in the intermediate nodes but 
only  at  the RTP connection endpoints. An HPR in- 
termediate  node  is not aware of SNA sessions or 
the RTP connections  that  are established through 
it, and therefore  does not require  the memory for 
them. This saving of intermediate storage  is  essen- 
tial for the future, when HPR nodes supporting high- 
speed links will be  carrying many more interme- 
diate sessions than APPN nodes  carry today. Also, 
the  connectionless  property of ANR allows a more 
efficient and equitable sharing of resources among 
APPN and other protocol stacks in multiprotocol 
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Figure 3 ANR routing. Intermediate nodes strip routing information from the header at every hop along the path. 
- 

I 
i 
'outers, which can improve overall performance 
md reduce  network  costs. 

Source  routing. ANR is a source-routing protocol 
and carries  the routing information for the  entire 
path in a network  header in the  packet.  Each in- 
termediate node strips off information from this 
network  header before forwarding the packet to 
the  outbound link, so the next node can easily find 
its routing information at a fixed place in the 
header. 

Transmission priority. The netwarrk header  con- 
tains a transmission priority field that  is used dur- 
ing intermediate ANR by HPR nodes. The transmis- 
sion priority field specifies one of four values: 
network, high, medium, or low. The network pri- 
ority  value  is  reserved for contro:l traffic such as 
topology database  updates and directory searches. 
The  value of the priority field for LU-LU sessions 
comes from the  class of service  selected by  the LU 
that originated the session. 

HPR nodes  keep  queues for each piriority on  every 
link, and therefore higher priority packets can over- 

take lower priority ones. Aging mechanisms en- 
sure  that lower priority packets  are not perma- 
nently held  in queues while only higher priority 
traffic is serviced. 

Figure 3 shows  the principle Of ANR. The interme- 
diate NN strips  the first routing  label (Al) from the 
network header before forwarding the packet on 
link Al. The  address of C5 represents  the endpoint 
in the  last HPR node. With no need to reserve  stor- 
age or  to do link-level error  recovery, the inter- 
mediate NN can  route  packets  very quickly. 

General HPWAPPN network  operation. Figure 4 
shows a network  where  an HPR subnet  connects 
two base-MPN subnets. All nodes within the APPN 
subnets  are base-APPN network  nodes, and all 
nodes within the HPR subnet  are HPR network 
nodes. The following sections  describe  the  basic 
operation of this combined network. 

Topology. When all the links and nodes  are active, 
every node has the topology for the  entire network, 
shown in Figure 4, stored in its topology database. 
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Figure 4 APPNIHPR network 

APPN SUBNET 1 I HPR SUBNET 

Nodes in the APPN subnets  view  nodes and links 
in the HPR subnet as base APPN. Nodes in the HPR 
subnet  can distinguish between  the base-APPN and 
HPR links and nodes. 

Session  activation. If an LU in node A wishes to 
establish a session with an LU in node H, the fol- 
lowing events occur: 

Node A initiates a directory  search to locate  the 
target LU. The  directory  search protocols are  ex- 
actly  the  same as in base APPN. 
When the  search  completes,  node A computes 
a route (1-2-3-4-7-8) to node H and sends  the BIND 
over  the first hop of the  route (link 1). The BIND 
is sent using the base-APPN format. 
When node B receives  the BIND, it creates a ses- 
sion  connector that  is used for intermediate ses- 
sion routing and adaptive-pacing flow control. 
Node B forwards  the BIND over link 2 to node 
C ,  which contains an APPNJHPR boundaly  func- 
tion (BF). The BF obtains ANR routing informa- 
tion for RTP path 3-4 and establishes an RTP con- 
nection to node F over  path 3-4. The BF also 
creates a session  connector  that  connects  the 
base-APPN session being established with the RTP 
connection. The BIND is sent  over  the RTP con- 
nection in a network  layer packet (NLP). l4 

Since  data  sent on RTP connections  are ANR- 
routed through intermediate nodes, node D, af- 
ter stripping off the link-4 ANR label, simply for- 
wards  the NLP to node F over link 4 using the 
fast ANR protocols. Node D maintains no mem- 
ory for ANR-routed NLPs (even  when  one  con- 
tains a BIND). 
Node F also  contains a BF. When it receives  the 
NLP containing the BIND, it creates a session con- 
nector  that  connects  the RTP connection and the 
base-APPN session  that  is being established over 
link 7. The BIND is  sent  over link 7 to node G 
using base-APPN format. 
Node G performs normal APPN intermediate pro- 
cessing (just as in node B) and forwards  the BIND 
to  node H, the final destination. 
Node H sends  back a BIND response, which flows 
using base-APPN protocols  over links 8,7,2, and 
1, and HPIUNLP protocols  over  the RTP connec- 
tion that  was established over links 3 and 4. 

Session trafic. After the  session  has  been  estab- 
lished, the  session traffic  flows over links 1,2,7, 
and 8 using base-APPN protocols. It flows over  the 
RTP connection for links 3 and 4 where HPR/NLP 
protocols  are used. Over the RTP connection, er- 
ror  recovery and flow control  are  at  nodes C and 
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F; intermediate node D does not blecome involved 
in these protocols-it handles only ANR protocols. 

Path switching. If a link fails aloing the HPR por- 
tion of the  path, it may be possible to switch paths. 
For example, if link 4 fails, the  path for the RTP 
connection will be switched from path 3-4 to  path 
5-6 (assuming path 5-6 satisfies the class of service 
associated with the  sessions). Switching the  path 
involves recalculating a new RTP path and obtain- 
ing ANR information about it. Once this is done, 
traffic on the RTP connection is ANR-routed over 
the new path 5-6 through node E. Node E does not 
know anything about  the RTP connections or  ses- 
sions, it just performs ANR protocols. Any data  that 
might have  been lost due to the link failure will be 
recovered  by  the RTP connectio:n endpoints (in 
nodes C and F). 

HPR migration. There  are  no confi,guration restric- 
tions on migrating an APPN network; to support HPR. 
As soon as an HPR subnet  is formed, the benefits 
of HPR are achieved. New HPR nodes may be added 
or existing base-APPN nodes upgraded to HPR in 
any manner. 

To take full advantage of the HPR function, how- 
ever, HPR subnets need to be formed. High-speed 
links carrying  heavy traffic,  suc:h as backbone 
trunks, benefit from the  perfomlance  enhance- 
ments of HPR. 

As soon as two adjacent  base-^^^^ nodes migrate 
to HPR, they  can  achieve nondisruptive path 
switching and adaptive rate-based flowlcongestion 
control.  They  can  also  reduce tra:€lic flows for er- 
ror  recovery  by using RTP selective retransmission 
protocol. When additional nodes migrate to HPR 
so that an intermediate HPR node with  at  least  two 
HPR links performs ANR only, the:n the  other ben- 
efits Of HPR can  be obtained: fast intermediate node 
routing with priority and reduction in intermedi- 
ate node storage. 

As HPR is an extension to APPN, it uses  the  base- 
APPN directory  protocols, topology protocols, and 
route-selection algorithm. Becaus’e HPR nodes and 
links appear as base-APPN nodes and links in the 
topology databases of base-APPN nodes, an orderly 
migration to HPR that will not affect existing base- 
APPN nodes in the  network is possible. 

The desirability of HPR links is reflected in terms 
of their characteristics. If HPR links have higher 
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speed  than  the existing links, then their route  se- 
lection “weights” reflect that. HPR nodes will not 
automatically select HPR links in preference  to 
base-APPN links with  the  same weights, because 
that would negate the base-APPN load-balancing 
feature. If the selection of HPR links in prefer- 
ence to APPN links is required, it can  be  done  by 
defining their characteristics appropriately. Such 
characteristics may be user-defined. 

HPR insulates the  upper  layers from any  awareness 
of the RTP connections and ANR protocols in the 
network. The LU-LU sessions will benefit from the 
improved performance in the network without hav- 
ing to make any  changes to support HPR. Any  ex- 
isting applications supported  by  the LUS are  sup- 
ported by HPR networks.  For example, dependent 
LU sessions may be carried over an RTP connec- 
tion to an HPR node containing the  partner LU. 

Exploiting  switched  technology 

A switched transmission facility allows connec- 
tions to be established as needed, with connection 
charges incurred only while the  connection  is  ac- 
tive. For that reason, switched facilities are  often 
used for home and mobile data applications. De- 
spite  the longtime ubiquity of switched transmis- 
sion facilities, in the commercial environment the 
predominant transmission facility for data, unlike 
voice,  across wide area  networks  has  been  leased 
or otherwise privately-held telecommunication 
lines. Mainframe-centric networks, featuring com- 
munication between  any  end-user equipment and 
any mainframe-based application within the  net- 
work, have typically been  star-structured config- 
urations with nonswitched lines radiating from a 
data  center to end-user  sites.  In  the  current  era of 
powerful personal computers and workstations, 
end-user  sites need to communicate among them- 
selves without using a predictable configuration. 
As a result, switched facilities are rapidly replac- 
ing nonswitched lines for data transmission. The 
high cost of private lines, especially in Europe, is 
hastening this change. Carriers  are offering new 
switched link-layer technologies such as ATM and 
switched frame relay, as well as new switched ser- 
vices  such as LAN emulation. 

The following sections  describe  these new 
switched facilities as well as new APPN features that 
are being developed to exploit them. 
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Survey of switched  technologies. The  most common 
switched facilities use analog modems to  access 
dial services on public switched  telephone  net- 
works.  Typical  data  rates offered by  such  modems 
include 14.4 and 28.8 Kbps. 

Carrier offerings for narrow-band integrated ser- 
vices digital network (ISDN)’~  are becoming pre- 
valent in Europe, especially Germany,  and in Ja- 
pan. ISDN provides a “basic-rate”  interface of 144 
Kbps  to  the customer  premises,  with  “primary- 
rate”  interfaces of  1.544 Mbps in the  United States 
and 2.048  h4bps in Europe also available. ISDN pro- 
vides  both  circuit-switched and packet-switched 
connections. 

The  basic-rate  interface  consists of two 64-Kbps 
B channels and one  16-Kbps D channel. The pri- 
mary  function of the D channel is to  carry signal- 
ing information for circuit switching of the B chan- 
nels,  but it can also provide  access to an X.25 
packet-handling  service.  In circuit-switching 
mode,  an  entire B channel is switched to a single 
destination. 

Aframe-relay’6 network,  via a standard  user-to- 
network  interface (UNI), routes variable-length 
frames,  typically  over  carrier-provided  subnets 
through which many  remote  stations  can  be  ac- 
cessed in a point-to-point fashion. Frame-relay net- 
works  provide a connection-oriented  service us- 
ing link-layer addressing. Different user  data 
streams  may  be multiplexed at a physical port  over 
distinct logical connections. The  core  services pro- 
vided by a frame-relay  network are frame delim- 
iting, congestion notification, and error checking. 
Frame-relay terminal equipment often  requires 
only a software upgrade to existing equipment, and 
as a result is  already widely deployed. 

Carriers  currently  have primarily permanent  vir- 
tual circuit frame-relay offerings. Only a few  car- 
riers currently offer a switched frame-relay service, 
but  other  carriers  are  sure  to follow. ’’ Frame-re- 
lay signaling is defined in International Telecom- 
munication Union  (ITU)  recommendation Q.933. 
For data  transfer,  switched  frame  relay  provides 
guaranteed  throughput  and is a good first step into 
the  switched  environment. 

An ATM bearer service provides a sequence-pre- 
serving, connection-oriented, cell-transfer service 
between  source and destination with a guaranteed 
quality of service ( 0 s )  and  throughput. Virtual 
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connections  can be either point-to-point bidirec- 
tional or point-to-multipoint unidirectional. An 
ATM bearer  service also supports signaling proto- 
cols if it provides a switched  virtual circuit (svC) 

IBM’s Networking  BroadBand 
Services  architecture  and 

Nways  products  provide frame 
relay and ATM bearer services. 

connection  service. Virtual connections  are  estab- 
lished and  released  via  the signaling protocol  or 
by subscription. 

ATM networks  are designed to  transport a variety 
of traffic classes satisfying a range of transfer  ca- 
pacity  needs  and  network performance objectives. 
The higher-layer user Of ATM indicates its through- 
put  requirements  for  an svc by specifying a sub- 
set of the following connection traffic parameters 
at  the UNI defined by  the ATM Forum:  peak cell 
rate,  sustainable cell rate (Le., the maximum av- 
erage rate),  and maximum burst  size  at  the  peak 
cell rate. 

A traffic contract specifies the negotiated charac- 
teristics in one direction of flow on a virtual  con- 
nection at the UNI. A traffic contract  consists of a 
requested QOS class  and a set of connection traffic 
parameters.  A QOS class specifies a set Of ATM per- 
formance  parameters  such  as cell loss ratio, mean 
cell-transfer delay, and cell delay  variation.  The 
ATM subnet  commits to meet  the  requested QOS as 
long as the  user complies with the traffic contract. 

IBM’S Networking  BroadBand  Services  architec- 
ture” and Nways  products provide frame relay and 
ATM bearer  services. 

LAN emulation. LAN emulation enables higher 
layer  protocols  (such as APPN and TCPDP) to  access 
ATM subnets  as if they  were running over a legacy 
LAN (e.g., IEEE 802.3 and IEEE 802.5). Thus, LAN 
emulation allows a higher layer  protocol  to  have 
access  to ATM subnetworks  with  no  changes  re- 
quired for the higher layer protocol. When an APPN 



node implements LAN emulation, its  data link con- 
trol (DLC) function must  have LAN-emulation soft- 
ware. LAN emulation requires one node on the ATM 
subnet to  act as a LAN-emulation server  respon- 
sible for mapping legacy LAN addre.sses to ATM ad- 
dresses. 

LAN emulation hides the underlying switched sub- 
net from higher layer  protocols; as a result, higher 
layer  protocols  cannot  use  some fe,atures, such as 
guaranteed throughput and QOS, of the ATM sub- 
net. Therefore, a higher layer protocml needs a “na- 
tive” interface to the ATM subnet 1.0 exploit all its 
features. 

APPN currently  has  the capability l:o define a con- 
nection  network  on legacy LANS. With LAN emu- 
lation, APPNvieWS an ATM network as a LAN; there- 
fore, LAN emulation allows a connection  network 
to  be defined on an ATM network. 

Connection  network  model. APPN links are logical, 
point-to-point connections  between a pair of ad- 
jacent APPN nodes. A node require.s a system def- 
inition for each  such link. When N ,WPN nodes  can 
communicate with  each  other  across a shared 
transport facility such as a LAN, the required num- 
ber of APPN link definitions (which includes link- 
level signaling information required for routing to 
partner  nodes) would be N X N.  F7or that reason, 
APPN uses a connection  network model to reduce 
the  system definition to essentially a 1 x N prob- 
lem. 

In  the  connection  network model,, a virtual  rout- 
ingnode (VRN) represents  the share:d facility. Each 
node  attached to the facility defines a single link 
to  the VRN rather than links to all other  attached 
nodes. l9 

Both APPN end nodes and network nodes make use 
of this model. Nodes of both  types h o w  their own 
link-level attachment information, which is needed 
for DLC signaling by  partner  nodes  when  the links 
between  them  are to  be activated. Nodes differ  in 
how they  present  this information to the  network. 
End nodes return information about their VRN con- 
nections  and related DLC signaling information as 
part of the normal directory services process to find 
a destination node. Network  nodes  store all their 
VRN connection and allied DLC siginaling informa- 
tion in the distributed topology database  that all 
network  nodes maintain and access.  Thus, a net- 
work  node calculating the  appropriate  route for a 
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requested session between  two  nodes  can  not  only 
determine  that  the paired nodes  share  the  same 
connection network, but  can  also provide the 
needed DLC signaling information to  the  node  that 
will initiate the  session  over a selected  route using 
that facility. 

Extensions to  the LAN connection  network model 
are required to exploit the  features of switched fa- 
cilities. For LANS, the signaling information, which 
consists of the medium access  control (MAC) ad- 
dress  and  the logical link control (LLC) service  ac- 
cess point ( S A P )  address,  is sufficient to establish 
a connection; however, additional signaling infor- 
mation is required for switched facilities. For ex- 
ample, the signaling information for an ATM con- 
nection network includes the bandwidth and QOS 
requirements. The LAN connection network model 
assumes  the  same  characteristics for each  connec- 
tion crossing the LAN; however, parameters for 
switched connections may vary call by call. 

Multiple connection  networks may be defined on 
a shared facility.  Normally, a single connection net- 
work  is defined on a LAN, but  separate  connection 
networks may be defined on switched subnets for 
local- and wide-area connections. The  connection 
network model for LANS allows only  one link to be 
defined between a physical port and a VRN. The 
definition of multiple links between a port and the 
VRN for a switched subnet allows the establishment 
of multiple switched connections  between nodes, 
with each connection having its  own  parameters; 
in addition, multiple connections  can  be used for 
separation of traffic for different classes of service. 

Use  by APPN of the connection network model 
compares favorably with mechanisms for transport 
of Internet  Protocol (IP) traffic over ATM networks 
defined by  Internet Engineering Task  Force (IETF) 
RFC 1577. In the LAN shared-transport environ- 
ment, IP uses  the  Address Resolution Protocol 
(ARP) and the  Inverse  Address Resolution Proto- 
col to establish connectivity  between IP end sys- 
tems  (hosts  or  routers). RFC 1577 describes  the  use 
of an ARP server to duplicate these functions in the 
ATM environment. One or more logical IP subnets 
(LISS) is defined on an ATM network: within an LIS, 
all IP hosts and routers  share  the  same IP network 
number, subnet number, and address mask. The 
IP hosts and routers of an LIS register their IP ad- 
dresses and ATM addresses with the  server and use 
the  server to discover  the  addresses of other IP 
hosts and routers.  This  approach  precludes  direct 
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ATM connections  between IP end systems in  dif- 
ferent LISs; thus, two ATM connections are required 
with an intermediate IP router. By contrast, direct 
ATM connections  are allowed between APPN end 
nodes  with different network  node  servers. Also, 
for each LIS, RFC 1577 specifies a single ARP server, 
which is a potential single point of failure; APPN 
allows an  end node to define alternative  network 
node  servers. 

Connection  networklinkdefinition. APPN transmis- 
sion priority and class of service allow APPN links 
to  be highly utilized for batch traffic without im- 
pairing delay-sensitive interactive traffic. zo Aging 
algorithms guarantee  that lower priority traffic is 
not completely blocked. The result is predictable 
performance: interactive traffic obtains its required 
response time while sharing the  transport with 
batch applications; the  transport  service  can dis- 
criminate among batch applications while ensur- 
ing that  the lowest priority traffic has  adequate  ser- 
vice. 

When selecting a route for a requested session, 
APPN uses  the associated class of service of the ses- 
sion to choose  the  most  appropriate  sequence of 
links (based on their characteristics) for the  ses- 
sion to traverse.  The connection network model 
allows multiple, parallel links-each with its  own 
distinct characteristics, throughput parameters, 
and QOS class-to be defined to a VRN. APPN to- 
pology and routing services  select  the  appropriate 
link for the traffic of each session; as a result, a 
switched connection  with  appropriate throughput 
parameters and QOS class is used. In using the APPN 
support,  the customer's objectives in  designing the 
number of such links and their characteristics, 
throughput parameters, and QOS classes may in- 
clude: 

No performance regression: continued good re- 
sponse time for interactive data traffic without 
blocking lower priority traffic 
Fairness: unbiased service for the multiple APPN 
traffic streams of a given priority traversing a 
switched network 
Efficiency:  high utilization of the links within the 
switched network and good resulting cost  per- 
formance 

Tariff structures for switched services may vary 
over time, as well as by technology and carrier. 
Thus,  the APPN enhancements for switched tech- 
nology are designed to be  robust enough to pro- 
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vide line cost savings in dissimilar environments. 
The  enhancements allow customers to have differ- 
ent  strategies in  defining link characteristics and 
throughput parameters to improve performance or 
reduce line costs. 

One customer  strategy is to define a link to a VRN 
from each node attached to the switched subnet- 
work. A single connection is established as needed 
between  pairs of nodes  attached to  the connection 
network. If such a connection  has traffic through- 
put guarantees, it has  the  appearance of an APPN 
link of fixed bandwidth. Alternatively, a best-ef- 
fort connection has lower associated line costs  but 
degraded response time for interactive traffic dur- 
ing periods of network congestion. 

Another strategy is to define links to two VRNS from 
each node; this allows the establishment of two 
connections  between  nodes  attached to a switched 
subnetwork.  For interactive and network  control 
traffic, where  response time is  important, a con- 
nection with a throughput guarantee would be es- 
tablished; a best-effort connection would be used 
for batch traffic. 

APPN network  management. While APPN has been 
evolving, so has  its  systems and network manage- 
ment. Originally, APPN networks  were managed 
solely by  the IBM-defined SNA management ser- 
vices ( S N m S ) .  To meet  customer  needs for uni- 
fied management of multiprotocol networks using 
open techniques, APPN management has been 
brought under  both  open management architec- 
tures  currently in the marketplace: the Simple Net- 
work Management Protocol (SNMP) and the Com- 
mon Management Information Protocol (CMIP). z2 

While retaining the proven S N m S  support for ar- 
eas  such as problem managementz3 and change 
management,z4 IBM has focused on using the  open 
architectures for management disciplines not pre- 
viously covered for APPN resources: topology man- 
agement, accounting, and performance manage- 
ment. 

As a consequence of covering so much of the man- 
agement landscape for APPN resources, IBM man- 
agement functions are  spread  out  over a number 
of platforms and realized in a number of distinct 
products. Work  is  under  way to unify all of these 
functio?s within IBM Systemview*. By encapsu- 
lating cxisting S N ~ S ,  SNMP, and CMIP manage- 
ment inside objects  that represent management ap- 
plications, Systemview will hide the different 
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management protocols and provide a single inter- 
face to a management application program need- 
ing any of the  functions  that  these  protocols pro- 
vide. 

The  open management protocols  also make it pos- 
sible for APPN networks and resources to be man- 
aged from locations  outside  the PLPPN networks 
themselves. CMIP or SNMP traffic may, for exam- 
ple, use IP as its  transport  between a centralized 
manager on  an IP host and a managed system  that 
is both  an IP host and a node in an MPN network. 
As described below, mechanisms for  transport of 
SNMP and CMIP traffic over SNA sessions  are pro- 
vided, so that a foreign transport  such as IP is not 
required for managing APPN resources. 

Management  models for APPN resources. The CMIP 
managed-object model for APPN topology takes ad- 
vantage of the  fact  that  the APPN ne,twork-node to- 
pology database  is fully replicated in  all the  net- 
work  nodes in a topology subnet: a CMIP manager 
can  retrieve  the network-node topology of an  en- 
tire  subnet by interacting with  only  one of its  net- 
work nodes. Since  local topology information (re- 
garding end nodes and the links attached to them) 
is not replicated, a manager must  interact  directly 
with  the  network  node or end node whose local 
topology it desires to see. A typicial mode of op- 
eration for a CMIP manager is to monitor network- 
node topology continuously, using the  results to 
maintain an  accurate  map of current: network-node 
topology, but to request local topology only  when 
an  operator  asks for it, perhaps by selecting a rep- 
resentation (icon) for an APPN node on a graphical 
user interface. 

The managed-object model for APPN topology is 
not limited to monitoring. CMIP actions are defined 
that allow an operator to activate ;and deactivate 
both physical adapter  ports  and links. 

A second CMIP managed-object modlel supports  the 
gathering of accounting data for API’C (LU 6.2) ses- 
sions and conversations. Information about a con- 
versation  is  captured by a CMIP agent at  the  ses- 
sion endpoints, while session information can  be 
gathered by an agent either at the session endpoints 
or  at intermediate  nodes in the  session path. 25 The 
accounting data  captured include Ithe following: 

For sessions-information about  the  session,  its 
endpoint LUS, and its  route; sessioln start  and end 
times; and various  session traffic counters 

446 BIRD ET AL. 

For conversations-information about the con- 
versation and its underlying session; information 
about the LUS and the target transaction program; 
conversation  start and end times; and counts of 
the  requesthesponse  units  sent  on  the  conver- 
sation in each direction. 

Accounting information is  saved,  at  the node that 
captures it, for retrieval later by  the manager. An 
agent may notify a manager that  its  stored account- 
ing data  are approaching the  capacity of the agent, 
so that  the manager can  retrieve  the  data before 
any  are lost. Agents receive explicit acknowledg- 
ments when a manager receives a batch of account- 
ing records, freeing them to  erase  the  records from 
their own local storage. 

The SNMP model for APPN management also pro- 
vides for APPN topology management and APPC ac- 
counting. In addition it includes managed objects 
that  support  certain  types of performance manage- 
ment for APPN networks. As in the  case of the CMIP 
model, an SNMP manager wishing to monitor the 
network-node topology of an APPN topology sub- 
net  needs  to  interact  with an SNMP agent in only 
one of the  network  nodes in the  subnet. 

A feature of the model is its  use of thepow-reduc- 
tion sequence  numbers (FRSNS), which are  carried 
on  the APPN topology flows, as a means of reduc- 
ing the  overhead  associated with SNMP polling. (A 
network node increments  its FRSN each time it 
sends  out updated topology information. The  cur- 
rent FRSN is carried on  the message transporting 
the  updates and stored in  all the  records in the node 
topology database  that  were included in the  par- 
ticular update.) Since SNMP has  only limited sup- 
port for asynchronous notifications, an SNMP man- 
ager maintaining a topology map of network  nodes 
in an APPN subnet mustpoll the SNMP agent in one 
of the  network  nodes in order to detect topology 
changes. Traditionally, when SNMP managers poll, 
they retrieve all the information present at an agent 
and use it to reconstruct their view of the  current 
situation. This  approach would have  been very 
costly for the  volumes of data  associated  with  the 
topology of an APPN subnet. 

The SNMP model for APPN has eliminated most of 
this polling by using the FRSN as  the primary in- 
dex  into APPN network-node topology tables main- 
tained at  the agents. An agent has two tables for 
networknode topology: one has information about 
network  nodes,  the  other information about  the 
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links connecting network nodes. Each agent de- 
rives  these  tables from the topology database in 
its own node. Using the FRSN as  the index for or- 
dering the  tables has the effect of moving new to- 
pology information to  the end of the  tables,  since 
new information always has a greater FRSN value 
than old information. A manager simply remem- 
bers  the FRSN for the  last row it has retrieved from 
each table, and then asks for the row after the  one 
indexed by that FRSN. In  this way, it can get all the 
updated information without ever having to re- 
trieve  rows remaining unchanged. 

To understand better  the benefits of FRsN-based 
polling, consider a hypothetical topology subnet 
with N network nodes and L links connecting 
them. (A  representative APPN configuration might 
have 100 network  nodes and 400 links in a topol- 
ogy subnet.) There  are  three Management Infor- 
mation Base (MIB) designs, with three  correspond- 
ing  polling strategies, that  we  contrast here: 

No optimization: No  attempt is made to reduce 
the polling overhead. At each polling interval, 
an SNMP manager must direct N + L + 2 SNMP 
operations to the agent: N operations  to get in- 
formation on all the  network nodes, one more 
operation to determine that  the last network node 
has been covered,  and similarly for the links. 26 

Last-update optimization: This technique has 
been used for some SNMP MIBs. The idea is to 
include with a table a separate MIB variable in- 
dicating when the table  was last updated: either 
a timestamp or a sequence number will do. At 
each polling interval, an SNMP manager needs to 
retrieve  only  the  two MIB variables for the  net- 
work  node  and link tables,  since  they will indi- 
cate  whether  there  is new information in either 
of them. If either table has  been  updated,  the 
manager must retrieve  the  entire table to get an 
accurate picture of the new topology. Otherwise, 
it simply waits until its next poll. Numerically, 
a managerwill need to send two SNMP operations 
when  neither table has changed, N + 2 or L + 
2 when one  has changed, and N + L + 4 when 
both  have changed. 
FRSN-based polling: In this case, a manager 
needs to send two SNMP operations to detect  that 
the  network topology has not changed, just as 
with the  last-update optimization. When the to- 
pology has changed, however, the manager 
needs to send only AN + 2 operations (if only 
the  network node table has changed), AL + 2 
operations (if only the link table has changed), 
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or AN + AL + 2 operations (if both  have 
changed), where  the “A” notation represents  just 
the number of changed entries in the correspond- 
ing table. For  numbers in the range of N = 100 
and L = 400, this can  represent a considerable 
savings over  the  last-update  approach. 

Transport of SNMP and CMIP data in APPN net- 
works. Obviously, it would be undesirable if, to 
manage APPN resources  with SNMP or CMIP, a cus- 
tomer had to install an actual IP or OSI network 

APPN will continue 
to evolve in the light 
of new  technologies 
and requirements. 

alongside the APPN network to be managed. Thus, 
CMIP and SNMP flows between a manager and an 
agent on an APPN node use  the APPN network itself 
as their transport vehicle. CMIP does  this using the 
multiple-domain support transport structure al- 
ready in place for SNA/MS.27 

The initial design for SNMP-based management of 
APPN resources had the SNMP traffic  flowing over 
its native transport: User Datagram Protocol (UDP). 
This  was  appropriate for the initial target product 
environment-that of the 6611 Network  Proces- 
sor -in which APPN was simply one protocol stack 
among several in an SNMP-managed system. As 
SNMP capabilities were  extended  into  other APPN 
platforms, however, a native transport for SNMP 
was needed. We considered a solution based  on 
the  AnyNet sockets-over-SNA mapping,28 since 
this would allow existing IP-based SNMP managers 
and agents to communicate across an APPN net- 
work. This solution was  unsatisfactory, however, 
because while it eliminated the need for an actual 
IP network for the SNMP flows,  it still required the 
definition of a virtual IP network, with each man- 
aged APPN node requiring an IP address. 

We chose instead native transport of SNMP data 
over APPC sessions. To minimize the impact on ex- 
isting SNMP applications, this architecture  does not 
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use most of the capabilities available with APPC: 
it simply uses APPC conversations as a way to em- 
ulate the  services provided by UDP datagrams, the 
native  transport of SNMP. *’ Other industry trans- 
ports,  such as IPX, NetBIOS, and Appletalk, incor- 
porate similar schemes for transport of SNMP data. 
The architecture is also sufficiently general to han- 
dle both S N M p  version 1 and SNMP version 2. 

Management of APPN extensions. E,ach of the APPN 
extensions discussed earlier in tlhis article has 
brought with it additional management require- 
ments.  In most cases  these  requirements include 
new, product-independent,  generic  alerts for re- 
porting new types of problems, such as loss of com- 
munication between a dependent LIJ requester and 
its  server. Also common are  updates to the con- 
figuration models, so that a manager can, for ex- 
ample, distinguish an HPR-capable node from a 
base-APPN node, and thus represe:nt them graph- 
ically to  an  operator by different icons. 

Future  considerations 

APPN will continue to evolve in the light of new 
technologies and requirements. We expect a num- 
ber of important  extensions as a consequence of 
the emergence of new switched se:rvices, partic- 
ularly ATM. 

Bandwidth  reduction  strategies. The  key challenge 
in using switched services is to minimize their cost 
by exploiting their intermittent  nature,  and to  do 
this flexibly  in order to adapt to new and perhaps 
unforeseeable tariff structures. To minimize 
switched circuit costs, new APPN support could in- 
clude  support for three new functions: dynamic 
bandwidth modification, short-hold1 mode, and dy- 
namic modification via subnet-provided adapta- 
tion. 

Dynamic bandwidth modification.. The  strategy 
here  is to reserve  only  the amount of bandwidth 
actually needed, provided that additional band- 
width  can be added and released OIL demand using 
dynamic “triggers.” Triggers would include oper- 
ator-initiated modification of switched connection 
bandwidth and modification based on algorithms 
to determine  when  more or less bandwidth is 
needed. These  techniques  require  the switched fa- 
cility to support bandwidth modification of active 
connections. Future ATM standards, and products 
based  on Networking BroadBand S’ervices (NBBS), 
could allow APPN to dynamically signal changes in 
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its required bandwidth to the  subnet.  The link ca- 
pacity and cost would grow or shrink  based on  the 
changing needs of APPN. 

Short-hold mode. This is a method to disconnect 
and reconnect a switched connection transparently 
without the knowledge of the higher layers, which 
would regard the circuit as being continuously ac- 
tive. This method is useful when tariffs are biased 
toward connect time. 

APPN already includes the ability to disconnect 
links when  there  are no active sessions. However, 
sessions may be long-lived and may remain active 
even  when  there  are  no  data being sent. In  partic- 
ular, the APPN requirement for persistent CP-CP ses- 
sions (for control traffic) is  costly in environments 
where switched virtual  circuits (SVCS) are  preva- 
lent. Therefore, it is desirable for APPN to allow 
CP-CP session traffic to cross svcs without requir- 
ing that  the svcs be kept  active for the  duration of 
the CP-CP session. Using short-hold mode, the 
CP-CP session  between  two APPN nodes could re- 
main active, while the svc over which the  session 
runs  is disconnected during lulls in the APPN con- 
trol traffic. The svc could be reestablished when- 
ever  the  control traffic resumes. In  this  way, tariff 
charges for control traffic could be significantly re- 
duced. The  interruption of the svc would not be 
detected  by  the CP-CP session  endpoints  but sim- 
ply appear as a delay in resuming data transmis- 
sion. 

Dynamic modijication via subnet-provided adap- 
tation. NBBS networks allow users  to specify min- 
imum and maximum acceptable bandwidth param- 
eters.  The  network  then monitors the offered load 
and modifies the  reserved bandwidth, within the 
limits, to meet  the  needs of the user. Providing this 
interface to NBBS would enhance APPN switched 
support in an important way. 

Real-time  transport. A m  facilities provide thereal- 
time data transmission function required for appli- 
cations  such as multimedia. Real-time data  trans- 
fer requires  data transmission rates  (or bandwidth) 
equal to the  source generation rate, and guaran- 
teed values for mean cell-transfer delay and cell 
delay  variation. APPN enhancements would be de- 
sirable to exploit this function. Traffic requiring 
real-time service would be  transported  only be- 
tween APPN nodes  attached to ATM subnetworks, 
or to  other  subnetworks providing such  services. 
(More extensive APPN enhancements would be re- 
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quired to transport  such traffic across  subnetworks 
that  do not provide these services.) 

The interface of the APPN node to the L u  would 
need to allow a high-function LU to provide 
throughput and QOS parameters specified by  the 
application. A new “demand”  type link to the VRN 
of a connection network would be needed. If a de- 
mand link were selected by topology and routing 
services, a dedicated connection would be estab- 
lished using the application-specified parameters 
for the  session. Thus, the  session traffic would re- 
ceive  guaranteed throughput and QOS in the 
switched subnetwork. An APPN node would also 
need to minimize the  delay through the APPN stack 
(perhaps  by implementing in an operating environ- 
ment with guaranteed CPU and buffer utilization). 

Address  resolution. Switched subnetworks  are  ex- 
pected to offer address-resolution services. Such 
services would map higher layer addresses to 
switched subnet  addresses.  For example, an IP ad- 
dress-resolution  service of an ATM subnet would 
map IP addresses  to ATM addresses. 

Address-resolution services could be exploited by 
APPN to relieve the customer from manually de- 
fining the switched subnet  addresses of network 
nodes to which control  connections  are desired. 
Network  nodes  attached to the  subnetworkwould 
register their subnet  addresses  with  the  network 
service. Any end node or network  node wishing 
to connect to a network  node would request  the 
service to map  the CP name of the desired network 
node to the  associated  subnet address. 

Internetworkrouting. As APPN networks grow and 
are  connected to each other using border nodes, 
there will be an increased need to  be able to select 
session  routes  that  are globally optimal. Today, 
border  nodes  constrain  routes to be  only  “piece- 
wise optimal” within a topology subnet. To find 
globally optimal routes,  internetwork topology 
might be abstracted and shared among nodes in  dif- 
ferent topology subnets. 

Conclusions 

We have reviewed the motivations for APPN and 
discussed how the requirements  have evolved 
since  its  introduction in the mid-1980s. We have 
described some changes and enhancements that al- 
low APPN to meet  these new challenges and con- 
tinue to  be an important and viable networking 
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technology. The  architecture  is  versatile and flex- 
ible, and it is constantly evolving to meet new re- 
quirements. 

The  way APPN is developed is also going through 
a transition. Although it was originally developed 
by IBM, new development is coming more and more 
from industry cooperation in the APPN Implement- 
ers’ Workshop. The goals of this group are to en- 
able the development and availability of APPN on 
a wide variety of platforms from many  vendors. 
Its members include many prominent vendors of 
networking equipment and software. 

As customers install more APPN networks and take 
advantage of the  advances described in this paper, 
the importance of APPN will continue to grow. 
Along with increased investment and development 
of features  by many networking vendors,  this  as- 
sures a healthy  future for the APPN architecture. 
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