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A system is described that automatically 
generates  phonetic transcriptions for German 
orthographic words.  The  entire  generative 
process consists of two main  steps.  In  the first 
step,  the  system  segments  the  words into their 
morphs, or prefixes,  stems,  and  suffixes.  This 
segmentation is very  important  for the 
transcription of  German  words,  because  the 
pronunciation of the letters  depends also on their 
morphological  environment. In the  second  step, 
the  system  transcribes the morphologically 
segmented words. Several transcriptions can  be 
generated  per  word, thus permitting the system 
to take pronunciation variants into account This 
feature results from the application area  of the 
system, which is the provision of  phonetic 
reference units for  an  automatic  large-vocabulary 
speech recognition system. Statistical 
evaluations  show that the transcription system 
has an  excellent linguistic performance:  more 
than 99 percent  of the segmented words  obtain  a 
correct segmentation in the first step,  and  more 
than 98 percent  of the words  receive  a correct 
phonetic transcription in the  second  step. 

A large-vocabulary  speech recognition system 
for German is being developed by  the IBM 

Heidelberg Scientific Center.  The methodologi- 
cal and the technical basis of the German sys- 
tem  is  the English speech recognition system 
TANGORA, developed at  the IBM Thomas J. Wat- 
son  Research  Center in Yorktown Heights, New 
York. The  task of the  project  is  the development 
and improvement of a voice-activated  typewriter 
that  creates  the  written equivalent of the  utter- 
ances  dictated  by  the  user of the system. 

To perform the recognition task,  the  speech  rec- 
ognition system  needs  advance knowledge of sev- 
eral  types of representations for each  word of its 
reference  vocabulary. One important  representa- 
tion is  the  phonetic  transcription of the  words. 
Our speech recognition system  uses  reference  vo- 
cabularies of up to 20 000 inflected words  per  ap- 
plication domain. Therefore, it is a very arduous 
task  to manually provide the  phonetic  transcrip- 
tions. Fortunately, it is possible to develop sys- 
tems  that automatically generate  phonetic  tran- 
scriptions for orthographic  words. In the  past, 
such  systems  were mainly developed as compo- 
nents of text-to-speech  synthesis  systems,  where 
they supplied intermediate  transcriptions of the 
words  to  be acoustically synthesized.  At  the be- 
ginning of our  project  we  generated  the  transcrip- 
tions for the  speech recognition system  with a 
semiautomatic  procedure, which required a high 
amount of manual and intellectual effort. This pa- 
per  describes a new system for the  automatic gen- 
eration of phonetic  transcriptions, developed at 
the Heidelberg Scientific Center. Compared 
with  the  previous  system,  the new one  has two 
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crucial  innovations  that  result in a  substantial  re- 
duction of the formerly high amount of manual 
work. 

First, in the  new  system,  when  an  orthographic 
word  is phonetically transcribed,  its morpholog- 
ical  structure is  taken  into  account.  In  German, 
the  pronunciation of a  letter  is  not  only  dependent 
on  the letter itself and  its  letter  context,  but  also 
on  its morphological context.  By  the morpholog- 
ical structure of a  word, we refer to  the  way in 
which the  word  is  composed of prefixes, stems, 
and suffixes. Several  automatic  transcription  sys- 
tems  for  German  also carry  out a morphological 
analysis  (see,  for example, the  systems  described 
by Kommenda,  Schnabel  and  Roth,  and Wolf et 
al.’). Additional systems  that  carry  out  a mor- 
phological analysis for applications  other  than 
phonetic  transcription  are  described by Koch et 
aL8  and by T h ~ r m a i r . ~  None of these  systems, 
however, utilizes such  an  extensive morphologi- 
cal knowledge base as the  system  presented here. 
Furthermore,  no morphological analysis  system 
is known to us  that  has  such  a  broad  coverage of 
German morphology and carries  out  a  morpho- 
logical analysis of German words with such  a high 
degree of correctness as the  system  presented 
here. 

The  second innovation in the  new  system  is  that 
severalphonetic  transcriptions  are  generated for 
a word if it has  several significantly differing com- 
mon pronunciations.  The  transcription  compo- 
nents in text-to-speech  systems  always  provide 
one transcription  per  word,  because  a  text-to- 
speech  system  must  synthesize  only  one  pronun- 
ciation of a  word.  A  speech recognition system, 
on  the  other hand, must adequately  react to dif- 
ferent  common  pronunciations of a  word.  There- 
fore,  a  transcription  component providing tran- 
scriptions  for  a  speech recognition system  must 
generate multiple transcriptions  per  word,  repre- 
senting at least  its  most significantly differing 
common  pronunciations.  A  system  that  generates 
multiple transcriptions  for an Italian speech  rec- 
ognition system  was  developed  by  Scarci and 
Taraglio. lo To  our knowledge, the  system  pre- 
sented  here is the first automatic  transcription 
system  that  generates multiple transcriptions  for 
German  words. 

In  this  paper we first define the problem in detail, 
then we provide  a  short  survey of our  former 
semiautomatic  approach  to  the  generation of pho- 
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netic  transcriptions. The drawbacks of that  ap- 
proach lead us  to  the new  approach  with  the two 
innovations  mentioned  above.  The main part of 
this  paper  describes  the  fundamental principles of 
the new approach,  the  system  architecture,  and 
the linguistic knowledge and  its  representation. 
Finally, we  present statistical  data illustrating the 
linguistic performance of the  system. An appen- 
dix  is  provided  that  contains  examples of mor- 
phological analyses  and  phonetic  transcriptions 
automatically  generated by  the system. 

Throughout  the  paper  phonetic  transcriptions are 
given using the  International  Phonetic  Alphabet, 
which is defined in detail in Reference 11. A 
shorter definition of a  more  actual  and revised 
version of the alphabet  is given by Ladefoged in 
Reference 12. 

We conclude  this  introduction  with two funda- 
mental remarks  concerning  the  task of automat- 
ically generating  phonetic  transcriptions. 

First, almost every  system simulating language- 
specific human capabilities  has limitations in its 
linguistic correctness  and  completeness.  The 
same  is  true  for  transcription  systems:  currently 
each  automatic  transcription  system  for German 
produces at least  a small number of incorrect 
transcriptions. 

Second,  the feasibility and  the  complexity of an 
automatic  transcription  system vary from lan- 
guage to language. They  strongly  depend on  the 
reflection of the  pronunciation in the  orthography 
of the language. Italian and  Spanish are known as 
languages for which it is relatively easy  to develop 
transcription  systems,  whereas it is  more difficult 
for English, French,  and German. 

We ask  the  reader  to  consider  these final remarks 
while reading this  paper. 

The problem 

The  speech recognition system now being devel- 
oped in the IBM Heidelberg Scientific Center  re- 
quires  that  the  phonetic  transcriptions are avail- 
able  for  each  word of its  reference  vocabulary. 
The  transcriptions are used as reference  units 
during the recognition process. 

The  concept word includes six subclasses: 
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Table 1 Examples for multlple  phonetlc  transcrlptlons  per  word  (ordered  accordlng  to  the  different  subclasses of our 
concept of a word) 

Orthagraphic Phonetlc English 
Representation Transcription Translation 

1. <Chance> 

< erblichen > 

2. <u.a. r 

[‘fisal 
[‘Saw] 
[‘lErpXIql] 
[?v’blr~o] 

[?r~nt ’landaras] 
[lunt ‘7andaraJ 
[‘?unto  ‘?andaram] 
[‘?unto ‘?andvm] 
[ka:ve:hs] 
[krlo’vatJtunda] 

[‘dntans],  [‘dntns] 
[‘dnto], [‘dr~ta] 
rdr~tas], [‘dntam] 
[‘him], [‘dr~tan] 
[‘drrtn] 

(‘bmdaltr~q] 
[‘mknus] 

[‘k~ma] 
[‘b@strJc;l 

[ko:‘gro:slrtgbuq] 
[ko:’gro:Srtgbuq] 

hereditary 
paled 

and  other things 
and others 
inter alia 

kilowatt hour 

different inflections and 
pronunciation variants 
of thirdly, third 

hyphen 
minus 

1. Full orthographic  words  such as  <Chance> 
(English: chance),  <erblichen> (English: he- 
reditary, paled) 

2. Abbreviations  such as  <u.a.> (English: and 
other things, and others, inter alia) and 
<kwh> (English: kilowatt hour) 

3. Ordinal and  cardinal  numbers in  digit repre- 
sentation (<3.>,  <34>,  <2,32>,  <1.231>, 
etc.) 

4. Special characters (<$>, <%>, <&>, <->, 
etc.) 

5. Punctuation  marks (<.>, <,>, <?>, <!>, 
etc.) 

6. Formatting  commands  such as <KO-GroB- 
schreibung>,  which triggers the  speech  rec- 
ognition system  to  write  the  dictated  words 
that follow exclusively in capital  letters. 

For  words coming out of each  subclass,  the 
speech recognizer requires  transcriptions. Some 

subclasses  require different methods of supplying 
transcriptions.  For a large quantity of words, it 
will not suffice to provide one  transcription. Many 
words  have  several significantly differing com- 
mon pronunciations, as Table 1 illustrates. 

Our current  prototype of the German speech  rec- 
ognition system, which includes a reference  vo- 
cabulary of about 12 000 different words,  has on 
average 1.23 transcriptions  per  word. 

We cannot limit the pronunciation variants of a 
word to those listed in the pronunciation dictio- 
naries for German. The description of the pro- 
nunciation variants in these dictionaries is too  re- 
strictive to  be used in a speech recognition 
system.  The decision to  be made  concerning  the 
pronunciation variants used as reference  units 
should depend on  the real pronunciation of Ger- 
man speakers, as long as this pronunciation is  not 
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Table 2 Correspondence  rules  between  the  German  letter  strlng  (ch)  and  Its  pronunclatlons  (verbal  representatlon) 

Letter Strlna <ch> Pronounce Examples 

Orthographic Phonetic English 
Representation Transcription Translation 

1. At the beginning of a word 
and before <1>  or < r >  

2. At  the beginning  of a word 
and not  before < 1 > 
or < r >  

3. Together with 
preceding < s > 

4. Before < sl> or ( < s > 
plus one of the 
derivational suffixes 
< i sch> ,   < ig> ,o r  
<ung>)  

5. After one of the letters 
< a > ,  < o > , o r   < u >  

6.  Etse 

wl < Tasche > 

[kl < Drechsler > 
< sachsisch > 
< flechsig > 
< Verwachsung > 

chlorine 
chromium 

chauffeur 

pocket 

turner 
Saxon, ADJ 
sinewy 
deformation 

brook 
hole 
cloth 

technique 
me 
brooks 
holes 
cloths 
milk 
through 

influenced by  strong dialectal variations or  by 
speech disorders. 

Approaches to the problem  solution 

The  former  approach  and its inadequacies. In  the 
past we generated  the  transcriptions  with a semi- 
automatic  procedure. 

The first automatic step originated from the  text- 
to-speech  system TETOS. l6 With a rule-based ap- 
proach, it created  one  transcription for each full 
orthographic  word. Abbreviations, special char- 
acters, and digit strings were first automatically 
mapped onto their full orthographic equivalents, 
before being transcribed by means of the rules. 

In  order to demonstrate how the  letter-to-phone 
rules functioned, we give a short description of 
the rule formalism and an example of letter-to- 
phone rules expressed in this formalism. A com- 
plete definition of the formalism and a listing of all 
rules used by the TETOS system  can be found in 
Reference 17. 

The general format of the  letter-to-phone rules is: 

left[string$ight + phonetics 

One would read this as: Map string on  the  tran- 
scriptionphonetics, if string  occurs in the  ortho- 
graphic word, which is to be  transcribed, within 
the  context left and right. 
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Table 3 Correspondence  rules  between  the  German 
letter  string  (ch)  and  its  pronunciations 
(representation  with  rule  formalism) 

Letter Phonetic 
String Transcription - 

1. 

2. 

3. 

4. 

5 .  

6.  

Nc 

e k 
a k 

s 
S 

=> k 
a k 

* 
=> 

=> X 

e F 

hte: # represeu .. its the ward boundary 

Some  important  conventions  associated  with  this 
general format are: 

String is  a  string of letters. 
The  contextual  conditions of a rule, i.e., left and 
right, could contain  letter strings as well as 
names  for sets of letter strings. The sets  are 
defined by  the  rule  writer  and  are designated 
with single capital letters,  whereas all letter 
strings  are lowercase. 
The  character <#> is used to  represent  the 
word boundary. 
The  rules  are  ordered.  This  means  that, for a 
given letter string, the  rules  are applied in their 
order within the rule set. 

A well-known example  concerning  the  corre- 
spondence  between  letters and phones in German 
is  the pronunciation of the  letter  string <ch>. If 
we overlook  some  exceptions, we  can  formulate 
the  correspondence  rules as in Table 2. 

If we define the  two  sets 

S = {isch ig  ung} 

B = {a o u} 

we  can  express  these  correspondence  rules in the 
rule formalism as shown in Table 3. 
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The  automatic  part of our former semiautomatic 
transcription  procedure had two major draw- 
backs entailing a high amount of revision of the 
transcriptions in the  second manual step. 

First,  only  one  transcription  was  created  per  or- 
thographic word.  Thus  transcriptions of addi- 
tional pronunciations had to  be added manually. 

Second,  the  former  approach neglected one im- 
portant  parameter when mapping letters on pho- 
netic  transcriptions.  This  caused many transcrip- 
tion errors, which had to  be identified and 
corrected manually. The  procedure mapped let- 
ters  on their transcriptions depending upon the 
letters  themselves and their letter  context.  The 
emphasized (bold appearing) letters and the  tran- 
scriptions  corresponding to them in the  pairs of 
sample words found in Table 4, show  that  these 
two  parameters  are not the  only  ones determining 
the  phonetic equivalent of a  letter in German. The 
different transcriptions of the  same  letter  string in 
these  word  pairs  is  a  consequence of the fact that 
the  words  have different molpholog'cal struc- 
tures, as  can  be  seen in the  second column of each 
example. We want to explain this in more detail 
with  the  pronunciations of the  letter strings <ch> 
and <sch> in the  word  pairs  <Wach-stube> 
vs <Wachs-tube> and <Haus-chen> vs 
<tausch-en> respectively. 

Applying the  rules of Table 3 to the  string <ch> 
in the  two  words  <Wach-stube> and <Wachs- 
tube> generates  the pronunciation [x] by Rule 5 
both times, which is incorrect for < Wachs-tube> . 
The  only  way to differentiate between  the  two 
correct  pronunciations [x] (for < Wach-stube>) 
and [k] (for <Wachs-tube>) in these  two iden- 
tically written  words  is to refer to the different 
morphological structures: 

<ch> after <a>,  <o>, or <u> and at  the end 

<ch> before < s > followed by a morph bound- 
of a morph-pronounce [x] 

ary-pronounce [k] 

When we apply the rules to  <sch> in the  two 
words <Haus-chen> and < tausch-en> , Rule 3 
generates  the pronunciation [fl each time, which 
is incorrect for <Haus-chen>. There  are  two 
ways  to differentiate here  between  the  two  cor- 
rect pronunciations [sc] (for <Haus-chen>) and 
[fl (for <tausch-en>). 

IBM SYSTEMS JOURNAL, VOL 32, NO 3, 1993 



Table 4 Examples  illustrating  the  dependency of phonetic  transcriptions  on  the  morphological  structure of words 

Orthographlc Morphological Phonetic English 
Representation Structure Transcription Translation __- 

1. < Wachstube > 

< Wachstube > 

2. < fuaende > 

< Fuaende > 

3. <bucht> 

Bucht 

4. < verdagen > 

< Veranda > 

5. < Hauschen > 

< tauschen > 

6. < Volkspark > 

< Kabspat > 

< Wach stube > 
stem stern 

< Wachs tube > 
stem stem 

<fun en d e >  
stem  suffix  suffix suffx 

< Fun ende> 
stem stem 

<buch t > 
stem  suffix 

< Bucht > 
stem 

< ver an lag en> 
prefix  prefix  stem  suffix 

< Veranda > 
stem 

<Haus then> 
stem suffix 

< tausch en > 
stem  suffix 

<volk s park > 
stem  suffix  stem 

<Kalk spat> 
stem stem 

['vaxJtu:ba] 

['vakstu:ba] 

['fu:sanda] 

['fu:s?~nda] 

[bu:xt] 

[buxt] 

[fv'?anla:gan] 

[ve'randa] 

['h~srsgan] 

['tWSOl 

['fdkspark] 

['kalkJpa:t] 

guardroom 

wax tube 

being  based on 

foot of a bed 

he  books 

bay 

to assess 

veranda 

small house 

to deceive 

public  park 

lime  spar 

Note: The emphasized (bold and ita.lic) letters in each  word pair, athough spelled the 
same and in the same  letter context, have  different pronunciations. 

One way is to formulate rules with relatively long [sch] + J 
contextual conditions and to differentiate be- 
tween the two correct pronunciations by  making This method of solving the problem  is quite awk- 
reference to the sole discriminating feature of the ward, because the set of letter-to-phone rules be- 
two orthographic words, i.e., their initial letter: comes gradually confused by many exceptional 

rules and  by  long contextual conditions. Further- 
haus[ch] + F more, the method does not consider the real rea- 
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son for the different pronunciations,  which,  after 
all, is  the different morph  structure of the  words. 

The  second  way is to  take  into  account  the  var- 
ious morphological structures of the  words  and 
formulate  rules  such as  the following: 

Pronounce < sch>  as [sc] if <ch> is  the  be- 
ginning of the suffix cchen> 
Else,  pronounce <sch>  as [fl 

The new approach. Disregarding the morpholog- 
ical structure of the  words  when phonetically 
transcribing  them  caused  many  transcription  er- 
rors in our  former  approach.  This deficiency, as 
well as  the  drawback  that  only  one  transcription 
was generated per word, led us  to a new ap- 
proach.  The  remarkable  innovations of the new 
approach  compared  with  the  former one are: 

It  takes  into  account  the morphological struc- 
ture of words. 
It  can  generate  several  transcriptions  per  word 
if there  exist  several significantly differing com- 
mon pronunciations of the word. 

The new  approach  consists of the two main steps, 
morphological  segmentation  and phonetic  tran- 
scription. 

The first step, morphological segmentation,  has 
to segment  the  orthographic  words  into  the 
morphs  they  consist of, i.e., into prefix, stem,  and 
suffix. The  boundary  before  each  morph  has  to  be 
marked  with  a  special  character, which indicates 
the  coarse  class of the following morph.  In  order 
to mark  the  boundaries, we use the following 
characters: 

+ before  a prefix 
= before  a  stem 
% before suffixes of German origin 

- before suffixes of French  or English origin 

Furthermore,  the  word  boundaries  are  marked 
with  the  word  boundary  symbol c # >, in order  to 
facilitate, in the  second  step,  the  application of 
such  letter-to-phone  rules  that  deal  with  special 
pronunciations found only at the beginning or  at 
the  end of a  word. 

Some  words  have  several morphological segmen- 
tations  with different pronunciations. An example 

- before suffixes of Latin  or  Greek origin 
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is < Wachstube > previously  discussed.  There- 
fore, the first step of the new approach is to seg- 
ment these  special  words in several  ways. 

Two major, and five minor, linguistic knowledge 
sources  are  necessary for morphological segmen- 
tation and for  morph  boundary marking. 

The two major knowledge sources are: 

1. A morph  dictionary  containing  the  morphs  and 
afine classification of the  morphs  according  to 
syntactically  relevant  morph  classes 

2. A word syntax describing those  sequences of 
(fine) morph  classes  that  underlie  syntactically 
well-formed words.  The  word  syntax will pre- 
vent syntactically ill-formed segmentations, 
such  as  the  segmentation of cWalzer> (En- 
glish: waltz) in 

*#=Wal+zer# 

Le., into  the  stem <Wal> (English: whale)  and 
the prefix <zer>. This  incorrect  segmentation 
can  be  rejected by  means of the  syntax,  since 
a prefix may  not  occur  at  the  end of a  word. 
( A n  asterisk in front of a  word  or  a segmen- 
tation is used above and in the following text 
to indicate  that the word or  the segmentation 
is ungrammatical.) 

The five minor knowledge sources  are: 

1. A morph  boundary table. This  table  contains 
for each (fine) morph  class  the symbol that  the 
segmentation  procedure  has to use  when 
marking a  boundary  before  a  morph belonging 
to this  class. For example, the table  can fix that 
+ , =, %, -, and - have  to  be used as specified 
above. 

2. A table of forbidden  morph  classes. To explain 
the concept of forbidden  morph  classes, we 
must  make  a  short digression: German orthog- 
raphy  has  a  special  feature  that  must  be  taken 
into  account by a morphological segmentation 
procedure. If two stems  are  concatenated, 
where 

The first stem  ends in a  vocalic  letter  and two 

The  second  stem starts with  the  same  con- 
identical consonantal  letters,  and 

sonantal  letter  and  a  vocalic  letter 
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then  the result of the  concatenation  does not 
contain  the  consonantal  letter  three times, but 
only twice. For example, the  concatenation of 
<Krepp> (English: crepe) and <Papier > (En- 
glish: paper) is not *<Krepppapier>, but 
<Kreppapier>. To make the segmentation of 
such  words  into their original components pos- 
sible, the segmentation procedure  has to check 
each  word to determine whether it contains  a 
double consonant enclosed by  vocalic  letters. 
If so, the segmentation procedure  not only 
tries to segment the original word (with two 
consonants),  but  also  a modified copy of it 
(with three  consonants).  Now,  each of the 
three  consonants arising from the  consonant 
trebling must belong to a  stem;  they must not 
belong to a prefix, or suffix. To avoid incorrect 
segmentations like that of <Hersteller>  (En- 
glish: producer) into 

*#+Her=stell%ler# 
~ 

I 
~ 

where  one of the trebled <1> erroneously oc- 
curs in the suffix <ler>, we  introduce  a table 
of forbidden classes, which contains  the 
names of the prefix and suffix classes, and 
which must not attract  any of the  three  con- 
sonantal  letters arising from consonant  tre- 
bling. 

3. A dictionary of exceptional words. By an ex- 
ceptional word,  we refer to a  word  with  a seg- 
mentation that  requires morph classes and 
word  syntax  rules applying to only one or two 
different words.  The integration of such rules 
into  the  word  syntax is too costly  compared to 
a simple insertion of the  one or two  excep- 
tional words  with their segmentations in this 
dictionary. 

4. A dictionary of abbreviations, special charac- 
ters, and punctuation marks. The morpholog- 
ical segmentation, by  means of the knowledge 
sources described above, works for full ortho- 
graphic words. Abbreviations, special charac- 
ters, and punctuation marks  cannot be seg- 
mented into  morphs by means of a morph 
dictionary. They must first be mapped onto 
their full orthographic equivalents, which then 
can  be segmented. The dictionary of abbrevi- 
ations, etc., contains abbreviations, special 
characters, and punctuation marks  with their 
full orthographic equivalents. 
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5. A procedure for the mapping of digit strings on 
their segmented full orthographic equivalents. 

Input to the  second  step of the new approach, 
phonetic transcription, is the  output of the first 
step, i.e., orthographic  words  annotated  with 
morph and word  boundary symbols. The  second 
step has to generate  the  transcriptions for these 
words.  The linguistic knowledge necessary to 
carry  out  this  process is a set of letter-to-phone 
rules that must fulfill two  conditions in order to 
take  into  account  the  two  innovations of the  new 
approach: 

1. The  rules  must  be able to consider  the 
morphological structure of the  orthographic 
words, indicated by  the morph boundary sym- 
bols  inserted  by  the first step. 

2. It must be possible to map the  same  letter 
string on  several  alternative  transcriptions in 
order  to facilitate the generation of multiple 
transcriptions  per  word, which represent pro- 
nunciation variants. 

This  two-step  process, consisting of morpholog- 
ical segmentation and subsequent  phonetic  tran- 
scription, is illustrated in Figure 1 with the  ex- 
ample word < Wachstubem . The first step must 
generate  the two segmentations #=Wach= 
stube%n# (English: guardrooms) and #= 
Wachs=tube%n# (English: wax  tubes).  In  the 
second  step  #=Wach=stube%n#  has  to  be 
mapped on  the  transcriptions [IvaxJtu:ban] and 
[IvaxJtu:brn], and #=Wachs= tube%n#  has to 
be mapped on ['vakstu:ban] and['vakstu:bm]. 

Realization of the new  approach 

Fundamental  principles. The new phonetization 
system  requires  several knowledge sources for 
morphological segmentation and for phonetic 
transcription. As these knowledge sources  are 
extensive  and complex, it is not appropriate to 
integrate  them  into  a program. For  the  sake of 
flexibility, we decided to  separate linguistic 
knowledge and software as much as possible, and 
to encode  the knowledge in representation  for- 
malisms that  are  interpreted by the  software.  This 
permits development of the linguistic knowledge 
independently of the  software.  Updates in the 
knowledge do not entail any modifications of the 
software, as long as the formalisms for knowledge 
representation  are left unchanged. 
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Figure 1 Example  illustrating  the  two-step  process of the new  approach  for  automatic  phonetic transcription 

ORTHOGRAPHIC  WORD 

eWachstubenS 

1 r Y r STEP 1 \ 

MORPHOLOGICAL 
V SEGMENTATION 1 r SEGMENTATION 

MORPHOLOGICAL 

<#=Wach=stube%n#, c#=Wachs=tube%nb 

,[‘vaxJtu:ban] [‘vakstu:banJ 
E‘vaxJtu:1Sm] [‘vakstu:Emj 

Figure 2 General  survey  of the  system  for  phonetic 
transcription 

ORTHOGRAPHIC WORDS 

COMPONENT FOR MORPHOLGGICAL  SEGMENTATION 

ONE OR MORE MORPHOLOGICAL  SEGMENTATIONS  PER  WORD 

COMPONENT FOR PHONETlC  TRANSCRtPTlON 

ONE OR MORE  PHONETIC  TRANSCRIPTIONS 
PER  MORPHOLOGICAL  SEGMENTATION 

Furthermore,  separation of linguistic knowledge 
and software  permits  the  user to develop  a  system 
for another  natural language without changing the 
program code.  The  only condition that must be 
met is that  the knowledge for morphological seg- 
mentation and for phonetic  transcription in that 
language can  be  expressed in the  representation 
formalisms. 

Unfortunately, we  were  not able to achieve  a 
complete  separation of language-specific knowl- 
edge and software. The mapping of digit strings 
on their segmented full orthographic  equivalents 
had to  be integrated into  the  software.  The  adap- 
tation of this knowledge to a different language 
requires  the replacement of the  current German- 
specific software module for digit processing with 
an appropriate digit processing module for the 
new language. The German-specific trebling of 
double consonants  between vowels, which is also 
integrated into  the  software, can  be suppressed 
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Figure 3 Architecture  of  the  component  for  morphological  segmentation 

PREPROCESSORS n 

SEGMENTATIONS  PER  WORD 

INTERNAL EXTERNAL 
REPRESENTATION REPRESENTATION 

for a different  language, without any software modi- 
fications,  simply by filling the table of forbidden 
classes with the names of all morph classes. 

System  architecture. In  its  basic form, the  system 
can  be described as consisting of two  black  boxes 
(see Figure 2). Input  data for the whole system  are 
orthographic  words. After the morphological seg- 
mentation, one  or more morphological segmen- 
tations  per  word  occur as an intermediate result. 
The  segmentations  are  the input to  the phoneti- 
zation component, which generates  one or more 
phonetic  transcriptions  per morphological seg- 
mentation. 

The morphological component. Figure 3 illus- 
trates  the  architecture of the  system  component 

for morphological segmentation. As we described 
in the  previous  section  “The new approach” this 
component  uses linguistic knowledge for the seg- 
mentation of orthographic  words, as well as a lan- 
guage-specific procedure for the  treatment of dig- 
its. The linguistic knowledge is distributed  over 
six knowledge sources  that exist in two  represen- 
tations: 

An external  representation, which is readable 
by a person and can easily be modified by 
means of an editor 
An internal  representation, which is automati- 
cally generated by preprocessors from the  ex- 
ternal  representation and is more  suitable for 
the processing by the  interpreter function of the 
software 
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Figure 4 Architecture of the  component  for  phonetic  transcription 

I 
PREPROCESSORS n 

/ 

ONE OR MORE  MORPHOLOGICAL 
SEGMENTATIONS  PER  WORD 

INTERPRETER 

/ 

f / 

ONE  OR  MORE  PHONETIC  TRANSCRIPTIONS 
PER  MORPHOLOGICAL  SEGMENTATION 

1 

INTERNAL EXTERNAL 
REPRESENTATION REPRESENTATION 

The  interpreter  uses  the internal representation of 
the linguistic knowledge and segments  the input 
words  into morphs. It  determines, for each  word, 
all segmentations  that  are possible according to 
the knowledge. 

The algorithmic aspects of the morphological 
component  have  been  documented in References 
18 and 19. 

Thephonetic  component. The  architecture of the 
system  component for phonetic  transcription  is 
shown in Figure 4. It is very similar to that of the 
component  for morphological segmentation. 

The linguistic knowledge concerning  the  phonetic 
transcription  is  stored in two files: 

The first file contains definitions of sets of letter 
strings and of phone strings. We explain the 

496 WOTHKE 

purpose of these  set definitions in a following 
subsection, “Knowledge for phonetic  tran- 
scription.” 
The  second file contains  the  letter-to-phone 
rules. 

As in the morphological component,  the knowl- 
edge sources  exist in an  external  representation 
and in an internal  representation.  The  preproces- 
sors  translate  the  external  representation  into  the 
corresponding internal representation. 

The  interpreter  reads  the internal representation 
of the linguistic knowledge and  transcribes  the 
segmentations provided by  the morphological 
component according to the set definitions and 
the  letter-to-phone rules. For  each morphological 
segmentation it generates  at  least  one  phonetic 
transcription. 
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The algorithmic aspects of the  component for 
phonetic  transcription  have  been  documented in 
References 20 and 21. 

The  linguistic  knowledge  and  its  representation. At 
present,  the  system  works  with linguistic knowl- 
edge for the segmentation and transcription of 
German words. The knowledge is encoded in for- 
malisms that  we partially introduce in the two 
following discussions. The  system  can  also be fed 
with linguistic knowledge for different languages. 
Its suitability then  depends  on  the  adequacy 
of the formalisms for the  representation of the 
knowledge, which is necessary  to  describe  the 
processes of segmentation and transcription in 
these languages. 

Kitowledge for morphological  segmentation.  In 
this section we give a survey of the linguistic 
knowledge currently  incorporated  into  the mor- 
phological component  and we describe  the for- 
malisms for the  external  representation of the 
knowledge sources.  The  contents of some knowl- 
edge sources  are quite trivial. Therefore,  we  con- 
fine our  survey  to  the two major knowledge 
sources,  the morph dictionary and the  word  syn- 
tax. 

The morph dictionary  contains a large number of 
morphs and their morph classes. Each dictionary 
record  contains a morph with up to six morph 
classes.  The  set of morph classes, used in the 
dictionary, must  be identical with the set of 
morph classes in the  word  syntax. 

The German morph dictionary currently  contains 
10 784 morphs. We created this inventory in the 
following way: 

We started  with a list of about 2000 morphs 
selected from Ortmann. 22 

This initial list was augmented with  about 4000 
morphs, which we extracted from a machine- 
readable morph list, which the  Institut fur deut- 
sche  Sprache in Mannheim (Germany) made 
available to us. 
Finally, an additional 4000 morphs  were in- 
serted, which we obtained by  an analysis of the 
vocabulary in  Wahrig. 23 

The  average number of classes  per  morph  is 1.87. 
The  entire classification scheme  consists of 198 
different classes.  The  classes subclassify the 
morphs 
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Into prefixes, stems, and suffixes 
Into  verbal, adjectival, nominal morphs 
According to number, case,  tense, mode, de- 
gree of comparison, and ablaut 

To understand  the  contents of the word syntax 
file, we first define the formalisms of right linear 
regular grammars and finite state transition net- 
works. 

A great number of formalisms exist for the rep- 
resentation of the  syntaxes of natural languages. 
These formalisms differ from each other in the 
sets of languages they  can  describe, and in the 
complexity, time, and storage  requirements of the 
algorithms, which parse strings according to 
grammars written in these formalisms. 

Many formalisms and the corresponding parsing 
algorithms that could be used for morphological 
segmentation have  too much overhead, if used for 
this task. These  are, for example, the  context-free 
and context-sensitive grammars of the Chomsky 
hierarchy. A syntax formalism of the Chomslcy 
hierarchy, which may only  be sufficient for mor- 
phological segmentation, seems to  be the formal- 
ism of right linear regular grammars (see Figure 
5)- 

Concerning the suitability of regular grammars 
for morphological analysis, Hellwig writes in  Ref- 
erence 25: 

Natiirliche Sprachen als ganze gehoren nicht zu 
den regularen, die mithilfe eines endlichen Au- 
tomaten erkannt  werden konnen, moglicher- 
weise  jedoch  Ausschnitte  davon, wie der Sil- 
benbau, die Morphologie und die Wortbildung. 

[Parts of natural languages, such as  the  struc- 
ture of syllables, the morphology, and the  word 
formation, may be recognized by a finite au- 
tomaton, or regular grammar.] 

It  is well-known from the  theory of formal lan- 
guages, that right linear regular grammars de- 
scribe  the  same  set of languages as finite automata 
and finite state transition networks. Afinite state 
transition network consists of a set of labeled 
states,  connected  by  directed  arcs,  each  repre- 
senting a transition  between two states and being 
labeled with a pattern. Some of the states  are ini- 
tial and others  are terminal. The parsing of a given 
string is performed by finding a path through the 
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Figure 5 Definition of the  formalism of right  linear  regular  grammars 

A right  linear  regular  grammar G is a  quadruple 
G = (N, T, P, S) 

where 

N is the alphabet  of  the  nonterminal  symbols. 
T is the alphabet  of  the  terminal  symbols. 
N n T = O .  

P is a  finite set of  productions  of  the  form 

a=+P Y 
where a E N, p E T ,  y E N 
or 

a=+@ 
where U E N, @ E T 

S is the set of start  symbols. S c N .  

network from an initial state  to a terminal state 
along a sequence of arcs whose label sequence 
totally matches  the  complete given string. 

In  the following we illustrate with  an example 
how  the morphological structure of words  can  be 
described  with  the finite state transition network 
formalism. We then  show how this  representation 
can  be  translated  into a functionally equivalent 
right linear regular grammar. 

Figure 6 shows an exemplary  network  represent- 
ing a very simplified description of a small part of 
German morphology. It  describes a word as con- 
sisting of an  arbitrary number of prefixes followed 
by at  least  one  stem.  The  stem(s) may be followed 
by an arbitrary number of derivational suffixes. 
The  word  may end with a inflexional suffix or it 
may form a compound word  by being concate- 
nated to a word of the  structure  just  described, 
optionally interspersed  with a linking suffix. 

The  rules of the right linear regular grammar de- 
scribing the  same language as a given finite state 
transition  network  are derived from the  network 
in the following way: For each  state’-arc-state” 
transition  write  down 
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The rule 

state’ - label 3 arc - label state” - label 

if state”  is  not a terminal state and not an  op- 
tional terminal state 

The  two  rules 

state’ - label 3 arc - label state” - label 

state’ - label + arc - label 

if state”  is an optional terminal state 

The rule 

state’ - label rrS arc - label 

if state” is a terminal state 

The alphabet N of nonterminal symbols of the 
grammar consists of the state labels of the  net- 
work. 

The alphabet T of terminal symbols of the gram- 
mar consists of the  arc labels of the  network. 
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Figure 6 Example  of a  finite  state  transition  network for a  small  part  of  German  morphology 

PREFIX  DERIVATIONAL  SUFFIX 

/ fl  

INITIAL  STATE 
STEM 

OPTIONAL 
TERMINAL  INFLEXIONAL  SUFFIX ’ STATE b 

/ 3 
A 

S1 
ZERO  TRANSITION 

s2 

LINKING  SUFFIX 

L 

TERMINAL 
STATE 

s3 

The  start  symbols S of the grammar are  the labels 
of the initial states of the  network. 

Table 5 shows  the right linear regular grammar 
describing the  same language as the sample tran- 
sition network given in Figure 6. 

The  word  syntax file expected  by  the  preproces- 
sors of the morphological component must con- 
tain the  rules  that  describe  the  sequences of 
morph  classes underlying syntactically well- 
formed words.  The rules must  be  written in a right 
linear regular grammar, where  the morph classes 
are  the terminal symbols, i.e., the  arc labels of the 
corresponding finite state  network.  It  turned  out 
that for the manual development of the  word  syn- 
tax,  the formalism of finite state  networks  is  eas- 
ier to handle than  a right linear regular grammar. 
So we first represented  the  syntax  with  a finite 
state  network,  which we finally translated  into  a 
functionally equivalent right linear regular gram- 
mar, having a  format more suitable for machine 
input. The right linear regular grammar was fed 
into  the  automatic segmentation system,  where  a 
preprocessor automatically mapped it onto a 
functionally equivalent nondeterministic finite 
automaton, which permits a  very efficient auto- 
matic processing of the  word  syntax.  The  inter- 
preter of the morphological component  uses  the 
word  syntax in the following way.  It  segments an 
orthographic input word  into  morphs found in the 
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Table 5 Example  of a rl ht linear  regular  grammar  for 
a  small  part  of ierman morphology 

SI + prefix SI 
SI j stem S ,  
SI + stem 
s, 3 SI 
S, + linking suffix S ,  
S ,  3 derivational suffix S ,  
S ,  + derivational suffix 
S, 3 inflexional suffix 

morph dictionary. To each morph of the  word  the 
interpreter assigns the  set of morph classes indi- 
cated for it in the dictionary, thus  creating  a  se- 
quence of sets of morph  classes  associated with 
the whole word.  The  syntactic well-formedness 
of the segmentation is checked  by trying to find a 
path through the whole sequence of sets matching 
a  path from an initial state to a final state through 
the finite automaton. To avoid an explosion of 
syntactically ill-formed segmentations (before the 
syntax  is  consulted)  the  syntax checking is nested 
into  the segmentation procedure. 

Our German word  syntax  takes  into  account  the 
following basic  features of German morphology: 

Composition. Many words  are compound 
words, i.e., they  are  concatenations of stems, 
optionally interspersed  with prefixes and suf- 
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fixes. Example: <Lebensgefahr> (English: 
danger to life) is the  concatenation of <Le- 
bens> (genitive of <Leben>, English: life) and 
<Gefahr> (English: danger). 
Derivation. In addition, numerous  words  are 
derivations, i.e., they  are  concatenations of 
stems  with prefixes or derivational suffixes. 
Example: <untragbar> (English: unbearable) 
is  the  concatenation of prefix <un>, stem 
<trag>, and derivational suffix <bar> (En- 
glish: un+bear+able). 
Inflexion. The different morphological features 
of nouns,  adjectives,  verbs, and pronouns (e.g., 
person,  number,  gender,  case,  tense, mode, de- 
gree of comparison)  are mainly expressed by 
inflexional suffixes. Our  computations  based on 
a large machine-readable dictionary  resulted in 
an average of 5.2 different inflected forms  per 
lemma. 

The  current  word  syntax  is  a finite automaton 
with 289 states and 1368 transitions. 

A more detailed description of the German spe- 
cific linguistic knowledge used for morphological 
segmentation  is given in Reference 26. 

Knowledge for phonetic  transcription. The pho- 
netic  component  accesses two knowledge sourc- 
es: set definitions and  letter-to-phone  rules  (as 
previously mentioned in the  section  “The pho- 
netic  component”).  The  representation formal- 
isms for these knowledge sources  have  been in- 
fluenced to some degree by a formalism 
introduced  by  Chomsky and Halle.” 

The  purpose of set definitions is to reduce  the 
number of letter-to-phone rules and to make  them 
more clear. We have  introduced  sets of letter 
strings  and sets of phone  strings as the two types 
of set definitions. 

Different letter strings, occurring in the  contex- 
tual conditions of a  sequence of rules, may be 
united into aset of letterstrings, if the  rules do not 
differ  in any  other  way.  The  set  is designated with 
a set identifier. The  sequence of rules  can  then be 
replaced with  one functionally equivalent rule 
that  contains  the set identifier, instead of the dif- 
ferent  letter strings. We want to show  this  with  an 
example: the  letter <b> is usually pronounced 
[p], if it occurs within a  morph left of the  letters 
< t> ,  < s > ,  or <k>. This  requires  three rules: 
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[b]t rj p e.g.: <Abt> (English: abbot) 

[b]s 3 p e.g.: <Herbst> (English: autumn), 

<grabschen> (English: to grab) 

[b]k rj p e.g.: <Wiebke> (female first name) 

If we define a  set /VLCONS/ with  the  letters usually 
corresponding to voiceless  consonants, we  can 
replace the  three rules with 

[b]/VLco~s/ 3 p 

As we  see below, the rule formalism offers the 
possibility of specifying several  alternative  tran- 
scriptions on the right side of a rule. This is very 
useful if a  letter  string  has different pronuncia- 
tions. Look, for example, at  the  letter <z> in 
< Walze> (English: roller), <Salz> (English: 
salt),  <tanZen> (English: to dance), and 
<Schwanz> (English: tail). In addition to the 
standard pronunciation [@I, also [SI is possible. 
Thus  we may have two rules with the  same al- 
ternative  pronunciations  on  the right side: 

l[z] 3 t,s s 

n[z] 3 @ s 

The  concept of sets ofphone strings permits us  to 
simplify these  rules to a small degree. If we define 
a  set 

I -  z  PHON^ = { t,s s } 

we can  write instead 

l[z] rj Iz - PHON/ 

n[z] rj Iz -  PHON^ 

The general external  format of the  set definitions 
is as follows: 

SET /id/ = {x1 . . . xi . . . x,} 
(for sets of letter  strings) 

SET lid1 = {x1 . . . xi . . . xm} 
(for sets of phone  strings) 

where 
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id is the set identifier. 
Each xi is  a set element. In a  letter  set,  each xi 
represents  a  letter string. In  a  phone  set, it rep- 
resents  a  string of phonetic symbols. 

Currently, 31 sets  are defined, including such  sets 
as: 

The  vocalic  letters 
The  vocalic  letters usually corresponding  to 

The  vocalic  letters usually corresponding to 

The  vocalic  letter strings usually corresponding 

The  consonantal  letters 
The  consonantal  letter  strings usually corre- 

The  consonantal  letter strings usually corre- 

All morph boundary symbols 

The letter-to-phone rules have  the general exter- 
nal format 

LeftCstringbght 3 phonetics, . . . phonetics,, 

One would read the  above expression as: Map 
string on the transcriptionsphonetics,, . . . ,pho- 
netics,,, if string occurs within the  context left and 
right. 

There  are  several  conventions to be  observed: 

String is a  string of letters and/or morph bound- 
ary symbols. It must not be  empty. 
Left and right each  consists of up to five units. 
One of these  units may be a  string of letters or 
morph boundary symbols, or both. The  other 
units  must be identifiers of letter  sets. At the 
beginning of left or at the end of right, or both, 
may occur  the  word  boundary symbol <# >. 
Left and right may be empty. 
An identifier of a  letter  set may be followed by 
the  restricted  Kleene  operator.  The  format of 
this  operator  is 

*n 

where 1 I n 5 5. The  Kleene  operator implies 
that  elements of the preceding set may occur up 
to n-times, but may also  be  absent.  For in- 
stance, if you  want  to  describe  the pronuncia- 

back  vowels 

front  vowels 

to diphthongs 

sponding to  voiceless  consonants 

sponding to plosives 
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tion of the  string <ern> in stems like <Stern> 
(English: star),  <fern> (English: far), or 
<Ernte> (English: harvest), you could use in- 
stead of the  three rules 

=/co~s/ /co~s/[ern]  3 E m  

=/CONS/[ern] j &un 

= [ern] 3 & m  

the rule 

=/CONS/*2[ern] 3 m n  

where /CONS/ designates  the  set of consonantal 
letters. 

Eachphonetics, is a  phonetic transcription of 
string. If string has  (also) no phonetic equiva- 
lent, this is to be indicated with a comma c,> 
in place of one phonetics,. Instead of n  alter- 
native phonetic  transcriptions, an identifier of a 
phone set containing these  alternative  tran- 
scriptions may occur  on  the right side of a rule. 

That  the left side of a rule (i.e., left, string, and 
right) may contain morph boundary symbols fa- 
cilitates  that  the  letter-to-phone rules can  con- 
sider the morphological structure of the seg- 
mented words.  This is a  considerable advantage 
compared with our former phonetization system. 
Furthermore,  since more than one  phonetic string 
or a  phonetic  set may occur on the right side of a 
rule, it is possible to  create multiple transcriptions 
per word.  This is a  further substantial advantage. 

In  a rule set, specific rules have to  be placed 
ahead of the general rules, in order  to  ensure  that 
the specific rules can  be applied. The  interpreter 
of the  phonetic  component applies a set of letter- 
to-phone  rules in the following way: It  starts  the 
transcription of a morphological segmentation 
with  the first character after the initial < # > . This 
is always a  morph  boundary symbol. With this 
character, and the left and right context of the 
character in the segmentation, “in mind,” the in- 
terpreter  searches for the first matching rule, in 
the  sequence of rules, whose string begins with 
the  character.  The right side of the first matching 
rule is appended to the  output buffer, where  the 
phonetic  transcriptions  are  created. Now the in- 
terpreter  advances in the segmentation as many 

WOTHKE 501 



Table 6 Examples  of  set  deflnltions  and of letter-to- 
phone  rules  (in  the  formalism  used  In  the  new 
phonetlzation  system) 

Set definitions: 
SET /SUFFIX/ = {isch ig  ung} 
SET/BVOWEW = {a o u} 

Letter-to-phone  rules: 
= [chll j k  
= [chlr * k  
= [ch] * s  
[ch]s%ler + k  
[ch]s%/SUFFIX/ * k 
/BVOWEW[ch] 3 x 

Where  morph  boundary is represented by: 

[schl 3 s  

[chi + c  

= before  a  stem 
% before s u f i e s  of German  origin 

characters as the string of the applied rule con- 
tains, and thus it continues  with  the  next  charac- 
ter in the segmentation, which has not yet  been 
transcribed. With this  character and its  context, 
it restarts  the  process  just  described.  The  inter- 
preter  continues  this  entire  process, until the final 
word  boundary  symbol e#> has  been met. 

It is still necessary to describe  the  actions of the 
interpreter in the following two situations. 

1. If there  is more than  one  phonetic  transcrip- 
tion available on  the right side of a matching 
rule, the  interpreter  produces as many copies 
of the  output  string  already available as there 

* are different phonetic  transcriptions on  the 

right side, and it appends to each  copy  one of 
the  transcriptions. 

2. If a  character in a segmentation does not 
match any rule, the  interpreter distinguishes 
two cases: 

If the  character is a morph boundary symbol, 
it is skipped and the  next  character in the 
segmentation is  processed. 
Else,  a  copy of the  character is appended to 
the  output buffer and then  the next character 
in the segmentation is  processed. 

To show how letter-to-phone  rules  can be ex- 
pressed with the formalisms just  introduced,  we 
reproduce in Table 6 the rules of Table 2 with 
these formalisms. In this  representation  we  take 
the  opportunity to indicate morph  boundaries in 
the rules. 

Currently, 1460 rules  are implemented. Approx- 
imately 180 of these  rules deal with  words  that  the 
morphological component  cannot segment. 

A  complete listing of all set definitions and letter- 
to-phone rules  has  been published by Heinecke 
and Wothke in Reference 28. 

Statistical  results 

We determined the linguistic performance of the 
components for morphological segmentation and 
for phonetic  transcription by applying them to  the 
words  on  rank 1-2000 (control set  I) and on rank 

Table 7 Statistical  evaluation  of  automatically  generated  morphological  segmentations 

Segmentation Data Types of Types of 
Control  Set I Control  Set II 
(n = 2,000) (n = 1,000) 

Number  of  words  segmented  1,915 85 1 
Percentage  related to total  number of types (= n) 95.75%  85.10% 

Number of  segmentations  2,095  1,011 
Ratio  of  segmentations  obtained per segmented  word on average  1.09  1.19 

Number  of  correct  segmentations  2,045  916 
Percentage  related to total  number of  segmentations  97.61%  90.60% 

Number  of  incorrect  segmentations 50 95 
Percentage  related to total number of  segmentations  2.39%  9.40% 

Number  of  words  with at least  one  correct  segmentation  1,913 844 
Percentage  related to number of segmented  words  99.90%  99.18% 
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200  001-201 000 (control set 11) of a descending 
frequency list created from a machine-readable 
newspaper  corpus with a  total  size of 13 208  225 
words  (tokens).  The 2000 most  frequent  words 
(the  types in control set I) correspond to 9 532  135 
tokens, i.e., they  cover 72.2 percent of all tokens 
in the  corpus. 

Results of morphological  segmentation. Table 7 
shows  statistical  data concerning the perfor- 
mance of the segmentation procedure. Of the 
types in the  control  sets, 92.2 percent ((2 x 
95.75% + 85.10%)/3) were segmented. More than 
99 percent of the segmented words received a  cor- 
rect segmentation. 

Table  8 gives an overview of the  words  that  were 
not segmented. Many of them  are  words  with 
spelling errors, foreign words, and proper  names, 
which one  cannot  expect to be morphologically 
segmented. 

Results of phonetic  transcription. Table  9  shows 
the  statistical  results of an evaluation of automat- 
ically generated  phonetic  transcriptions. A simi- 
lar table, containing slightly less affirmative re- 
sults,  was  also published in Reference 29. 
Meanwhile, we  have improved the  system, and 
the positive results  can be seen in Table 9. The 
table  shows  better  results for the  tokens of control 
set  I  than for its types. This  conforms very well 
with  the  requirements of our speech recognition 
system, which uses  the  transcriptions as refer- 
ence units, because it will serve for the dictation 

Table 8 Statistical  results for words  rejected  by  the 
segmentatlon  procedure 

Segmentation  Data  Types of 
Control Set I 

and I I  
(n = 3,000) 

Number of words rejected out of total 234 

Words with spelling errors 6  (2.56%) 
Foreign words that are not used in 10  (4.27%) 

Proper names 73  (31.20%) 
Words that should be segmented 145  (61.97%) 

number of types (= n) 

German 

of texts (consisting of tokens) and not for the dic- 
tation of dictionaries (consisting of types). The 
reason for the  better  results in the  token  statistics 
is  that  the very frequent  words  are  transcribed 
correctly altogether. 

The  percentual average for “only  incorrect  tran- 
scriptions” for Types of Control Set  I  and  Types 
of Control Set I1 is 1.47 percent, i.e.,  (2 X 0.6% + 
3.2%)/3. In  other  words,  more  than 98 percent of 
the  types received a  correct  transcription. 

The inspection of the  words with exclusively in- 
correct  transcriptions revealed that  a large num- 
ber of them  are  proper names (e.g.: <John>, 
<Gorbatschow>) or  words of foreign origin (e.g.: 
<Ensemble>,  <Aids>,  <Team>) for which the 
usual German correspondence rules between  let- 
ters and phones  are not valid. 

Table 9 Statistical  evaluation of automatically  generated  phonetic  transcrlptlons 

Transcription  Data  Types of Tokens  of  Types of 
Control  Set I Control Set I Control  Set II 
(n = 2,000) (n = 9,532,135) (n = 1,000) 

Completely with correct transcriptions, 1,952  (97.60%)  9,466,084  (99.31%)  913  (91.30%) 
no incorrect transcriptions 

Incompletely with correct 
transcriptions, no incorrect 
transcriptions 

13 (0.65%)  13,611  (0.14%)  28  (2.80%) 

Completely with correct transcriptions, 22 (1.10%)  37,014  (0.39%)  27  (2.70%) 
additionally incorrect transcriptions 

Incompletely with correct 1 (0.05%)  877  (0.01%) 0 (0.00%) 
transcriptions, additionally incorrect 
transcriptions 

Only incorrect transcriptions 12  (0.60%)  14,549  (0.15%)  32  (3.20%) 
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Conclusion 

In this paper, we described  an  approach to  the 
automatic  phonetic  transcription of German 
words.  The  transcription  process  consists of the 
two main steps, morphological  segmentation and 
morphology-based phonetic  transcription. The 
potentiality of generating multiple transcriptions 
per  word  and  the integration of morphological 
knowledge into  the  transcription  system  contrib- 
uted to a  substantial improvement of this sys- 
tem’s linguistic performance. 

This  system is currently being used with  great 
success for the  automatic generation of phonetic 
transcriptions in the German version of the large- 
vocabulary  speech recognition system TANGOM. 
Another potential application area of the  system 
lies in the  area of text-to-speech  synthesis,  where 
it could serve  to provide intermediate  phonetic 
transcriptions of the  words to be acoustically syn- 
thesized. The morphological component of the 
system could possibly also  be used in linguisti- 
cally-based full-text retrieval systems in order  to 
determine  the  word  stems. 

In  the  future,  our  research and development ef- 
forts may possibly concentrate  on  the improve- 
ment of the morphological segmentation rate for 
common German words and of the  transcription 
quality for proper  names and foreign words. 
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Appendix:  Transcription  examples 

The examples of morphological segmentations 
and phonetic  transcriptions  that begin on  the  next 
page consist of three columns: 

Column 1 lists  the input words. 
Column 2 contains for each input word, one  or 
more automatically generated morphological 
segmentations. Unsegmented words  are  pre- 
fked with e? > . 
Column 3 displays one  or  more automatically 
generated  transcriptions for each segmentation. 
Two special features of these  transcriptions are: 
(1) Stress  markers  are missing. Stress is ne- 
glected by  the  current  letter-to-phone rules, be- 
cause  the  speech recognition system, for which 
the  transcriptions  are  generated as reference 
units, does  not  take into account  stress during 
the recognition process. (2) For  reasons of clar- 
ity, transcriptions  with [a] -elision are not listed 
below. (Our automatic  transcription  system 
also generates  the  appropriate  transcription 
variants with [a] -elision.) 
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< abgehefteter > 

< Abrollapparat > 

< achtarmig > 

< Alliierte > 

< Angora > 

< Angst > 

< Arbeitnehmeraktie > 

< archaisch > 

< Athen > 

aunerdem > 

< Ausreiseantrag > 

< Baal > 

< Bettuch > 

< beurteilender > 

< brachen > 

< brachst > 

< brachte 

< Chance > 

< Charlotte > 

< Chauffeur > 

< chic > 

# + ab + ge = hefto/oeto/oer# 

# + Ab = roll = apparat# 

# = acht = arm%ig# 

# + A1 = li%ier% te# 

# = Angora# 

# = Angst# 

# = Arbeit = nehmYoer = akti%e# 

# = archa%isch# 

#?Athen# 

# = aul3er = dem# 

# + Aus = reis%e + an = trEg# 

#?Baal# 

# = Bet = tuch# 
# = Ijett = tuch# 

# + be = urteil%end%er# 

# = brach%en# 

# = brach% st# 

# = brach% te# 

# = Chanc%e# 

# = Charlott%e# 

# = Chauff-  eur# 

# = chic# 
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[lapgahsftate] 

[?aprd?apara:t] 
[?aprdapara:t] 

[?axti’artnr~] 
[?axt?armk] 
[laxtarmq] 
[laxtarmk] 

[i’ahlieta] 
[lalixta] 

[?all g o:ra] 

[i’aqst] 

[?arb~tne:me?ak@ja] 
[?arbgtne:meak@ja] 

[larqarfl 

[?ate:n] 

[?~sede:m] 

[i’~srgza?antra:k] 
[?wsrgzaantra:k] 

[ ba:l] 

[be:tu:x] 
[brtu:~] 

[ba?urta&ndt?] 
[baurt&andt?] 

[bra:xan] 

[bra:xst] 

[braxta] 

[ S W  
[Sa11 sal 

[Javbta] 

[Jd0x]  

[SIkl 



< China > 

< daher > 

# = Chin - a# 

# = da = her# [da:hea] 
[dahea] 

< Detail > # = Detail# [de:@] 

< Ehevertrag > # = Eh%e + ver = trag#  [?e:af~tra:k] 

< Entbindungspflegers > # + Ent = bind%ungO/os = pfleg%er%s# [?rntbrndur~sQfle:g€?s] 
[?mtbIndurJ sfle:gvs] 

< erblichen > # + er = blich%en# 
# = erb%lich%en# 

< Familie # = Famili%e# [familja] 

< Fehlregulation > # = Fehl= regul " at ion# [fe:lregulat~jo:n] 

< flottgemachtes > # = flott + ge = mach%tes# [fl~tgamaxtas] 

< Friseuse > # = Fris-eus%e# [frrznr:za] 

< furchtbarerem> #= furcht%barn/oer%em# [fur~tba:raram] 
[furqtba:mm] 

< Geldmarktpapiers > # = Geld = markt = papier% s# [gsltmarktpapias] 

< Geschiiftsabschlusses > # f Ge = schiifl%s + ab = schluss%es# [gaf~f?$apJlusas] 
[gaS&&apSlusasl 

< groflraumigste > #= groD= r~um%ig%sto/~e#  [gro:sr~mksta] 
[gro:srwm~sta] 

< hinzuziehende > # + hinzu = zieh% end% e# [ h r n ~ u ~ i a n d a ]  
[hrnsu@i:anda] 

# + hin + zu = zieh%  end% e# [hrnt~ubianda] 
[hrnt_su:@Si:anda] 

I < hochgeklapptes > # = hoch + ge = klapp% tes# [ho:xgaklaptas] 

< Ideen > # = Idee%n# [?~de:n] 

< Ingenieur > # = Ingeni-eur# [?rn3enjsa] 
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< initiierst > # = initi%ier%st# 

, < Interessenausgleiche> # = Interess%en+  aus = gleich%e# 

< I talien > # = I tali%  en# 

< Kalkspat > # = Kalk = spat# 

< klargestellte > # = klar + ge = stell% te# 

< Korbflechterei > # = Korb = flechtyoer = ei# 

# = Korb = flechtO/oerO/oei# 

< kurzzeitige > # = kurz = zeit%ig%e# 

< Larmempfindlichkeit > # = Larm + emp = find0/olich%keit# 

< leitetet > # = leit%etet# 

< makelloseste > #= mak%el= los%est"/oe# 

< moussiert > # = mouss%ier% t# 

< Nacktbadestrand> # = Nackt = bad%e= strand# 

< niederhiebst > # = nieder = hieb%  st# 

< notorischem> # = not-or%isch%em# 

< pflichteifrigere > #= pflicht = eifr%ig%er%e# 

< plakativere > # = plak-at-iv%er%e# 

< Prozeflautomation > # = ProzeB = automat-ion# 

< querschlagt > # = quer = schlag% t# 

< Radachse > # = Rad = achs% e# 

< Radar > #= Rad - ar# 

[Irnrtglisst] 
[?rnr@isst] 

[?~ntarrsan?tgsgltgqa] 
[Irntar~sangsgltgqa] 

[?rta:ljan] 

[kalkJpa:t] 

[kla:rgaJtslta] 

[kxpflsctdtg] 
[kxpflsqtatg] 
[kxpflrqtarcg] 

[kr~r@@cgtrga] 

[ls:rm?srnQfrntlr~kcgt] 
[Is:rmsmpjhthqk~g?t] 
[ls:rmlsmfintlrqk~t] 
[ls:rmsmfrntlrckgt] 

[Istatat] 

[ma:kalo:zasta] 

[musi:at] 

[naktba:daJtrant] 

[nidvhipst] 

[n~to:rrJam] 

[pfJrctltgfrrgara] 
t l m c t ~ f n g a r ~ l  
[flrqtlgfrrgara] 
[flrct~frrgara] 

[plakativara] 

[pr:,@cs?gt~ma@jo:n] 
[pr3@sstgt~ma@jo:n] 
[kve:rJla:kt] 

[ra:t?aksa] 
[ra:taksa] 

[rada:r] 
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< ringartige > # = ring=  art%ig%e# 

< Ruin > # = Ruin# 

< sahen > # = sah%en# 

< schlagkraftigerer > # = schlag = kraft%igo/oer%er# 

< Schleuse > # = Schleus%e# 

< Serie > # = Seri% e# 

< strapazierbarste > #= strapaz%ier%bar%sto/oe# 

< Systemanschlilssen> # = System+ an=  schliisso/oen# 

< tauschen > 

< telegraphische > 

< Traurnmanager > 

trubsinnigerer > 

< unerwartetste > 

< unsensibel> 

< Vakuumkammer > 

< vorzuschieDendes > 

< wassergekuhltes > 

C: zielstrebigster > 

< r8m.-kath. > 

< u.a, > 
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# = tausch%en# 

# + tele = grapho/oischo/"e# 

# = Traum= manag-er# 

# = trub = sinn%  ig% er Y o  er# 

#+un+er=wart%et%st%e# 

# + un = sens-ibel# 

# = Vaku - um= kamm0/oer# 

# + vor + zu = schiel3%end"/oes# 

# = wassyoer + ge = kuhl% tes# 

fc = ziel= streb%ig%stO/oer# 

# = romYoisch = kathol%isch# 

# = und = ander% es# 

[rqlart~ga] 
[nqartrga] 

[ruin] 

[za:an] 

[Jla:kr~ftrgam] 

[S12!maI 

[zsrja] 

[Jtra:pat.&ba:rsta] 

[zvste:mlanJlusan] 
[zvste:manJlusan] 

[twSanl 

[te:lagra:fiJa] 

[trtgmsnadgv] 
[ t rg~mmadJ~]  

[try:pzrnrgam] 
[try:psrnrgam] 

[lun?~varta@ta] 
[?unvvartat_sta] 

[?unzmsibal] 

[va:kuumkam~] 

[fo:rt_suJi:sandas] 
[fo:rt_su:Jisandas] 

[vasvyaky:ltas] 

[t_si:lJtre:b~qsta] 
[t_si:lJtre:brkstt?] 

[rs:mrJkato:hfl 

[luntlandaras] 
[luntland~s] 
[Ir~ntandaras] 
[luntand~s] 
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# = und = ander% e# 

# = unter = ander%em# 

# = drei = und = zwanzig# 

# = dritt%e# 
# = dritt%er# 
# = dritt%em# 

# = dritt%en# 

# = dritt%es# 
# = dritt%ens# 

< 3,42 > # = drei = K omma = vier = zwei# 

<->  

<$>  

# = minus# 
# = Bind%e = strich# 

# = Dollar# 
# = Dollar = zeich%en# 

# = Doypel = kreuz# 

#= Komma# 
# + Rei = strich# 

< KO-GroDschreibung> #?KO-GroDschreibung# 

[luntlandara] 
[Irrntandara] 
[?r~ntv?andaram] 
[Iuntvlandvm] 
[luntvandaram] 
[Irrntvandvm] 

[drg?untpantgq] 
[drg?unt_svantgk] 
[drgluntgansrq] 
[drgluntgansrk] 
[drgun@vantgq] 
[drtguntpantgk] 
[drsrrn@vans~q] 
[drgunt_svans~k] 
[drg?unsvantyq] 
[ d r ~ l u n s v a n ~ ~ k ]  
[drg?unsvanstq] 
[drglunsvansrk] 
[drgunsvantyq] 
[drag~nsvantyk] 
[drg~~nsvanslq] 
[drgunsvans~k] 

[drrta] 
[drr  tv] 
[drrtam] 
[dr~tm] 
[drrtan] 
[drrh] 
[dr~tas] 
[dr~tans] 
[drr"tns] 

[mi:nus] 
[brndaJtrrq] 

[dda:r] 
[dda:r@gqan] 

[ko:gro:sJ'r~buq] 
[ko:gro:Jrgbuq] 
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