Service and traffic
management for IBCN

The future Integrated Broadband Communica-
tions Network (IBCN) will provide high-speed
communication capabllities that support a variety
of existing and new services. The management of
such a complex environment requires innovative
management systems. NEMESYS is a project
within the European Commission’s Research and
Development in Advanced Communications in
Europe (RACE) program. The project goals are to
demonstrate and evaluate the use of advanced
information processing techniques for quality-
of-service and traffic management. To reach
these goals, a series of experimental prototypes
are being bullt. This Ipaper describes the
assumgtions, objectives, and approach of
NEMESYS, and In particular, the design and
Implementation of an experiment that
Investigates service and traffic management
techniques in a simulated asynchronous transfer
mode environment. Because the project is not
yet finished, some preliminary results are
presented.

he future Integrated Broadband Communi-

cations Network (IBCN) will support all ex-
isting services and, together with novel multime-
dia technologies, will stimulate the emergence of
a variety of new services in areas such as educa-
tion, entertainment, business, and personal com-
munication.' Thousands of services are available
today on the low-performance, widely accessible
videotex (e.g., banking, weather forecast, games,
job offers). What will be achievable with the
introduction of multimedia technology, such
as broadband live video systems, stretches our
imagination.
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New transmission technologies and the integra-
tion of existing and new services will pose new
management requirements for the introduction of
IBCN. In the envisaged environment, a service is
provided by a cascade of underlying networks
and subservices that will be offered by a variety
of providers, some very large and some very spe-
cialized. All of them will need to cooperate in
management functions such as billing, perfor-
mance, quality of service, and troubleshooting,
so that the ““last” service provider facing the “fi-
nal” end user is able to deliver the desired quality
of service. Additionally, the general trend toward
fair competition (e.g., the Open Network Provi-
sion directive in Europe) and growing customer
requirements are leading to the definition of pre-
cise contractual quality of service. Therefore,
network and service providers need powerful
tools allowing them to measure how they meet
their commitments and to optimize the usage of
their systems.

Research and standardization is well under way
to provide the foundations for the IBCN. The pro-
posed broadband packet technology, i.e., asyn-
chronous transfer mode (ATM),' which is based
on statistical multiplexing, allows the optimiza-
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Figure 1 Asynchronous transfer mode (ATM) links,
virtual paths, and virtual channels
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tion of network resource utilization and is very
well fitted to the transmission of heterogeneous
traffic (voice, video, data) with highly dispersed
characteristics (e.g., transmission rate, ratio of
peak to mean bandwidth, maximum delay, toler-
able error rates). However, the algorithms and
methods related to this multiplexing are complex
and need further studies. A key problem is to
guarantee a committed quality of service while
maintaining a high utilization of network re-
sources. The customer, service provider, and net-
work provider may have conflicting objectives.
Today’s telephone network with fixed reserved
bandwidth and the packet data networks with
fairly homogenous traffic do not provide compa-
rable experiences.

The European Research and Development in Ad-
vanced Communications in Europe (RACE) initia-
tive is funding research into the technological
foundations for the commercial introduction of
the IBCN. Adequate management solutions are
considered to be a very important prerequisite for
the operation of the IBCN. RACE defines manage-
ment as the end-to-end management of networks
and services offered to the customers. Facing the
above problems, there is a need to prototype IBCN
management functions very early, including the
architecture and standards defined, and to exper-
iment with the latest programming techniques
that could help to master the enormous task of
management development.
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Project NEMESYS addresses several research ar-
eas. The main focus is on the application of ad-
vanced information processing techniques, such
as expert systems, neural networks, distributed
systems, and object-oriented design and imple-
mentation, to the critical problem of traffic man-
agement and quality-of-service management in an
IBCN environment. Further topics include the ar-
chitectural structuring of interacting but other-
wise independent organizations, such as network
providers, service providers, and customers, and
the application of management standards. The
NEMESYS consortium is developing three consec-
utive prototypes over a five-year period. This pa-
per reports the status of the project after the first
four years, during which two prototypes have
been built, and highlights the design and imple-
mentation of the third prototype to be completed
by the end of 1992. Preliminary results are pre-
sented.

Future service environment

On the way toward implementing the IBCN, the
broadband ISDN (Integrated Services Digital Net-
work) is considered to be an evolutionary step
that augments the existing narrowband ISDN with
broadband services such as video-telephony, vid-
eo-conferencing, high-speed file transfer, and
multimedia document transfer.! ATM has been se-
lected as the switching technique for the broad-
band ISDN.!

In ATM networks all data are transferred in fixed-
size minipackets called “cells.” An ATM cell con-
sists of a 5-octet header and a 48-octet informa-
tion field. Cells are identified on a link by their
header, which contains a virtual channel identifier
and virtual path identifier. Cells belonging to a
particular connection are allocated to a virtual
channel, and groups of virtual channels are allo-
cated to virtual paths, which in turn are grouped
onto a link (see Figure 1).?

Virtual paths will usually span more than one link,
and cells belonging to a particular virtual path will
be routed between links at virtual path cross-con-
nect equipment. (See the virtual path y in Figure
2.) Cells belonging to particular virtual channels
can be switched between virtual paths at virtual
channel switches. Figure 2 shows virtual path x
on link 1 and terminating at virtual channel switch
1, and virtual path y starting at node 1 and being
routed over links 4, 5, and 3. Cells required to
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Figure 2 Asynchronous transfer mode (ATM) routing and switching functions
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traverse virtual paths x and y will be switched at
virtual channel switch 1.

Note that although there are two distinct routing/
switching functions, it may be the case that, in a
particular implementation, virtual path cross-
connects and virtual channel switches are all
physically located in a generic ATM switch.

The NEMESYS consortium has assumed an ATM
communication environment and service types as
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envisaged for the broadband ISDN. The assump-
tions involved are described in a later section on
service management.

Services are classified by the International Tele-
graph and Telephone Consultative Committee
(CCITT) as bearer services, teleservices, and sup-
plementary services. These services in the IBCN
may be provided and operated by independent
organizations. Some basic definitions and model
assumptions can be found in Reference 3. A ser-
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Figure 3 Telecommunications Management Network (TMN) and IBCN
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vice is a set of functions offered to a user by an
organization. Such an organization is called the
service provider. The service user is a customer to
the service provider. Proper operation of a ser-
vice is intimately tied to the notion of quality of
service (QoS). QoS is defined to be the collective
effect of service performances that determines
the degree of satisfaction of a user of the service.
Managing the network environment in order to
ensure desired levels of quality of service is a
central task of the management system.

According to recommendation M.3010* of the
CCITT, the management issues of a telecommuni-
cation network are conceptually separated in the
Telecommunications Management Network
(TMN). A TMN supports the management require-
ments of administrations to “plan, provision, in-
stall, maintain, operate and administer telecom-
munications networks and services.”* The
separation of management and telecommunica-
tion functions is illustrated in Figure 3. The figure
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shows that the TMN functionality is provided in a
distributed fashion and that it uses a communi-
cation network that is (at least logically) separate
from the telecommunication network. The man-
aged equipment (e.g., exchanges and transmis-
sion systems) of the telecommunication network
is called network elements. The operations sys-
tem components perform application functions
such as service and traffic management. More de-
tails on the TMN functional components and their
various interfaces may be found in recommenda-
tion M.3010.*

TMN uses a layered management model. Each
layer performs a set of logically related manage-
ment functions. One example set of functional
layers* is: business management, service man-
agement, network management, and network el-
ement management.

The business management layer contains func-
tions related to the business obligations and pol-
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icies of the enterprise. It interacts with other en-
terprise management functions. The service
management layer ensures the contractual as-
pects between service providers and service
users, €.g., agreements on a certain quality of ser-
vice. The network management layer is respon-
sible for managing all the network elements at a
global or domain scope. The network element
management layer manages individual network
elements and provides an abstraction of the phys-
ical resources in the network. Adjacent layers in-
teract frequently in order to achieve their goals.

The T™MN information model is based on an object-
oriented model as described in the Open Systems
Interconnection (0SI) management standards.’
Manageable physical or logical resources are
modeled as managed objects represented by an
agent that interacts with the manager or manag-
ers who control the managed object or objects.
Each functional layer contains a number of such
managed objects and may act as manager/agent
for the lower or higher layer, respectively.

NEMESYS approach

The primary objective of the NEMESYS project is
to demonstrate and evaluate the use of advanced
information processing (AIP) techniques for the
implementation of network management applica-
tions in the area of traffic and quality-of-service
(QoS) management for IBCN. AIP is a term from
the European Strategic Programme for Research
and Development in Information Technology
(ESPRIT) and RACE programs and is used to de-
scribe state-of-the-art information processing
techniques. Traffic and QoS management is part
of performance management and has been de-
fined by the NEMESYS project as “the operational
and administrative facilities required to optimize
the utilization of network resources whilst main-
taining QoS as received by the users of the net-
work.”$

Because the project is investigating the applica-
tion of AIPs to traffic and QoS management, it
would not be useful to attempt to evaluate AIP
techniques in isolation from the management sys-
tem—they must be evaluated in the context of the
particular management functions. Demonstration
of the employed AIP techniques is being accom-
plished by the construction of experimental pro-
totypes using specific state-of-the-art information
processing techniques and designed to address a
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specific subset of traffic and QoS management
functions. However, evaluation of the AIP tech-
niques is more complex, and reconciling the dif-
ferent perspectives of the telecommunication sys-
tems designer and the software developer on the

QoS is the collective effect of
service performances that
determines the satisfaction of a
user of the service.

scope of an evaluation adds to the problem. In
general, the demonstration places more emphasis
on the nonfunctional requirements, whereas the
evaluation places more emphasis on a subjective
assessment of the tools used. Both cases assume
that the primary functional requirements are sat-
isfactorily met.

For example, consider the evaluation of an AIP
such as rule-based systems for making decisions
on whether new calls should be accepted onto a
network. The telecommunications systems de-
signer is interested in issues such as the speed of
the system and the implications on the hardware
necessary to run the code. The software devel-
oper looks at aspects such as the maturity of doc-
umentation, support for the tool, and the main-
tainability of the code. Both groups would not
even consider using the AIP if it were not possible
to develop a system that makes correct decisions
on whether new calls should be accepted or not.

In order to structure the evaluation process and to
resolve some of the differences of emphasis, an
AIP evaluation methodology was created to elab-
orate a set of evaluation criteria and to measure
the performance of the management system, and
hence the AIP techniques used to implement the
systems against those criteria. The first step of the
methodology is to determine the functional and
nonfunctional requirements of the management
system and its constituent components. Some
functional requirements are network efficiency
gain, ability to adapt to network usage changes,
and QoS received by users. Some nonfunctional
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requirements are real-time response, processing
requirements, and storage requirements.

The second step is to derive the requirements on
ATIP techniques from the system requirements to-
gether with any additional requirements from the
point of view of the developer, such as reusabil-
ity, ability to be integrated with other techniques
or tools, and productivity.

The list of requirements from the first two steps
is then used to create a set of evaluation crite-
ria—at least one criterion for each requirement.
For example: Functional requirements—Does
the system generate a route from each access
node to every other node? Nonfunctional require-
ments—What is the time taken to generate a rout-
ing table? Developer requirements—How long
does it take to develop the code to generate the
routing tables? What is the availability of com-
puter-assisted software engineering (CASE) tools
for this AIP technique?

Candidate AIPs are selected and a prototype man-
agement system is developed using these tech-
niques. Where possible, more than one tech-
nique, conventional and AIP, is used to implement
the same management function. A series of ex-
periments are then carried out on the resulting
system to make measurements against the eval-
uation criteria created earlier. Comparisons can
then be made between the various implementa-
tion options to show the performance of different
techniques against the criteria. At the same time
the implementers are questioned, to gain an as-
sessment of the techniques from the developer’s
point of view.

The project’s five-year lifetime has been divided
into three experimental cycles, with the intention
that each experiment will build upon the knowl-
edge gained during the previous one. NEMESYS
began with three in-depth studies. The first study
concerned the state of the art of information pro-
cessing, reviewing the latest research areas and
the availability of tools. The second study con-
cerned the requirements of traffic and QoS man-
agement for IBCN, including a review of the detail
of AT™M networks, an understanding of the nature
of multiservice networks, and the possibilities of
traffic and QoS management in this scenario. The
third study was on the emerging standards for
network management, in particular the architec-
tures of TMN systems. These reviews and asso-
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ciated theoretical work were able to set the scene
for the experimental work. The project plan in-
cluded a review and update of these studies after
each experiment to add the benefits of the expe-
rience gained after the practical work and to keep
up to date with the state of the art in advanced
information processing technology and Telecom-
munications Management Network standards.

Experiment one. The first experiment was de-
signed to solve the problem of correlated traffic
causing buffer overflows and data loss, and hence
reduced QoS. It dealt with the so-called “football
game”’ problem, where several television stations
are covering the same football match using the
same set of cameras and using a variable bit rate
coding mechanism to transport their pictures to
the studio. Scene changes in the video traffic
cause a burst of ATM cells. If the traffic for at least
two of the television stations is routed over the
same ATM link, correlated bursts are likely to
cause buffer overflow and hence cell losses and
potentially poor QoS for any traffic routed
through that link. The management task is to de-
tect correlated video traffic and to introduce a
slight delay on one of the sources to remove the
correlation before cell losses occur and QoS is
degraded. This was seen as a relatively simple
management problem to allow the experimental
work to concentrate on developing the experi-
mental infrastructure and the simulators—both
being essential components of the next two ex-
periments.

Because the project is investigating a particular
network and service environment that is not op-
erational today, simulation is a vital part of the
experimental work. For the first experiment,
NEMESYS required a simulation of an ATM net-
work and a simulation of video and background
traffic so that the management system could re-
ceive event reports from the simulated network;
after making decisions, the system was able to
initiate management actions in the simulator as if
it were a real network. It is not necessary for the
simulators to behave exactly as users and net-
works would in reality, but they should be suffi-
ciently realistic for the purpose of demonstrating
the functions and efficiency of the prototype man-
agement systems and the AIPs used to implement
them.

There were two levels of simulation involved in
the first experiment-—One at the call level and the
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other at the ATM cell level. The call-level simu-
lation was used for the majority of the experi-
ment, and cell-level simulation was invoked when
the detail of correlated video traffic streams was
required.

Experiments two and three. In the second exper-
iment, NEMESYS introduced a more comprehen-
sive set of management functions that would per-
form more realistic and generalized traffic
management compared to the relatively simple
case in the first experiment. The management
functions were broadly split into two areas: call
acceptance management and virtual path man-
agement. Experiment two was intended as a prep-
aration for experiment three.

For this second experiment the call-level simula-
tion was unable to provide enough detail for the
requirements of the management functions, and a
cell-level simulation was too detailed, requiring a
large processing overhead. For these reasons the
network simulator was revised to simulate the
transport of bursts of cells. A user simulator was
added to model the behavior of users with regard
to the services they used, the destinations they
called, the frequencies of their calls, and the du-
ration of their calls. A service simulator was in-
serted between the user and network simulators
to model the traffic characteristics of the various
services by generating bursts of ATM cells, the
length and bandwidth of the bursts being depen-
dent on the traffic type.

A set of candidate techniques, both conventional
and AIP, were identified for implementing the
management functions and one was chosen for
each function. The intention was that alternative
techniques would be used for the implementation
of the same functions for the third and final ex-
periment when comparisons could be made be-
tween the performance of the implementations
against the evaluation criteria.

The third experiment uses the same management
scenario as the second experiment, enhanced by
a newly developed service management system.
Figure 4 shows the functional components. The
traffic manager and service manager are dis-
cussed in the next two sections, respectively. The
management functions are described in some de-
tail in the rest of this paper. During the design
phase of this experiment we made extensive use
of the open distributed processing approach that
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was developed as part of the standardization ac-
tivities.” It helped us to structure the design space
and to clearly separate the various design as-
pects.®

Traffic management

Experiment three of project NEMESYS investi-
gates traffic management for ATM environments.
Within this area we singled out two areas of re-
search: call acceptance management (CAM) and
virtual path management (VPM). Each area of
management is described by a management con-
trol loop, whereby we mean a system that (1) be-
comes aware of a (bad) state, (2) takes a decision
on which action to take among the great number
of options, and (3) executes the chosen action.

Figure § illustrates the two management loops—
the CAM loop and the VPM loop—and their inter-
action point, i.e., common managed objects.
Solid lines are part of the loop; dashed lines pro-
vide input that may trigger the system to go
through the loop.

The CAM loop. The purpose of the call accep-
tance management (CAM) loop is to allow as much
traffic as possible onto the network without de-
grading the quality of service as seen by the cus-
tomers. If calls are accepted according to their
peak bandwidth (no statistical multiplexing) there
will never be any losses of ATM cells, and the
quality of service will be high but the network will
always be lightly loaded. If calls are accepted ac-
cording to their mean bandwidth (high statistical
multiplexing), more calls can be accepted and the
network will be more heavily loaded but there will
be a large number of cell losses and hence a low
QoS. The purpose of CAM is to strike a balance
between these two extremes, i.e., to maximize
the depth of statistical multiplexing while ensur-
ing that quality of service does not fall to unac-
ceptable levels. The mix of calls to achieve this
balance is bounded by the so-called “feasible re-
gion.” The purpose of the CAM loop is to deter-
mine this feasible region.

Under normal circumstances the service simula-
tor sends call requests to the call acceptance func-
tion located in the network simulator. If the call,
when added to the calls already established, falls
within the feasible region, then the call is accept-
ed; otherwise it is rejected. During a call the net-
work simulator sends messages to the service
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Figure 4 Components of experiment three
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simulator for cells lost during the transmission.
These cell loss reports are aggregated into reports
that are sent to the service manager. The service
manager then judges if the quality of service of the
call was “good” or “bad” and forwards respec-
tive reports to the call acceptance manager. The
judgment depends on the type of user, the ser-
vice, etc. The CAM examines the QoS reports and,
if necessary, adjusts the feasible region appropri-
ately. The new feasible region is reported to the
call acceptance function in the network simula-
tor.

The VPM loop. The purpose of the virtual path
management (VPM) loop is to maximize the pro-
portion of successful connection attempts by op-
timizing the bandwidth reserved to virtual paths,
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the routes that they take, and the way connec-
tions are routed between them. A virtual path
may traverse one or more links. A link is capable
of transmitting a certain traffic load. If the load
exceeds the maximum capacity, ATM cells are
lost. However, this need not be the case with
virtual paths, as the bandwidth of a virtual path is
normally smaller than the bandwidth of its links.
Indeed a link usually carries several virtual paths.

Routing table entries in the call acceptance func-
tion are used to route a connection between vir-
tual paths on the way to its destination. The vPM
loop manages both a network of virtual paths and
the routing of connections between them. It can
attempt to alter the reserved bandwidth of its vir-
tual paths, and can change the relative priority of
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its routing table entries. Though it cannot create
new virtual paths or routing table entries in the
NEMESYS prototype, it can change the configura-
tion of its virtual path network by disabling or
enabling any of the preconfigured virtual paths
and routing table entries.

The vPM loop works at the element, network, and
service management levels, as defined in Refer-
ence 4. At the element level, it manages the band-
width allocated to each virtual path, such that the
amount of spare bandwidth is kept within bounds
set by the network level. At the network level, it
manages the routing of connections between vir-
tual paths and the target amounts of spare band-
width to be reserved for each virtual path, in or-
der to conform to spare bandwidth targets set by
the service level. The service level uses AIP tech-
niques to set targets for the spare bandwidth to be
reserved between the source and destination
nodes of a virtual path.

The virtual path manager uses load predictions
from the service manager, information about the
feasible region from the call acceptance manager,
and aggregated information about successful and
unsuccessful connections from the network sim-
ulator in order to adjust the bandwidth allocation
of virtual paths and routing of connections.

Advanced information processing for CAM. Let us
first explain how the call acceptance manager
manages the so-called feasible region of accept-
able calls. First assume that only one type of con-
nection can be accepted to the network, e.g., a
telephone connection. Then the bandwidth of the
link (the maximal bit rate) determines how many
connections can be accepted. Today a voice con-
nection is allocated a bandwidth of 64 000 bits per
second (64 kbit/s). However, in future broadband
networks based on ATM technology it may be that
silence periods are not transmitted, and so the
effective bandwidth of a voice connection is less
than 64 kbit/s. Furthermore, the quality require-
ments may allow for loss of some ATM cells in
every million of cells transmitted, and so the
effective bandwidth may be smaller yet. These
two reductions in bandwidth are a result of using
another coding scheme, contrasting the current
kind of pulse code modulation multiplexing where
a pulse code modulation connection is allocated
64 kbit/s—no more, no less.
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Figure 5 The two management loops of traffic
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Next assume that at least two different types of
connections can be accepted on a network, e.g.,
a voice connection and a data transmission con-
nection. For each kind of connection we can de-
termine, either analytically, heuristically, or ex-
perimentally, what the effective bandwidth is.
The feasible region where additional calls may be
accepted then is a two-dimensional area that de-
pends on a two-fold convolution of the statistical
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properties of each connection type; for N con-
nection types the region is an N-fold convolution.

In order to decide whether a new call lies within
the feasible region, we use and evaluate the fol-
lowing techniques: constraint programming, an-
alytical/heuristic method, two-moments alloca-
tion scheme, neural network support, and peak
and mean method.

Constraint programming—For this method it is
assumed that the feasible region is bounded by a
straight plane. To begin with, the feasible region
is unbounded. As time progresses, reports are re-
ceived telling of configurations that have shown
bad quality of service. When a number of these
reports have been received, the constraint pro-
gramming tool is invoked. The implementation
calculates the maximal feasible region that will
exclude most of the points with bad quality of
service. When a new batch of reports on bad QoS
have been received, the constraint programming
tool is invoked again. Currently, our implemen-
tation is able to decrease the feasible region only.

Analytic/heuristic method—For this method it is
assumed that each type of connection is known
by its mean and peak bit rate. We start with the
(optimistic) assumption that calls may be ac-
cepted if a link has a spare capacity of at least the
mean bit rate. Thus the border of the feasible re-
gion is initially based on the mean bit rates only.
The (pessimistic) number of calls is obtained by
assuming the peak rates for all connections.
Whenever there is a bad QoS report during the
operation of the system the borderline is moved
in small, predetermined intervals toward the pes-
simistic border. Likewise, for a series of consec-
utive good QoS reports the borderline is moved
back to the more optimistic side.

Two-moments allocation scheme—For this
method we assume that a connection is known by
its mean bit rate and its standard deviation, i.e.,
its two first moments. Theoretical work shows
that if the bandwidth requirements of connections
compared to the bandwidth of the link are small,
then a linear combination of the mean and the
standard deviation bounds the feasible region.’
The method estimates the coefficients in the linear
combination using buffer overflow probabilities.

Neural network support—For a neural network to
work it must be trained. This is done by present-
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ing both a connection configuration to the net-
work and its quality of service. When the neural
network has been exposed to many such config-
urations and QoS reports, it is able to provide
decision support for the CAM.

Peak and mean method—We assume that the
peak and the mean bit rate of a connection are
reported to the call acceptance function. Based
on this information the method determines an up-
per bound on the cell loss probability for the new
configuration. If that cell loss probability is
smaller than some given threshold value, then the
connection is accepted.

The analytic/heuristic method is not an advanced
information processing technique. However, it
has been included in the experiment to serve as a
reference against which all other methods can be
judged.

For the peak and mean method our experiment
shows that the method is singular for “non-
bursty” traffic, that is, for traffic where the ratio
of peak to mean bandwidth is equal to one. There-
fore, a hybrid of the peak and mean method and
some other method must be built to have a
method allowing all kinds of traffic.

The results of the advanced information process-
ing evaluation can be found in Reference 10.

For a description of advanced information pro-
cessing techniques used for virtual path manage-
ment in NEMESYS, see Reference 11.

Service management

Service management comprises activities to en-
sure the proper operation of services. Due to the
variety of services provided in future Integrated
Broadband Communications Networks, the man-
agement of these services will be a complex task
involving a number of organizational entities. The
notion of quality of service is of fundamental im-
portance here.

This section concentrates on architectural struc-
tures and management standards that may be-
come relevant for public as well as customer
premises networks. The evaluation of advanced
information processing techniques is of minor
concern.
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Service model. The service model assumes a lay-
ering of services. A service may itself make use
of underlying services. The model is analogous to
the notion of service in the 0SI Reference Mod-
el.”? For example, a multimedia information ser-
vice needs database services as well as commu-
nication services. Each of the services has its own
QoS parameters. Service providers may also be
service users, and thus depend on lower layer
QoS parameters, whereby a QoS parameter of the
layer below may directly influence the QoS on the
higher layer. For example, an increased cell loss
rate on an ATM link will have a negative effect on
the transmission delay due to possible retrans-
missions.

Service quality generally depends on a number of
different QoS parameters. Definition of accept-
able QoS parameter ranges is part of the service
contract between the service user and service
provider, either explicitly or implicitly. It is then
the responsibility of the service provider to make
sure that specified QoS values are met during the
provision of the service. The contract would de-
fine how potential QoS violations are handled.
Additionally, a service contract would contain
other information such as service types, access
points, duration, cost, user obligations, provider
obligations, and more.

The following is an overview of the NEMESYS ser-
vice management assumptions which, although
based on CCITT documents and common telecom-
munication knowledge, represent the authors’
perspective on future issues of IBCN management.
For a complete detailed specification of the
NEMESYS experiment, see Reference 11.

Service users establish service associations with
service providers. Acceptable QoS wvalues,
ranges, or thresholds are specified for the respec-
tive service parameters. The service provider
builds its service on top of underlying network
services offered via network connections. The
provision of services is managed by a service
manager, which is a distributed application.

Service manager functions. We assume that the
service manager performs the functions of service
user administration, QoS monitoring and control,
event logging and statistics, profile maintenance,
and load evaluation and prediction.
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Service administration stores and updates infor-
mation about services, their providers, and QoS
parameter values that can be guaranteed to users.
Trading aspects, such as which service provider
offers the cheapest service given the QoS require-
ments, are not addressed. User administration
functions cover all aspects of information about
end users subscribed to services, e.g., names, ad-
dresses, which service providers are under con-
tract.

QoS monitoring and control ensures that users get
the QoS they subscribed to (and pay for). A pos-
sible countermeasure in case of bad QoS levels
may be, for example, to tell the network service
provider that a particular network service QoS
parameter has gone bad, causing a poor service
QoS value.

Event logging and statistics are important man-
agement functions, which help to analyze the us-
age patterns and systems behavior over some pe-
riod of time. This is needed to plan the future
allocation of resources. Various forms of mea-
surement data aggregation are computed to ob-
tain insights into the system performance.

Profiles store information on the behavior of en-
tities such as users, services, and access points.
They also contain threshold values for QoS pa-
rameters.

Load evaluation covers (short- and long-term)
planning aspects to enable good QoS in the fu-
ture. The service provider needs to estimate the
load that users will generate at some time in the
future, in order to plan its own resource require-
ments and to use lower layer services efficiently.
For example, it might be necessary to ask a net-
work service provider for more transmission ca-
pacity well before it is actually needed. The latter
is a proactive management approach as opposed
to a mere reactive approach.

Service types. In order to reduce the complexity
of the experiment, we have made simplifying as-
sumptions for the prototype as to what services
are considered, i.e., we concentrate on commu-
nication-oriented services only, excluding other
potential service components such as database
services. The complete detailed definition is con-
tained in Reference 11.

NEMESYS assumes seven types of services that
users can request:
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Figure 6 Standard conformant management communication
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* Pulse code modulation telephone (fixed band-
width coding scheme)

» Time assignment speech interpolation tele-
phone (variable bandwidth coding scheme)

¢ Interactive data transfer

* Bulk file transfer

* Video broadcast

* Video conference

* Multimedia document transfer

Each of the user services is built upon a given
combination of network services, of which there
are four types: constant bitrate sound, variable
bitrate sound, data, and full-motion video.

Two examples for the kind of mappings of user
services to network services are video conference
and multimedia document transfer. Video con-
ference uses two constant bitrate sound and two
picture network connections, i.e., one (Ssound,
picture) pair per direction. Multimedia document
transfer uses one data network connection to
transmit the request from the user to the service
provider (e.g., a multimedia database service)
and one constant bitrate sound, one data, and
one picture network connection to receive the
document back.

Quality-of-service parameters. For a service as-
sociation we use five quality-of-service parame-
ters: establishment delay, signal delay, signal
delay wvariation, disconnect delay, and signal

quality.
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The quality-of-service parameters of a network
connection are cell loss rate, establishment delay,
signal delay, signal delay variation, disconnect
delay, and signal quality.

The network QoS parameters are used to com-
pute the user service QoS values. For example,
establishment delay is defined to be the maximum
of the establishment delays of the corresponding
individual network connections. For further de-
tails, see Reference 11.

Standard conformant service management imple-
mentation. For the implementation of the exper-
imental service manager we investigate advanced
information processing techniques such as the
use of object-oriented design and implementation
techniques, as well as the integration of an object-
oriented database system. Equally important,
however, is the exploitation and experimentation
with standard conformant management solutions.

As the Telecommunications Management Net-
work standard* emerges, it becomes clear that
management functions for the IBCN will make use
of 0SI management models and protocols. Thus,
we designed and implemented the service man-
agement system presented in the previous sec-
tion, as close to the standards as possible (within
the limitations of a prototype).

Network management standards. All standardi-
zation groups have adopted an object-oriented
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approach. Real resources—physical ones such as
modems, users, and service providers, and logi-
cal ones such as connections, services, and pro-
files—are modeled by so-called managed ob-
jects.> A managed object provides an abstract
view of the resource. It is the responsibility of
managed objects to handle possible interactions
to the real resource they represent (see Figure 6).
This interaction has been deliberately left outside
standardization as it is a matter of local imple-
mentation. Any method can be used, such as
shared memory, local interprocess communica-
tion mechanisms, proprietary management pro-
tocols, or the Simple Network Management Pro-
tocol (SNMP). 13

Management application functions manipulate
managed objects (create, delete, get, set, activate
actions, receive events) in order to perform man-
agement tasks. If management application func-
tions and managed objects reside together, inter-
action is implementation-dependent. For the
remote case (see Figure 6), standardization has
defined a common management information ser-
vice (CMIS) and protocol (CMIP). "1

During interaction, systems may take different
roles. Managers perform management applica-
tion functions. To do so, they manipulate man-
aged objects. As managed objects do not support
management communication functions, manag-
ers access agents that forward requests to the
corresponding managed object(s). It is possible to
manipulate many managed objects by one request
only, e.g., to read the status of several devices.
Two systems may change their roles for different
interactions. System A in Figure 6, taking the
manager role for accounting management, for ex-
ample, may take the agent role for performance
management later.

Managed objects are organized in three different
ways. They are defined in an inheritance tree,
specifying which class of managed object inherits
properties from another class (making use of ob-
ject-oriented techniques). A containment tree de-
fines the names of instantiated managed objects
(representing resources) in some running man-
agement system. The conceptual repository of all
management information, i.e., all instantiated
managed objects, is known as the Management
Information Base.’ Finally, the registration tree
assigns unique names to managed object classes
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so that they can be understood by management
applications written from independent organiza-
tions.

The 0SI management model strongly encourages
the implementation of event-driven management
applications. Managed objects are able to send
events concerning the operation of the real re-
source they represent, e.g., to report a status
change or performance degradation.

Service manager design. Based on the envisaged
service management function as described in the
previous sections and based on our experience
from the first two experimental studies of NEME-
SYS, we designed the following service manage-
ment system (see Figure 7).'¢ As a real IBCN envi-
ronment is not yet operational, user functions
(initiating calls), service functions (setting up net-
work connections, generating the load of calls)
and network functions (routing, call acceptance,
data transport) are simulated.

On top of the service simulator we implemented
an agent offering an interface conforming to man-
agement standards. In the terms of Reference 4
this would be called a mediation device. It offers
access to managed objects'’ such as service as-
sociations that represent the call of an end user
and network connections that represent a net-
work connection offered by some network pro-
vider. Service associations and network connec-
tions are created and deleted depending on the
service simulators activity. Implementing a pri-
vate interface, we selected a proxy management
approach instead of modifying the service simu-
lator to provide this management interface.

On top of the service simulator agent we imple-
mented an intermediate system (an operations
system with different management application
functions) that manages the agent, e.g., it super-
vises service associations or network connec-
tions, updates threshold values in the profiles,
and alerts the network operator if the quality of
network connections is not acceptable when mea-
sured against a contract.

The operations system also aggregates informa-
tion about service associations and network con-
nections, such as the number of service associa-
tions established and refused during some
settable time interval, and the mean value and
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Figure 7 Service management architecture
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standard deviation of service performance pa-
rameters as service association setup delays.

This information is stored in appropriate managed
objects emitting events about aggregated infor-
mation periodically. In our prototype we imple-
mented a third system (another operations system
with different management application functions)
on top of the intermediate one using its events to
perform the following tasks:

¢ Administrate end users implementing managed
objects representing end users and addresses.
¢ Administrate services implementing managed
objects representing services, service provider,
etc. One typical management application func-
tion is the calculation of performance parame-
ters that can be guaranteed to new users. These
performance parameters are based on mea-
sured values sent by the intermediate manage-
ment application.
Predict the number of network connections that
will be required in the near future. This is done
by the service manager to help the traffic man-
ager, as it has better knowledge about user be-
havior.

Implementation decisions. The management ap-
plication function (Figure 7) encapsulates the in-
telligence needed to map from the lower level in-
formation model (e.g., service associations) to its
own (e.g., service access points). ' Though parts
of a management application function may be im-
plemented in the managed objects, we separated
management application functions and managed
objects in our local implementation. We were
thus able to reduce development time by paraliel
implementation.

Our work is based on a well-known management
infrastructure named OSIMIS,® which has at-
tracted widespread attention from many research
institutes as well as commercial companies. It
provides common management information pro-
tocol communication based on ISODE, " the pub-
lic domain OSI stack, and a generic agent infra-
structure. This work was extended significantly
for the needs of the NEMESYS prototype. It now
provides a generic management infrastructure
supporting a convenient programming of manage-
ment application functions. The interfaces from
management application functions to managed
objects residing in the same system, as well as
those residing in other systems—and thus acces-
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sible via common management information ser-
vice only—are modeled. Both interfaces are ob-
ject oriented and very similar.

Evaluation. We found the structure recom-
mended in the TMN architecture appropriate for
our prototype. The functional layering divides the
overall management task into smaller pieces, thus
reducing the complexity during design and imple-
mentation. We found the use of such a hierarchi-
cal layered decomposition important in order to
distribute the work load among partners. This
was facilitated by well-defined interfaces between
layers and functional components.

The use of the 1S0/0SI management standards in-
fluenced the design of management application
functions. The event-driven approach suggested
by those standards compared to the polling ap-
proach used in the NEMESYS traffic manager turns
out to be more efficient. Management applica-
tions consume resources only when relevant
events OCcur.

However, we found a good infrastructure support
extremely important in order to construct an
1S0/0SI-based management system, e.g., to im-
plement management algorithms, to handle man-
aged objects, and to run and control the system.

Conclusions

Management solutions for the future IBCN and its
multiple services pose challenging research prob-
lems. In this paper we have presented some im-
portant aspects of traffic and quality-of-service
management. The conclusions cover three do-
mains: advanced information processing tech-
niques, architecture, and management standards.

For advanced information processing (AIP), the
use of object orientation for design and imple-
mentation is a very convincing conclusion. It has
been applied broadly throughout the prototype
and the results are very positive: designers and
developers are enthusiastic, their productivity is
improved, and the resulting programs are efficient
and easy to maintain. The fact that more managed
objects are being defined by the standards orga-
nizations make their reuse in the development
phase quite coherent.

The distribution of management functions at sev-
eral functional layers, as recommended by CCITT
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M.3010,* for instance, proved to be the right di-
rection but not easy to implement in practice.
Many choices are necessarily left to the designer
and they are not straightforward, e.g., how to as-
sign managed objects to different functional lay-
ers. A second set of problems was explored in the
domain of cooperation between several indepen-
dent network and service managers. This proved
to be complex, and we progressed on the defini-
tion of what really needs to be exchanged be-
tween them. The confrontation of the architec-
ture—which is abstract—to detailed real-life
cases is essential to provide an in-depth common
understanding of its conceptual validity and even-
tually to make it more precise. The use of the
common management information service and
protocol itself raised no problem.

The development of the asynchronous transfer
mode (ATM) network and services simulators
gave us an in-depth understanding of the ATM
characteristics. More real-life data would be
needed to validate the traffic patterns and the re-
quired quality parameters of the various services
we simulated.

Until the completion of project NEMESYS, we will
continue to enhance our prototype. Some results
of this project have already been carried over to
other projects, where the simulators will be re-
placed by a real high-speed networking environ-
ment.
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