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Advanced  Program-to-Program  Communication 
for Multiple Virtual Storage (APPC/MVS) is a 
major evolutionary change to MVS for 
applications that need to connect and 
communicate across the enterprise. APPC/MVS 
is an implementation  of  Systems  Network 
Architecture (SNA) LU 6.2 session-defined 
protocol. This new  MVS environment includes 
services to enhance  the  creation,  execution,  and 
management of MVS peer-to-peer  and 
client/server applications. In addition to providing 
connectivity and  communications  services, 
APPC/MVS also has scheduling facilities for 
managing concurrent work originating from other 
systems in the  enterprise  network. The objective 
of this paper is  to survey  these facilities by 
examples  of  usage  and  by relationships to 
existing MVS services. Topics include various 
types of distributed models  and  approaches, 
design considerations, and characteristics that 
represent  candidates for an APPC/MVS 
implementation.  Relationships  of  the APPC/MVS 
environment with the  Customer Information 
Control System/Enterprise  Systems Architecture 
(CICS/ESATM), Information Management 
System/Enterprise  Systems Architecture 
Transaction Manager  (IMS/ESA@  TM),  Time 
Sharing Option Extensions (TSO/E), and batch 
environments  are  included. 

E vents in the world of computing and commu- 
nications  technology  over  the  last  few  years 

can  only  be  described in adjectives  that  denote 
rapid acceleration  and  extraordinary  change. Ev- 
olutionary  progress in chip power and miniatur- 
ization continues  to improve information pro- 
cessing  tools  and possibilities for businesses  to 
grow  competitively in today’s global markets. 
Advances in desktop  and  laptop capabilities, for 
example,  continue to increase  the  capabilities and 
power of the  end user. This  user  power is further 

enhanced through workstation  connectivity to lo- 
cal area  networks  and  wide  area  networks  that 
allow work  groups and departments  to focus on 
new business  needs  through  collaboration  and in- 
formation  interchange. 

A  key  distinction from the  world of yesterday’s 
terminals  is  that  workstations  break the historical 
attachment limits of a terminal to a single host. 
The  advances in program-to-program communi- 
cations  technology  support  this  break as multiple 
concurrent  connections  can  be  made  between ap- 
plication parts  located in any  number of systems. 
Applications  can  communicate  with  each  other 
on demand, which means  the information re- 
sources of an  organization  can immediately flow 
to  where  they  are  needed.  Information  technol- 
ogy exists  to deliver information to  the end  user, 
including chief executives,  business  and  technical 
product  makers,  and  the  people  who use appli- 
cations  that  drive today’s businesses. As remote 
information sources  become  more  accessible, 
communication  becomes  a powerful competitive 
business tool. The right information, on time, to 
the right desktop,  can help determine  the  future 
prospects of a  competitive  corporation. 

Workstation and mainframe differences. The 
workstation maximizes the  productivity  and  per- 
formance of a single user by providing direct,  ex- 
clusive,  nonshared  access  to “local7’ resources. 
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When the  workstation  can  “plug  into”  the  re- 
sources of an  enterprise, we  encounter new  issues 
and  concerns.  These  arise  from  the  clash of op- 
posing philosophies: that of a workstation  end 
user’s view of complete individual freedom ver- 
sus the  concerns of a business.  Corporations  with 
existing Multiple Virtual  Storage ( M V S )  applica- 
tions  and  data  investments  have a continued need 
to  assure  that  key business  assets  are managed 
with a high degree of privacy,  security,  and in- 
tegrity  control as they  adopt  distributed ap- 
proaches.  Further, the  work  demands  that origi- 
nate from remote  workstation  users  cannot be 
predicted  with any accuracy,  and  these  requests 
need a reasonable  degree of resource manage- 
ment usage in order  to accommodate  distributed 
work  on  existing  production  systems.  These  con- 
cerns  have  been  addressed in IBM’S Advanced 
Program-to-Program  Communication  for Multi- 
ple Virtual  Storage (APPC/MVS) solution. The 
challenge is  to  take advantage of the  attributes of 
both  the  workstation  and mainframe by synergis- 
tically combining them  into a more  competitive 
business  advantage with appropriately designed 
business applications. 

While the workstation  evolution  is  on a path to 
provide  low-cost  instruction  execution  for a sin- 
gle user,  the  architectural  evolution of the main- 
frame will continue in a direction  that  supports 
multiprocessing for large numbers of users  who 
must  share  common  data. Mainframes differ from 
workstations in their storage  subsystem  architec- 
ture,  which is focused on  concurrent  data  trans- 
fer. A mainframe IBM System/390* is  comprised 
of multiple execution  processors  and  scores of 
channels  and  input/output (I/o) devices.  This 
large collection of microprocessors  is designed to 
execute  many  pieces of work in parallel and  sup- 
ports high-bandwidth concurrent data transfers be- 
tween multiple I/O processors (channels) and main 
storage. At  any instant, Multiple Virtual Storage/ 
Enterprise  Systems  Architecture (MVSESA*) may 
be  executing multiple applications and moving 
data  at multimegabyte-per-second rates  across 
many channels and devices. With channels poten- 
tially in the  hundreds  and  external  storage  devices 
in the  thousands,  the  capacities of a System/390 
are  readily distinguished from that of a program- 
mable workstation.  Many existing systems  today 
support 5000 or more  concurrent  users  sharing 
and  updatingvery large databases in excess of  300 
gigabytes (one billion or lo9 bytes).  Hence,  the 
mainframe with  attendant  software  retains a his- 
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torical  advantage of managing and integrating 
large databases,  and  with  connectivity allows 
businesses to  both aggregate and  disseminate  key 
information across  the  enterprise. An important 
direction  for MVSESA will be  to continue to en- 
hance  connectivity  and  communication  services 
for applications. 

The MVS/ESA operating  system  (hereafter  referred 
to  as MVS) is also  not a single entity  but  rather a 
collection of complementary  subsystems  that in- 

Connection  on demand with any 
remote target application is a 

feature of the APPC 
architecture. 

clude:  Customer  Information  Control  System/ 
Enterprise  Systems  Architecture (CICSESA*), 
Information Management SysterdEnterprise 
Systems  Architecture  Transaction Manager 
(IMS/ESA* TM), Time  Sharing Option Exten- 
sions (TSOE) ,  and DATABASE 2* (DB2*). (For 
simplicity, CICS will be used to mean CICSESA, 
and IMS will be  used  for  the IMSESA transac- 
tion manager.) Each  is designed to  take advan- 
tage of multiprocessing attributes of a System/390 
and multiprogramming capability of MVSESA. 
MVS and  its  companion  subsystems  have a suc- 
cessful  history in addressing growing business 
needs  for  data  sharing  with high availability, in- 
tegrity, security,  and  storage  management  across 
vast  networks of end  users. While access  to 
host  data is provided by transaction  products, 
APPC/MVS also  provides  for writing a similar style 
of application. 

Early  transaction  systems  supporting  display  ter- 
minals used dedicated  and  continuously main- 
tained  connections.  Workstations,  however, do 
not  necessarily  need  continuous  connections. 
Connection on demand  with  any  remote  target 
application  is a feature of the APPC architecture 
and available with APPC support in CICS, IMS, and 
APPCIMVS, as well as a myriad of other  products 
supporting APPC. 
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Transmission speeds for data communications 
have  been increasing by 50 percent  per  year  since 
1980.’ Furthermore,  we  can  expect to  see  two 
orders of magnitude improvement in bandwidth 
before  the  end of the  century.  This  increased abil- 
ity  to pipe data will open significant opportunities 
for a broader  scope of applications to benefit both 
the individual and  the corporation. Applications 
such as PRODIGY** and emerging multimedia ap- 
plications are  but glimpses into  the  future of what 
is possible through the  synergy of workstation, 
networking, and host relationships. A key role of 
the mainframe will be  to integrate and manage 
very large data  reservoirs and to provide access 
to users  wherever  they  are  located. 

Future  application  possibilities. Easy  connectivity 
and the unfolding availability of very high band- 
width fiber optic cable opens new application pos- 
sibilities. While compact  disk read-only memory 
(CD-ROM) can deliver large amounts of informa- 
tion locally, users  must  anticipate information 
needs in advance and have  the required CD on 
hand. 

Recent gains in digital image compression and 
full-motion digital video technology have been 
dramatic. Standards  are being defined and imple- 
mented in specialized compression and decom- 
pression chips to offer image compression  ratios 
exceeding 100 to 1, allowing for economical stor- 
age and faster transmission with no visible loss in 
quality.’ According to Negroponte,  these tech- 
niques will permit the shipment of one hour of 
video  over a fiber running at a gigabit per  second, 
in only five seconds. Image transfer  across high- 
speed  networks along with these performance im- 
provements in computing systems will allow in- 
dustry  and academia to make  headway on grand 
challenge applications. These include, for exam- 
ple: climate modeling, pollution dispersion, hu- 
man genome, ocean circulation, semiconductor 
modeling, and  superconductor modeling. In ad- 
dition, new capabilities will be available to  the 
home shopper,  the home mechanic, schools, and 
laboratories. 

Dynamic, as-needed  reference will be able to of- 
fer new home service information utility oppor- 
tunities. The  future home owner or  car  owner 
who needs to  do an immediate plumbing or au- 
tomobile repair job will benefit from on-line con- 
nectivity. With connectivity to an advanced host 
multimedia application, a “mini how-to  video” 
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from a video library could be imported to local 
intelligent workstation  storage for immediate use. 
Future  purchase decisions will be possible 
through home on-line catalog access.  Prospective 
buyers will be able to  enter decision parameters 
such as price ranges, colors,  and  other specifica- 
tions for product selection. Choices will be dem- 
onstrated  on line, along with  consumer satisfac- 
tion ratings. 

The possibilities for education  are endless. Fu- 
ture physicians and  surgeons  can  have  access to 
successful operating  procedures  and  the  latest 
techniques in their field of study on line. Through 
the  use of host artificial intelligence (AI) services, 
engineering designs can  be  stress-tested and an- 
alyzed, geologists can  evaluate seismic data  or 
satellite images for natural  resource management 
decisions, and doctors will be able to gain com- 
puter-assisted analysis of medical scans or DNA 
sample  evaluations for genetic  disorders. Collab- 
orative real-time video  conferences  can be held 
on  the  “workstation of tomorrow”  by profession- 
als  who need to solve and deal with immediate 
business, scientific, engineering, or medical prob- 
lems. The potential for using information tech- 
nology to benefit humanity and our planet has 
never  been  greater. 

Future emerging multimedia applications will de- 
mand concurrent  access to  very large specialized 
libraries that will be globally distributed.  These 
libraries of tomorrow will contain images, video, 
voice, text, and data to be made available to fu- 
ture  workstation  users  at  the click of a mouse. 

This  paper  discusses  the  features of APPC/MVS and 
their application to both  end-user  needs and cor- 
porate  needs in the distributed world. We  begin 
with an explanation of some  key  concepts behind 
APPC technology. Particular features of APPC/MVS 
are  described, along with  scenarios of usage. The 
aim is to show how APPCIMVS sets the  stage for 
new distributed application possibilities. Rela- 
tionships between MPC/MVS and existing sub- 
systems  are described and application attributes 
that  can  take advantage of APPC/MVS features  are 
defined. 

Concepts and terminology 

SNA and LU 6.2. A Systems  Network Architec- 
ture (SNA) network  is a collection of geographi- 



cally  dispersed  systems  that  support  a  common 
architecture  for  connectivity  and  communica- 
tions. Each  system  provides  one  or  more  ports  or 
logical units (LUS), and  each LU has  a name. The 
LU name  can  be  thought of as  the  place  where 

APPC consists of a set of 
communication  services 
with APls, and  formats, 
content, and rules for 

data flow. 

applications,  each with its own  unique name, re- 
side.  For  each Lu, SNA products  provide  a  con- 
nectivity  and  data  transport  interface to  the net- 
work  and  a programming interface  for use by 
application programs. This  arrangement  sepa- 
rates  and  “hides” physical networking  details to 
make  the job of writing applications  easier.  Early 
SNA support  was  geared  to  address  the  needs of 
devices,  such as  the IBM 3270 information display 
systems  that  depended  on  continuous  connec- 
tivity to a host. To support  distributed  processing 
and  dynamic  connectivity on a  peer-to-peer basis, 
a  new  approach to communications  was  needed. 
This led to  the  development of the APPC archi- 
tecture. LU 6.2 session-defined protocol  and APPC 
are  one in the  same  because LU 6.2 is the formal 
definition for  a set of program-to-program com- 
munication services. APPC consists of two  distinct 
parts:  a  set of communication  services  with  their 
application programming interfaces (APIs), and 
the  formats,  content,  and  rules for data flow (the 
protocol).  The APIS define the  semantics of the 
interface to these  communication  services and 
not  the underlying protocols.  This  abstract API is 
often  referred to  as  the APPC verbs  or  requests, 
the APPC interface, or  just APPC. In  this  paper the 
usage of APPC and  the  term LU 6.2 refers to  the 
protocol  portion of the LU 6.2 architecture.  The 
protocol defines the allowed sequence of verbs  to 
allow initial connection,  data  exchanges,  and dis- 
connection  between the partner programs. 

APPC also  supports  the  dynamic  activation of part- 
ner programs. Partner  references  are usually 

coded by name and  communications  products 
supporting SNA connections  between  the  two lo- 
cations.  In  Figure 1, we  see  an SNA network of 
connections  between like and unlike systems. 
APPC is a well documented  and  widely  accepted 
industry  standard  and  many nOn-IBM systems 
also  provide APPC support.  In  the figure, each of 
the  connecting lines shows  a  possible LU 6.2 con- 
versation  between  two applications. 

Conversational model. APPC supports  a conversa- 
tional  model for information exchange.  This 
model allows for  a  variety of exchanges  between 
two  or  more programs. Included in the  protocol 
are application services  to request  a  conversa- 
tion, send  and  receive  data,  control  and  synchro- 
nize exchanges,  and  end  conversations.  Types of 
exchanges  supported by  the  model include, for 
example,  a single exchange,  a  continuous  inter- 
active  exchange,  or  a  continuous flow of data 
from  one  partner to  the other. The model is anal- 
ogous to  the telephone  system  where the duration 
of a  conversation  can vary depending  on  the 
amount of information exchange  needed. 

From  a  workstation  end-user  perspective  the  ac- 
tivity  between  partner  programs  happens  perhaps 
in response to a  screen  selection. 

The  process  starts  when  an application executes 

nection  request.  (See  Figure 2.) Once  this  request 
is  issued,  the  operating  systems do  the rest of the 
work  without application involvement. Commu- 
nication components  respond by establishing 
both  a logical and  a  physical  network link or con- 
nection  between  the LUS, called a session. A ses- 
sion is  needed  before SEND and RECEIVE requests 
can  exchange  data  between the partners.  Session 
startup is a  relatively  costly  process in terms of 
network linkage setup and handshaking ex- 
changes  between  the LUS. Data  exchanges flow 
over  a conversation within the  existing  session 
and, relatively speaking, with good performance 
once  the  session  has  been  established.  Since  an 
MVS application may  use  several  conversations  at 
once,  each  is logically represented by  an internal 
name on SEND and RECEIVE requests.  The  pro- 
cess  ends  when  either  one of the  partners  termi- 
nates  the  conversation.  This  model  then  is  geared 
for  dynamic  exchange  when  required, and can be 
utilized by  both  workstation  and  host  systems.  It 
is significantly different from the world of 3270- 

an APPC ALLOCATE-CONVERSATION Call or Con- 
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Figure 1 An SNA network 

I MACIOS I 

I MVS I 

type  terminals  that are dependent on dedicated  also  occurs.  An  exchange of security information 
sessions to a  host. using encryption algorithms is performed to as- 

sure  that  an originating LU is authorized to es- 
Initial session  establishment  includes  an  ex- tablish sessions.  This  authentication  process  is 
change of LU capabilities so that  each  is  aware of defined and  controlled by a systems  administra- 
its  partner's level of support. During this  ex-  tor, in this  case IBM's Virtual Telecommunica- 
change  for APPC/MVS, an  authentication  process  tions  Access Method (VTAM*), and  a  security 
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Figure 2 A conversation  between two applications 
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PROCESS 

RECEIVE  DATA 4 SEND  DATA 

DEALLOCATE-CONVERSATION  RETURN 

PROCESS 

product  such as IBM’S Resource  Access  Control 
Facility (RACF). 

The  conversational model then,  supports a series 
of synchronous  exchanges  between  partners. 
These  concepts  are  illustrated in Figure 2. The 
partners  require programming design in tandem 
and this makes  the  approach  more difficult to de- 
sign, develop, and test. A SEND by  one  partner 
must be matched in logic by a RECEIVE in the 
other.  Better  tools  are needed to assist  this design 
and development process.  The model is  best em- 
ployed by applications that  can  take  advantage of 
this powerful dialog facility. Despite  the  current 
difficulties  in programming an APPC application, 
the paradigm is  able to deliver considerable pro- 
ductivity to a very wide variety of end  users  once 
the application is completed. 

Furthermore,  networks  are not always reliable 
and use of APPC can  assure  that critical business 
applications, e.g., fund transfers,  are imple- 
mented with a complete handling of all possible 
error conditions. Confirmation, synchronization 
control,  and  error notification allow very robust 
applications to  be built. 

Other models. There  are  two  other  current pro- 
gramming communications paradigms, namely 
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Remote  Procedure Call (RPC) from the world of 
UNIX** and “message passing’’ or Message and 
Queuing (M/Q). 

Briefly, RPC supports  the  automatic  connection  to 
a remote  service  when an application executes a 
call for that named service.  Events usually occur 
synchronously, similar to that of a main line pro- 
gram invoking a subroutine,  only in this  case  the 
subroutine  resides on another  system.  Automatic 
network  connections  are  made  by  the  operating 
systems on behalf of the  requestor,  and parame- 
ters  are  passed  for processing to the named 
server.  Results from completed server  execution 
are then returned to  the requesting application for 
continued processing. One essential difference 
between APPC and RPC is that RPC is an  easier-to- 
use model when single information exchanges  can 
meet application needs. 

Announcements  have  been made regarding IBM 
directions to support  the Open Software  Foun- 
dation’s Distributed Computing Environment, as 
well as  to provide Portable Operating System  In- 
terface for Computer  Environments (POSIX* *) 
services  support on MVS. Distributed Computing 
Environment includes RPC, and POSIX is a set of 
standard application and  system  services from 
the world of UNIX. POSIX is  the  work of a com- 
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mittee, and it represents a set of open  standards 
for an operating environment. 

In  the Message and Queuing (MIQ) paradigm, a 
client application sends messages to a remote  ser- 
vice for processing. The message usually contains 
the  target  service name along with information to 
be used by  the server. Messages are handled 
asynchronously  by  operating  system message 
queuing services at both origin and destination. 
System  support  routes  the message to  the  server, 
which in turn  issues a RECEIVE to acquire the 
message. From a programming perspective, M/Q 
is an easy-to-use model where  the interchange of 
relatively short  messages  meets application 
needs. Application logic in each  partner must be 
sensitive to message format for successful com- 
munication. 

Each  approach  has  its place in the information 
exchange realm, just as humans  use a variety of 
communication mechanisms such as the tele- 
phone,  electronic mail, and postal services.  Fur- 
ther, while SNA is  the networking avenue used by 
APPC, networking protocols  such as Transmission 
Control  Protocol/Internet  Protocol (TCPIIP) and 
Open Systems  Interconnection (OSI) are  other 
key  transport facilities in use  today. RPC is sup- 
ported by TCP~P,  and the M/Q paradigm has been 
implemented on many  products using TCP/IP, 
SNA, 0s1, and other  network  transport facilities. 

Because APPC is supported  across all MVS envi- 
ronments, e.g., batch, it is possible to write an 
application that could connect to and  interoperate 
with  an OSI network, a TCPDP network, and an 
SNA network.  Such  programs could serve as a 
router,  gateway or translation application for 
communication between different partners. 

APPC/MVS programming support. One level of 
programming support in APPC/MVS is a set of call- 
able LU 6.2 verbs.5  This level is appropriate for 
systems programmers or product builders as it 
provides  for explicit programming control of 
communications options. For example, APPC/MVS 
has  extensions  to handle asynchronous LU 6.2 re- 
quests  and  locate mode. Locate mode permits the 
use of buffers in data  spaces for send  or receive 
requests. A second level of programming support 
is IBM'S Common Programming Interface for 
 communication^.^^^ This is a standard  subset of 
LU 6.2 services for application builders  that  is  also 
available across Operating System/2*, Disk Op- 
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erating System (DOS) and Windows** worksta- 
tions via Networking Services/DOS, Application 
System/4OO*, and Virtual Machine/Enterprise 
Systems  Architecture* (VMIESA*) operating sys- 
tems as well as many nOn-IBM systems.  In gen- 
eral, since @PC is hardware-independent, APPC 
applications may be written  without  any  concern 
about  the  system in which their partner is exe- 
cuting. 

In addition to providing SEND and RECEIVE data 
commands, the M I S  also provide control  services 
such as request for confirmation, confirmation of 
success, reporting of errors,  request and granting 
of permission to  send,  starting a new transaction, 
and ending a transaction.  Figure 2 illustrates  the 
use of some of the  more commonly used APPC 
verbs  between  two  partner programs. The  se- 
quence and flow  of exchange has a strong simi- 
larity to  the  use of a telephone  between  two peo- 
ple. 

Exchange  between programs written  with  the 
Common Programming Interface for Communi- 
cations (CPI-CI) or  the LU 6.2 programming inter- 
face is supported. An APPC/MVS application may 
freely intermix LU 6.2 and CPI-CI verbs  as needed; 
however, if there is need to port  the application to 
a different system,  the  use of CPI-CI is recom- 
mended. 

Distributed versus cooperative. Distributed pro- 
cessing is where  parts of an application are dis- 
tributed between  two or more  systems. For ex- 
ample, a distributed application would be useful 
for concurrent  data  exchange  between multiple 
systems.  Either  partner may be designed to ini- 
tiate the APPC connection request. A distributed 
application may be more  complex  than illustrated 
with  Figure 2; that is, it may concurrently com- 
municate with multiple partners. An example is 
an MVS batch application that  updates a set of 
remote libraries with common information. In 
this case, a single client application on MVS may 
request  connections to server  partners  on  work- 
stations or local area  network  servers to perform 
parallel updates. In this paper, cooperative pro- 
cessing is the combining of the  strengths of the 
workstation  with  the  strengths of the MVS host by 
having parts of the application run in both places. 
In cooperative design, the  workstation usually 
initiates the  connection  request.  Cooperative 
processing is a subset of distributed processing. 
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IBM'S Virtual Telecommunications Access Method 
(VTAM) defines programs that use APPC calls as 
transactionprograms or TPs. In this paper, a TP and 
APPC application are  the same. While APPC~MVS 
schedules an application based upon an external 
APPC stimulus, this does not imply that all applica- 
tions using APPC are transactions as defined by the 
transaction processing metrics associated with CICS 
and IMS, e.g., response time or numbers of trans- 
actions per second.' 

Clients  and  servers. In  this  paper, a client appli- 
cation initiates an APPC connection  request  and a 
server application receives  the  request. While 
many of the  needs for remote  processing  are 
currently  addressed by CICS and IMS transac- 
tion products, APPC/MVS addresses a class of ap- 
plications  that are beyond  the  scope normally 
considered for a CICS or IMS transaction. While 
APPCIMVS supports  any  class of application, from 
simple  to  complex,  its  key role is  to  support ap- 
plications  that  can  take  advantage of host  re- 
sources, for example, application servers  that 
need considerable  processing logic (e.g., millions 
of instructions),  scores of data  references or large 
numbers of connections, or high volumes of con- 
tinuous  communications traffic. Additionally, 
APPC/MVS applications  can  use all of the  existing 
native MVS services  to  supply  more  complex cli- 
ent  or  server functions. 

APPC/MVS goals 
With APPCIMVS a host  can  meet  the  needs of di- 
rectly  connected  workstations,  connected local 
area  network  servers,  and  peer-to-peer  connec- 
tivity to  other  host  systems.  It is to this  end  that 
APPC/MVS was developed,  that is: 

To provide  services for a broad  suite of new 
application servers  that  can  take  advantage of 
access to host  data as well as MVS9>" attributes 
of system integrity, resource  access  security, 
multiprocessing, storage  management  and  ca- 
pacity 
To aid the  development of MVS "client" appli- 
cations  for  the  management,  security, and con- 
trol of information assets of the  enterprise 
To  support  the  enterprise need  for handling in- 
creased  demands  for information storage  and 
the place where  administrative  focus  can be ap- 
plied to  the distributed  enterprise 
To supply an environment for development of 
specialized  processing  and  compute  servers 

voss 

(e.g., knowledge base,  array processing) that 
can  be combined with  desktop  processing to 
deliver increased  productivity  for  end  users 

This  paper  explores how APPC/MVS, introduced in 
Multiple Virtual  Storage/System  Product  Version 
4.2.0, more readily "opens" accessibility to MVS 
applications  and  data  resources  through  support 
of connectivity and industry  standard APPC ap- 
plication programming interfaces (MIS) and  pro- 
tocol~.""~ MPC protocols offer advanced fea- 
tures  such  as  security, confirmation flows, and 
error handling. The  same is true  for  connected 
workstations, local area  network  and wide area 
network  environments,  and  between MVS appli- 
cations running in the same or different MVS sys- 
tems. 

Support  for APPC has  been available in MVS with 
Advanced  Program-to-Program Communication/ 
Virtual Telecommunications  Access  Method, 
and APPC/MVS builds  on  this  support  to  provide 
additional capability. Key distinctions  between 
this earlier support  and AppC/rvivS are: 

APPC/MVS manages scheduling of concurrent  re- 

Application coding is  easier through the 

High-level language calls are available for APPC 
services. 
APPC services  are available to multiple MVS en- 
vironments, e.g., batch, IMS, and TSOiE. 
Facilities  are included for  traditional MVS fea- 
tures  such  as accounting, resource  allocation, 
and security  control. 

quests with workload balancing. 

CPI-CI APIs. 

Using APPC/MVS 

Window to the  enterprise. A workstation with 
multitasking allows the  user  to  concurrently  work 
with icon selection  methods  and  use multiple win- 
dows. Behind each  window  is  an application that 
displays the  data  needed  for a selection or work- 
related  results.  Cooperative  applications allow 
windows to show  data  and  compute  results of in- 
formation  anywhere in the 

Local  workstation  applications using APPC can 
transparently  connect to other  named  applica- 
tions in the  enterprise.  Figure 3 illustrates  this 
principle by showing a variety of connections. 
From  the point of view of the  end  user,  connec- 
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Figure 3 A window  to  the  enterprise 

tions  to  remote  services  occur  transparently. 
Transparent  invocation gives the  user  a “single- 
system image” of the  network  resources. 

The developer of a  cooperative application needs 
to design the  client  part to display information in 
a window, along with the logic to  handle  user 
interactions. Based on  user  interactions  with win- 
dows, application logic would invoke a named 
host application as appropriate. 

A key workstation application is distributed 
file management (DFM). l8 With availability of 
MVS  DFM, local workstation  applications will be 
able to transparently  reference  remote MVS files. 
In  the  case of Operating System/2, the  access 
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method will dynamically invoke  communications 
management for connecting to  the appropriate 
MVS access  method  partner. The MVS  DFM agent 
application will allocate  the  needed MVS files and 
perform data  record SEND and RECEIVE to  the 
workstation  application as needed.  The  capability 
exists  for  concurrent  access  to multiple databases 
by  one  or  more workstation applications. Several 
workstation client applications can  work  concur- 
rently with different partners  executing in the MVS 
system, e.g., one  could  execute  under CICS, an- 
other  under IMS, and  a  third  under APPC/MVS. This 
data integration case  is  illustrated in Figure 4. 
Data from each  subsystem  can  be  related,  com- 
pared,  and displayed by workstation applica- 
tions. 



Flgure 4 APPC appllcations 
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Design  considerations. When a distributed or co- 
operative application is needed, the  chore for an 
application designer is to decide which functions 
are to run on  each platform. In  the general coop- 
erative  case, application processing and window 
operations would be relegated to  the  workstation, 
while large amounts of data  access and handling 
(e.g., sorting) would be performed by the 
APPCMVS server.  Workstation configurations on 
which the application is to run may also  dictate 
how much logic is to  be performed at  the  work- 
station versus  the host. 

Datu locution. Scherr  states  that  “as a general 
rule, users and the applications and the  data  they 
use should, whenever possible, be placed in the 

same  data processing node.” *’ This guideline 
however, is subject to several  factors  that in- 
clude: the application’s requirements for data  that 
for business  reasons  must remain remote, and the 
resource  constraints (i.e., the minimum storage 
configuration) of the  standard  workstation in the 
enterprise. Rapid improvements in bandwidth 
and connectivity in the  next few years (e.g., fiber 
technology and gigabit networking) will foster  de- 
signs that  access  remote  data.  The  ease  at which 
data will be able to flow where needed further 
reduces  the requirement for vast amounts of local 
workstation  storage.  Hence,  one  approach will be 
to pipe needed  data from a host for local inde- 
pendent processing. Others  that  require  inter- 
change will be described later. 
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Portability. Application portability enables growth 
to larger capacity systems while protecting user 
programming investments. When an application is 
written using  high-level languages and CPI-CI, a high 
degree of application portability between systems is 
possible. As  an example, an Operating System/2 or 
Application Systerd400 server could be recompiled 
to  execute  on a larger system, while leaving the 
client parts of the application untouched. Of course, 
system directories would have to  be updated to  re- 
flect the new target site of the  server, and some 
additional changes may be needed to accommodate 
file access differences. Portability allows users to 
more readily change their enterprise network con- 
figuration by upgrades or additions of new systems 
to match business needs. 

Security. MVS data  assets  are  protected from var- 
ious  forms of intentional  or unintentional threats 
from unauthorized  access, or modification. Spe- 
cific features  are available in MVS to  assure that 
only  properly  authorized  users  can  read,  write, 
create,  or delete information. The Virtual Tele- 
communications  Access Method session bind 
process  prohibits  unauthorized  systems from 
connecting  to  an MVS system. When an applica- 
tion is  established in APPC/MVS, the  execution 
environment  inherits  security information de- 
fined by  the installation for the individual using 
the client application. Unauthorized  users  are 
prevented from using one  or more application 
servers.  This also helps  insure  that application 
execution will not  exceed  the  authority  granted  to 
the user  for  sensitive  resource  access. 

Applied conversations. The following are  exam- 
ples of using the conversation model in MVS. 

On-demand connect, simple. This  model is used 
for  most  clientherver  applications.  “Simple” in 
this  case implies a single information exchange 
where  results  can  be  returned fairly quickly. Pa- 
rameter-driven  service  requests  such as a table 
lookup  or  complex query from MVS files  fit this 
model. 

On-demand connect, complex. This  model would 
apply  when a dialog of multiple send  and  receive 
exchanges  is  needed. For example, a request  is 
made  to a library  search  service to acquire all 
abstracts of documents matching a set of key- 
words. A database is searched  and  the  set of ab- 
stracts is delivered for  workstation display. The 
end  user  browses  the  abstracts and identifies the 
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documents desired either  to be printed or deliv- 
ered for use  at  the  workstation. Similar process- 
ing examples exist in design and simulation pro- 
cessing, where  intermediate  results may be 
delivered to a workstation application for user 
refinement or  selection of options,  and  returned 
to MVS for final processing. 

Call back. The  key difference in this  approach 
from the two prior cases, is that  the  session  and 
conversation  are  not  retained  once initial ex- 
changes  are accomplished. This  approach  is  use- 
ful when  the  service  requested at the  host  may 
take  some time, e.g., several  minutes.  In  this 
case,  the application would be designed to  extract 
specific origin information (using APPC/MVS serv- 
ices) in order  to  “call  back”  another participating 
program at  the user’s location when  results  are 
available. 

APPC/MVS supports  the invocation of a sequence 
of batch  job  steps.  The first job  step could provide 
needed  data  exchange  for  setup.  Subsequently, 
processing would continue  where final results 
would be  returned by a later  job  step in the  pro- 
cess.  Examples include: a complex  query with 
report  generation,  sorting a large set of records, 
collecting information through connections  and 
interchange with other  systems,  elaborate knowl- 
edge-based analysis, and performing numerical- 
ly-intensive analysis of seismic or medical scan 
data. Saving results in a user  data file can be 
planned to handle  situations  where  reconnection 
to the  requestor  cannot be immediately made. 

Call back  can  also  be  an effective approach for 
extending  and complementing a CICS or IMS trans- 
action  environment. Long-running or compute- 
intensive  work could be requested to run in 
APPC/MVS from CICS or IMS transactions with re- 
sults  directed  to  one or more  locations. 

Continuous data exchange. This  approach  is used 
where  two  or more  locations need to retain a con- 
nection for  the  continuous  exchange of data. Ex- 
amples of this  peer-to-peer usage across multiple 
locations is discussed in the  section  on MVS-to- 
MVS connectivity. 

Scheduling  alternatives. The scheduler supplied in 
APPCMVS has  also  been designed to  service many 
concurrent  requests  for applications. APPCMVS 
handles requests  for establishing conversations 
with named programs in a variety of ways.  Nor- 



Figure 5 APPC MVS scheduling 
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mally, most  applications will be  scheduled for ex- 
ecution in their Own APPCIMVS address  spaces. An 
address  space  can  be  thought of as a  private  ex- 
ecution  environment for an MVS application. 

Figure 5 illustrates  the different scheduling meth- 
ods available using the APPCIMVS and  an  approach 
where  user  installations  can  code  their own 
schedulers if needed. While the illustration por- 
trays  workstations,  the  approaches  depicted ap- 
ply to  any client system. 

The scenarios  depicted in Figure 5 are supported 
by APPCMVS and parallel the uses  described  pre- 
viously. 

Multiple  instances. As illustrated,  the APPCIMVS 
scheduler  may  schedule multiple requests  for  the 
same named server  on behalf of either  the  same 
or different workstations’ paired AI-Bl cases. 
These  requests  are satisfied by scheduling copies 
for  execution in independent MVS address  spaces. 
Each will be  a  fresh  copy of the application, hence 
the  programmer need only  code  the application to 
handle a single conversation.  Another design ap- 
proach allows applications to  stay resident.  This 
provides  some gain in performance;  however,  the 
programmer  must  code  to  reset  internal  controls 
to handle subsequent  invocations. 

For installations using Resource  Access  Control 
Facility,  each  execution  address  space  is  person- 
alized or conditioned with inherited authority  es- 
tablished for that  user.  That is, access  to pro- 
grams, files, and  other  resources will only  occur 
within authorized  bounds.  Security  interfaces  are 
externalized for other  comparable  security prod- 
ucts. By scheduling each  request to  its own ad- 
dress  space, isolation and insulation between 
copies of the  requested  server  programs is guar- 
anteed. For example, in the  event of an applica- 
tion logic store  or move  data  error,  the  scope of 
damage will be confined to  the  address  space of 
execution allowing other applications to  continue 
with normal execution. 

Multiple  applications. A  workstation running Op- 
erating  System/2 with multitasking capabilities 
can  establish multiple concurrent  conversations 
with different programs  controlled by APPC/MVS. 
This  capability is illustrated by  the workstation 
application pairs: AI-Bl and A2-B2. 

M V S  client. In  this  case,  an MVS batch program 
A 3  acts  as a client program making requests of 
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remote  systems B3. This  is useful for  distribution 
or collection applications,  where the host either 
has  a  master  copy of information to  be broadcast 
(e.g., a  new  price  or  inventory status file) or  is 
responsible  for collecting remote  activity  such as 
the day’s activity from remote  locations.  Further, 
an MVS batch program could be  used to assist in 
remote  workstation  updates  for  new  client appli- 
cations. 

Call back. This is illustrated by  the  instance of B4 
that  has  deallocated  a  conversation,  released the 
session,  and is currently  executing  with  the in- 
tention to  return processing  results  when com- 
pleted to  a  remote client application. 

Multiclient or single  server. The  upper  section of 
Figure 5 shows  one  server application B perform- 
ing the scheduling and  execution of incom- 
ing connections from five client workstations A .  
This  type of server application manages multi- 
ple inbound conversations by either serializing 
the  requests in an internal queue, scheduling 
the  conversations  on  a  task  basis, or scheduling 
them to subordinate  address  spaces.  In  this  case, 
the  product builder codes  a  scheduler, using the 
defined scheduler  services of APPC/MVS. Appli- 
cations running under  the  control of such  a  sched- 
uler may use  any of the LU 6.2 or CPI-CI commu- 
nication services. 

MVS-to-MVS connectivity. Figure 6 illustrates  an 
application designed to address a business need for 
immediate or continued communication between 
geographically dispersed processing centers. While 
the picture shows three MVS systems, the concept 
also applies to situations where an APPCIMVS sys- 
tem could interoperate with others supporting ApPC 
such as Application System/4OOs and Systed390s 
running with IBM’s Customer Information Control 
System/Virtual  System  Extended (CICS/VSE*) or 
the  virtual machine operating  system. 

The  connection  duration in each  case  is  subject  to 
application requirements.  A single connection or 
conversation may be  started and the  partners  per- 
form SEND and RECEIVE data  exchanges  through- 
out  the  day. Thus for example, customer  account- 
ing, production  control,  inventory,  or financial 
applications information processing  at  a  “home” 
location can be brought to  current  status from 
summary  data  exchanged with other geographic 
areas. In other  cases,  the  connection could be 
established  over  periodic time intervals,  where, 



Figure 6 MVS-to-MVS  connectivity  example 
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for example, a connection is made  every  hour and 
applications  communicate  for  several minutes. 

Some application scenarios using this  approach 
are: 

Each of the  three  centers could support  an iden- 
tical set of application servers  that  handle a par- 
ticular geographic area.  At  the  same time, each 
system  may need to perform database  updates 
for  an application specialty  such as order  proc- 
essing or  customer  accounts. Daily activity  oc- 
curring  at  each of the  locations  needs  to be 
transmitted  for  each  partner  to  do  its  special- 

ized processing  and  database  update, e.g., col- 
lect district  orders  for  composite  manufacturing 
control. 
There may be a legal or business  need to peri- 
odically synchronize  activity  and  status. For 
example,  banks are required to meet minimum 
liquidity requirements in ratio to loans  out- 
standing. Periodic  synchronization  can  enable 
closer management of any business  resource or 
change in business  operating  conditions. 
One  location  may serve  as a backup  disaster 
recovery location for  another. In this  case, log 
journals of on-line activity could be continu- 
ously  transmitted to provide a backup  remote 
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copy. It should  be  noted  that  there are several 
IBM products  that perform this function. The 
purpose  here is to point out  that APPC can be 
used in cases  where additional application ma- 
terial  is  needed to complement existing ap- 
proaches. 
A wide  variety of options are possible for per- 
forming work balancing. Data files or  portions 
of data files can  be  transmitted to locations 
needing direct  access to  the data.  Instead of 
moving data  the  application  can be moved for 
execution  elsewhere. An APPC application cli- 
ent  can  send  the application and  job  control to 
another  site  for submission and processing. Job 
results  may  then  be packaged and  returned. 
Sets of remote  unattended  processors might be 
managed from  a  central  site,  thus reducing the 
need for local personnel. In this  case,  status 
information would be continuously monitored 
for handling exceptions.  This APPC/MVS appli- 
cation would be a  surrogate  automated  remote 
operator. 
Corporate applications can  be  developed and 
tested in one location. When ready  for  produc- 
tion,  an  “install  application”  can  update  remote 
satellite location application libraries for the 
new  version  to  be used by the  next  production 
cycle. 
Corporate  reports  may  be  needed  on  a  periodic 
basis; e.g., information can  be  gathered  for 
processing at  the headquarters from current  sta- 
tus  at  dispersed locations. 
Corporate on-line instruction  manuals  for  bus- 
iness  processing  procedures  can  be  produced 
by a  variety of departments  and installed at  re- 
mote locations for immediate reference and use. 

Several  recent  products  enhance System/390* 
connectivity configuration possibilities through 
the use of fiber optic  serial  channels  and  switches. 
Also, APPC Virtual Telecommunications  Access 
Method  channel-to-channel  connections  can  be 
made for either  a  campus  situation or  cross coun- 
try using interconnect  controller  products.  These 
offer very high-speed links for moving data  be- 
tween  systems. 

Structure  overview. APPC/MVS consists of two  key 
components: APPC services and a  scheduler. An 
APPC request is first received by  the Virtual Tele- 
communications  Access Method (VTAM)  and 
passed to  the application that  manages  conversa- 
tions for the LU name. This is APPC communica- 
tion services or APPC services. APPC services Val- 

IBM  SYSTEMS JOURNAL, VOL 31, NO 2, 1992 

idates incoming requests  and  directs  the  request 
to  the  appropriate  scheduler  for  the LU name. It 
is possible but  not  necessary  to  have multiple 
schedulers  present.  The  scheduler  manages  the 
queuing and dispatching of arriving work. 

Name scopes. Through  interactive dialog facili- 
ties,  customer  administrative  personnel define 
the initial configuration of the APPC/MVS environ- 
ment.  Subsequent  changes to  the environment as 
needed are also performed using dialog facilities 
without  the need for  shutdown. An APPC/MVS 
environment definition includes  a  name  scope  for 
defining a  set of applications. This  name  scope  is 
the LU and is defined by an LU name. Some  key 
elements of an LU name are: 

The applications belonging to  the LU 
The  resources  needed  by  each  application, e.g., 

Scheduling rules  for  each application in the LU 
A default scheduler or specific scheduler  name 
A set of work  classes  used to control scheduling 

The  directory  for  supporting  outbound commu- 

file names 

policies 

nications 

The LU is defined by an add dialog process  that 
specifies the LU name  and  names  other  resources 
to use within its domain or subenvironment. Mul- 
tiple LU names  or  subenvironments  are useful to 
separate  work belonging to different projects, or 
for separating  a  production  and  test  environment. 
Facilities are provided to define the  overall  sys- 
tem resources to  be allocated to  each name  scope; 
thus,  the relative importance of each  environment 
can be specified. Within each  subenvironment, 
the  importance of particular  applications with re- 
spect  to prioritization and  responsiveness  can 
also be  controlled. 

Initialization. During APPC/MVS initialization, 
APPC services dynamically creates  structures 
needed by VTAM. Work  classes  are  also  estab- 
lished as well as a pool of address  spaces  reserved 
for incoming APPC request scheduling. Work  class 
definitions spell out  resources to  be applied to 
arriving work assigned to  the named class.  This 
initial environment is depicted in Figure 7. When 
initialization is complete, VTAM will  flow incom- 
ing APPC work  to APPC services. 

The default scheduler delivered with APPC/MVS 
heuristically manages arriving work  based  upon 
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Figure 7 Pool of available  address  spaces 
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customer-defined policies. APPC applications  are 
represented by a  transaction program (TP) profile 
that defines the  resources  needed  and  maps  the 
application to a  work  class.  Each  class is defined 
with controls  for  a maximum and minimum num- 
ber of address  spaces  that  are  allocated from an 
address  space pool. The numbers of address 
spaces  expand  and  contract within each  class 
dynamically based  upon  workload.  Applications 
invoked by  the APPCIMVS scheduler  are defined in 
MVS as a new work  class for accounting  and  con- 
trol  purposes.  This  class  is in addition to  the tra- 
ditional types of work  currently  supported  by 
MVS, namely: transaction,  interactive, and batch 
work  classes. 

Facilities  are available to retain one  or more  cop- 
ies of an application in its  address  space so that 
initial setup time need  not  be  repeated on subse- 
quent  invocations.  This  performance  optimiza- 
tion is of value  for  servers  that will be  frequently 

used or  where  setup is fairly elaborate, e.g., the 
allocation and opening of a large number of files. 

Inbound processing. Inbound  and  outbound  are 
used to describe APPC requests from the  perspec- 
tive of the MVS application. An inbound, or  ar- 
riving, APPC request  contains the LU name, the 
application name,  and  the  user identification of 
the  person at the  workstation, or user of a  peer 
mainframe application. A  security  check is per- 
formed that verifies that  the  user  may  invoke  the 
requested APPC/MVS application. A  work  request 
containing  user-related,  project-related, and ap- 
plication-related information (e.g., which file 
names  to  use) is assembled from a predefined TP 
profile. See Figure 8. The  work  request is queued 
to an assigned work  class  determined from the 
profile for  the application. Available address 
spaces  or initiators  dequeue  work  and  start  the 
application. Work  request  content  is  also used to 
set up  and initialize the application address  space. 
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Figure 8 Scheduling work 
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For example,  security  controls  and  accounting 
controls  for the application are part of the  work 
request.  This material originates  from predefined 
security  authority given to user  and  accounting 
information in the application profile. Systems  re- 
sources  used  by  the  work  are  accounted for using 
standard MVS facilities. Once  the application 
starts it may  need  to  issue  other APPC requests  to 
other  partners.  These  are called outbound  re- 
quests. 
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Outbound processing. When a  host application 

quest it is called an outbound request.  These  can 
be  made by existing MVS units of work  such as 
TSO, started  tasks,  batch jobs, IMS transactions, 
and APPC/MVS controlled  programs  that  were  pre- 
viously  scheduled  by inbound requests. For ex- 
ample, a  batch job would use  output  requests  to 
distribute or collect information to  and from re- 
mote  sites,  such as inventory,  orders,  shipments 

initiates  the APPC ALLOCATE-CONVERSATION re- 

voss 397 



Table 1 APPC/MVS  Internal  connections 

Origin Recelver of Initial  Connection 
APPC TSOIE Batch  CICS  IMS 

TSO/E Yes( 1) Yes(2) 
Yes(2) Yes 
Yes Yes(2) 
Yes(2) Yes 

Note: (1) APPC-provided TSO Test Service. (2) Conversation must flow 
through VTAM. 

en  route, or price  status.  A  system  directory  or 
side information file (see  Figure 7) is used to 
translate  symbolic  destination  names  used in pro- 
grams  to information needed by VTAM to  connect 
to remote  partners. 

When a  request  for  an  outbound  conversation  is 
received by APPC/MVS, it is processed locally if 
the  requested  partner  is  located on  the same ma- 
chine  and  the LU is managed by APPC/MVS. Thus 
it is possible for APPC to  be used as a limited in- 
ternal  interprocess  communication mechanism. 

Internal cross-talk. When the target application is 
to  be  scheduled for execution in the  same MVS 
system  by APPC/MVS, optimized cross-memory 
techniques  are used to transparently flow LU 6.2 
formats and protocols  between  the  executing 
partners. APPC/MVS supports  internal communi- 
cation  between TSO/E units of work  (such as pro- 
grams  and  commands),  batch  and  started  tasks, 
IMS transactions,  and APPC/MVS scheduled appli- 
cations  executing in the  same MVS system. 

Table 1 portrays the capability of MVS applications 
that can issue an ALLOCATE_CONVERSATION re- 
quest to  a partner residing  in the  same machine. 
Once connection is established, two-way commu- 
nication between the partners can flow. 

TSOIE. TSO/E users  can  invoke  commands, pro- 
grams,  and  procedures  that utilize the communi- 
cations programming verbs supplied by APPC/MVS 
and  establish  conversations  with  other programs. 
Note  that  access  to  the TSOE environment  is still 
controlled by  Systems  Network  Architecture 
LU 2  protocols  that  assume  user  access from the 
IBM 3270 family of terminals or 3270 data  stream 
protocols;  once logged on to TSO/E the  user  can 
invoke applications  that  then utilize APPCIMVS 
communication  services. 
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This  capability  enables TSO/E applications  access 
to CICS- and IMs-managed data  via  internal  con- 
versations  to transactions  that  can  extract  and 
send  the  data  to  the TSO address  space  for  pro- 
cessing. Thus  customers  can  acquire  value from 
APPCMVS using existing 3270-type terminals. 

Batch. Batch  programs  can  also  have  conversa- 
tions  with  target  programs in the  network  or in the 
same MVS image, for example CICS or IMS trans- 
actions, or programs  scheduled by APPC/MVS. 

IMS. Early in the design of APPCMVS it was de- 
cided to split out  the  scheduler  and  establish  a 
generalized interface for use by products  that 
could benefit from APPC communications  sup- 
port.  These  services  are  restricted to authorized 
applications  subject to installation controls.  This 
transaction scheduler inte$ace can  be  used by an 
installation wishing to develop scheduling func- 
tions  other  than the  ones  provided in IBM prod- 
ucts,  or by application builders willing to provide 
APPC scheduling functions in their  own  products. 
In  addition,  this  interface  is utilized by IMSESA 
Version 3.2 to allow IMS transaction  programs 
(TPS) to establish  conversations  with  other APPC- 
capable  environments.  From  the IMS application 
point of view, these  communication  capabilities 
offer several  advantages: 

Existing IMS TPS can  be invoked from APPC part- 
ner programs. This implicit APPC support  can  be 
used by applications  that  have  to  communicate 
with APPC- and  non-mpc-capable  systems,  or 
by applications  that  do  not  want to  be sensitive 
to  the APPC protocol. 

In  this  environment,  the IMS TP is completely 
isolated from the  conversational model of com- 
munication defined in the LU 6.2 architecture. 
The IMS control region interacts  with  the APPC 
partner program to send and receive  data  over 
the  conversation managed by APPCIMVS. Using 
the IMS message queue,  the  control region buff- 
ers  the  data exchanged over  the APPC conver- 
sation.  That  data  can  be  retrieved  or  inserted by 
the IMS transaction  program, using the  current 
IMS API. Guaranteed message delivery  is  pro- 
vided  for  applications using this  mode of oper- 
ation. 

New IMS applications  can  be  coded using the 
CPI-CI interface.  This  is  a  totally different style 
of programming from the  current IMS queued 
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Figure 9 Internal APPC connections 

AFT The program accepts  the  conversation  and 
communicates  directly with its partner  for  data 
interchange,  without  the IMS message queue 
manager being involved in the  process. IMS pro- 
vides  synchronization facilities for local re- 
sources used by these applications by handling 
Resource  Recovery  Interface  calls defined in 
IBM’s Common Programming Interface and uses 
them to drive  the IMS sync point manager. 

CICS. CICS provides  a functionally rich program- 
ming interface  that is implemented across its 
product family. Native CICS services include APPC 
communication capabilities that allow CICS trans- 
actions to exchange  data  between CICS or non- 
CICS partners.  In  the MVS environment, CICS is 
defined as a  separate LU and uses  performance- 
oriented VTAM interfaces.  Conversations  be- 
tween  the APPCIMVS-supported environments and 
CICS transaction  programs using CICS APPC serv- 
ices  must flow through VTAM. 

Within the  restrictions in Table 1, APPC can  be 
used as a generalized method for communication 
between  two MVS applications running in differ- 
ent  address  spaces. In this  case,  the  partner  must 
be  started  by APPCIMVS. A needed facility to  over- 
come  this  restriction is to allow any MVS appli- 
cation to register with APPCIMVS services  as  a 
server for APPC inbound traffic. 

Figure 9 summarizes pictorially the  internal  con- 
nections possible. 

Through re-engineering of existing applications 
and the addition of APPC capability, new combi- 
nations of application integration across  diverse 
business  environments  are possible. Installations 
can benefit from improved program-to-program 
communication capabilities, integrate current LU 2 
and LU 6.2 environments, and help provide  a  sin- 
gle system  view  for their end  users. For example, 
a  decision  support application executing in the 
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Figure 10 MVS system  services 
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TSO/E environment  can  establish  communication 
paths with CICS,  IMS, and APPC/MVS partner  pro- 
grams for data retrieval. The installation now has 
expanded application options  to  choose  from,  de- 
pending on  the application complexity  and fre- 
quency of invocation. Analogous scenarios also 
apply to traditional CICS and IMS 3270-type trans- 
actions  that  can trigger the  execution of long-run- 
ning work in the APPC/MVS environment. 

System services. As illustrated in Figure 10, during 
execution  an APPC~MVS program executes in a 
full-function MvS address  space and has  access  to 
an  extensive and powerful set of MVS services. 

An APPCIMVS program can  communicate with one 
or more  partner  programs  through APPC conver- 
sations. An APPCiMVS program can  use  a  selected 
set of TSO/E services, called the TSOE environ- 
ment services, that  provide  many  services avail- 

able on  the interactive  environment of MVS, for 
example,  string  and command parsing. 

APPC/MVS programs  may  allocate  data buffers for 
communication in data  spaces. MVS LU 6.2 pro- 
gramming services  provide  options  for  locate 
mode on  send  and  receive calls to  operate  on  data 
that  reside in data  spaces. An asynchronous  form 
of LU 6.2 calls is also available to build multiclient 
applications  that  need to handle multiple conver- 
sations  concurrently. MVS programs  can  create 
and  process  data in look-aside spaces mapped 
into real or expanded  storage. For certain appli- 
cations,  data  and  tables in shared  memory offer 
large performance  savings from I/O avoidance. 

Other MVS service  examples include operator 
communication, program management,  security, 
accounting,  and  performance  services. 
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Figure 11 APPC data access 
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Finally,  an APPC/MVS program can use any  Job 
Entry  Subsystem (JES) service during its  execu- 
tion. Program-generated output (SYSOUT) can  be 
scheduled  for local or remote printing. JES job 
submission services  can also be used.  Submitted 
jobs  can, in turn,  use all APPC/MVS facilities for 
communication. 

APPC/MVS programs-data access. Figure 11 
presents  some of the  ways APPC/MVS applications 
can  access  existing  or new customer  data  invest- 
ments.  Direct  access  to MVS-controlled data is 
available and  the  corresponding  data sets can  be 
allocated through MVS methods,  via allocation 
performed  before program execution  or  dynamic 
allocation performed during program execution. 
An APPC/MVS application may  create  and  access 
private VSAM, Queued Sequential Access Method, 
Partitioned  Data  Set,  or Partitioned Data  Set-Ex- 

tended  data sets using MVS access  methods. If 
the application needs  to  share and  update MVS 
data  sets  across  concurrent  copies of the appli- 
cation, it may  be  necessary  to implement pri- 
vate protocols  to  synchronize  updates. An ap- 
proach is to  assure that  only  one  instance of the 
application can own and  update  the  data.  It is 
possible to limit such  a data-owning application to 
a single execution  instance with APPC/MVS class 
controls. Related applications needing to perform 
updates could make update  requests  that would 
be serialized. Such designs are  possible using 
MVS cross-memory facilities or internal APPC con- 
versations. 

Direct  access  to  data managed by DB2 can  be 
achieved through  the DB2 call attach facility and 
the DB2 TSO attachment facility. With DB2 Version 
2 Release 3, APPCiMVS applications using PWI, 
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FORTRAN, COBOL, and C can  use  the  new high- 
level language services  for  the call attachment  fa- 
cility; for  releases prior to DB2 Version  2  Release 
3, an  Assembler H program is  required  between 
the call attach facility and the APPCMVS applica- 
tion. This  access  enables MVS client and  server 
applications to  be coded with embedded  Struc- 
tured  Query  Language  statements,  where DB2 as 
a  resource  owner will manage the sharing  and 
locking of DB2 data. 

IMS controlled  data  can  be  accessed in several 
ways: the APPC/MVS program can  schedule  a  con- 
versation  with  an IMS transaction,  which  may 
then perform the  needed  data  extraction or up- 
date  to IMS managed data;  direct  access  capabil- 
ities  can  be  made by APPCIMVS programs  that 
have  been  coded to  the rules for an IMS batch 
message processing program. In  this  case,  an 
APPC request  may  start  the  batch message pro- 
cessing  application, which may access IMS full 
function  databases  and  fast  path  databases.  This 
is possible  because  the tasking structure of an 
APPC/MVS application parallels the tasking struc- 
ture for an MVS batch job  step. 

An APPCIMVS program could be designed to work 
with  a CICS customer-written  transaction  for  data 
access.  This  approach  provides  for CICS data 
sharing, locking, and update with integrity under 
CICS management. While APPC/MVS shares similar 
communications and scheduling capabilities with 
CICS and IMS, the CICS and IMS subsystems  retain 
their  strong  history of database management and 
protection. The recovery  and commit facilities 
available to  the APPCIMVS program are provided 
by each of the  subsystems  or  resource managers 
that  control  the  data  that  the program references. 
Currently, it is the  responsibility of the APPC/MVS 
application to  assure that  related  updates  across 
multiple resource  managers  are  coordinated. 

Opportunities  may  exist  to  take  advantage of cus- 
tomer  data  investments in new  ways: 

Applications  that  need to integrate information 
from multiple sources, e.g., DB2, IMS Data  Lan- 
guage/l,  or CICS File Control,  or need to  estab- 
lish conversations with other  systems  to  access 
and collect data  are possible. See  Figure 4. 
If large amounts of data need to  be  frequently 
referenced by cooperative  applications,  these 
data  can  be  loaded  into  a  data  space  and  shared 
across  a  set of applications. 

APPC applications  can  monitor the on-line da- 
tabase  activity  for data triggers or business  ex- 
ception  conditions.  Upon  the  occurrence of an 
exception,  an  alert  can be  sent  to a  workstation 
application on the  appropriate  executive’s  desk 
for immediate and  automatic display. 

APPC/MVS and  subsystem  relationships 

Evolution of processing  styles. The history of MVS 
is continual  evolution  and  change to meet  new 
customer  needs. MVS data  processing evolved 
from the  batch-oriented  model  introduced in the 
1960s to  two distinct models of computing  that 
became  prevalent in the 1970s, namely: on-line 
transaction  processing  and  interactive  process- 
ing. These  styles  became effective as technology 
enhanced  hardware  capabilities in several  areas 
such as display terminals, networking  products, 
better  direct  access  storage  device  performance 
and  density,  and  increased  channel  and  compute 
power  from high-end systems.  At the  same time, 
the  use of improved technology  lowered  costs  en- 
abling more on-line applications to  be justified. 
Technology will continue  to influence the  pro- 
cessing  models or paradigms  supported by com- 
puters. For MvS they have  always  been evolu- 
tionary  and additive. Such  is the  case with  the 
addition of the conversational model and distrib- 
uted style of processing to  the already existing 
styles of transaction,  interactive  and  batch. For 
additional discussion of computing paradigms 
since  the 1960s, see  Reference 21. 

TSO/E  relationships. TSO or Time  Sharing  Option 
was originally designed to give typewriter-type 
terminal users  access  to  host  services.  Each  user 
session  was  associated with an MVS address  space 
where  services of TSO and MVS could be  re- 
quested.  This  interactive  environment  is  suitable 
for simulation and modeling, forecasting,  numer- 
ically intensive  computing, large graphics, deci- 
sion support  systems,  and program development 
tasks.  The  services are typically unstructured  and 
nonrepetitive,  create  spontaneous  workloads, 
and are characterized by requiring the manipula- 
tion of large amounts of data  for  extended  periods 
of time, during which  a large number of user in- 
teractions  are allowed for  data editing, analysis, 
and manipulation. Response  time  service  levels 
are  not normally as critical as in transaction  pro- 
cessing  systems.  In MVS this  environment  has 
been  addressed by TSOE and an SNA LU 2 con- 
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Figure 12 Product  positioning 
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nection,  which  uses  a  dedicated  session  and  ex- 
change of data using a 3270 data  stream. Work- 
stations  are  capable of emulating 3270 screens 
and  can  be  used  concurrently  for TSO work  as well 
as MPC work. 

As described  earlier,  many TSOIE services  are 
available to an APPC/MVS application. A key  ex- 
ception are  the TGET/TPUT functions  and  other 
services  that  rely on 3270 data  stream  support. 
Additionally, new services  have  been provided 
with APPC/MVS to enable  interactive testing and 
debugging of an APPC/MVS application in a TSOW 
address  space. 

For developing multiple parts of a  distributed ap- 
plication, a TSO registration service is provided. 
This  service allows a TSOIE user to have  an in- 
bound APPC request  routed to  an application entry 
point in the user’s TSOW address  space.  After reg- 
istration, MPC traffic for the named application 
and  for  the registered userid will be routed  to the 
TSOE space for debugging purposes. 

A TSOE application now has  added  data  access 
capabilities with MPC/MVS connectivity. An ap- 
plication may  need to  extract  data from either  the 
CICS or IMS environments  for  analysis  and  pre- 

sentation using a 3270 data  stream.  In  this  case, 
an APPC conversation  can  communicate with an 
appropriate  transaction  written  to  support  the ap- 
plication. 

Further,  a client or  server application that  uses 
the  Restructured  Extended  Executor language 
(REXX) may  be  developed using TSO/E debugging 
facilities. Once  successfully  tested, it may be in- 
stalled as an application in APPC/MVS. 

APPUMVS, then,  provides  added  capabilities 
while coexisting  and  cooperating with the TSOW 
interactive  environment. 

CICS and IMS cooperative  processing. The on-line 
transaction  processing  environment  addresses 
the  automation  and  improvement of efficiency of 
many  day-to-day  business activities. Most are 
business  operations  that  are generally predictable 
and  repetitive in nature,  such as the handling of 
automated teller machines,  order  entry,  status in- 
quiry,  accounts  receivable  and  payable, and cus- 
tomer  record management, to  name  a few. This 
model allows for  services with well-defined logic 
that is characterized  by handling high-speed flows 
of finite amounts of data from the terminal to  the 
MVS processor and its  controlled  data. The  users 
share  the  environment of programs  and  data and 
repetitively  process similar transactions,  expect- 
ing fast response times from  those  services. To 
accommodate  these  requirements, on-line trans- 
action  processing  services  require small amounts 
of processor  resources (e.g., storage,  cycles)  dur- 
ing a small period of time for each  transaction 
invoked. 

In MVS this  environment  is supplied by  the CICS 
and IMS products.  These  products  have  been  op- 
timized to handle the  transaction  style  require- 
ments with great efficiency. Their key  focus is on 
delivering high-volume transaction  rates, with 
critical response  times and low cost  per  transac- 
tion, while also providing key  roles  for  data  ac- 
cess and  sharing  through commit and  backout fa- 
cilities. Over  the  years,  they  have  been  enhanced 
to  support  very  productive programming serv- 
ices, and a large skilled base of programmers 
familiar with  these programming interfaces  pro- 
vided by  these  subsystems  exists in the applica- 
tion programmer community. 

From  the  traditional MVS on-line transaction 
processing  environment, CICS has  extended  its of- 
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fering to  the  workstation  controlled by Operating 
System/2, allowing cooperative  applications  to be 
developed using the CICS specific services  and in- 
terfaces  and  the defined communication  interface 
CPI-CI. A CICS partner running in Operating  Sys- 
tem/2 may now establish  an APPC conversation 
with  either  a CICS or APPC/MVS partner. 

The  transaction  style of application processing 
will continue to  be a  key  essential  business  solu- 
tion for applications needing the  performance  at- 
tributes delivered by CICS and IMS. APPC/MVS co- 
exists and complements  the  transaction  products 
as those  transactions  may invoke and communi- 
cate with more  resource  intensive  service appli- 
cations. 

The addition of APPCIMVS to the MVS operating 
system gives MVS a  more  complete  set of support 
facilities to  address  distributed  business  prob- 
lems. Two  key  aspects need to  be considered 
when  selecting  an  environment for a new distrib- 
uted or cooperative application. What  is  the  ex- 
pected  frequency of use and how complex is the 
application? For those  that  do  not  result in a 
clear-cut  choice,  selection of an environment  can 
be  based upon available programming skill or  the 
need for  environment-unique  functions or  serv- 
ices. 

The  amount and type of processing  needed  by  an 
application can  vary  across a  wide  spectrum, 
from transactions  that  are handled with subsec- 
ond  response time to  batch  processing, which can 
take  several  hours to perform a  job.  Figure 12 
shows  the  relationship of transaction-style  pro- 
cessing  characteristics  with  cooperative  charac- 
teristics,  where  the  amount of work  required by 
an application (complexity) directly affects the  ex- 
pected  frequency or numbers of requests per sec- 
ond,  and application responsiveness Wequency 
of execution). Clearly, as more  resources  are 
needed for a  task  to  be accomplished,  respon- 
siveness  must  also diminish. To illustrate  these 
relationships,  consider  the following increasingly 
complex applications. 

To  start, a simple application accomplishes  a  sin- 
gle function  such as a  customer name and  address 
lookup, handling a  debit or credit from an auto- 
mated teller machine, or doing a  credit  card  au- 
thorization. Both CICS and IMS are  capable of han- 
dling thousands of these  types of transactions  per 
second. To continue,  other  applications may re- 
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quire  a high number of accesses  to multiple da- 
tabase  records.  Such could be  the  case in deter- 
mining the status of previously  ordered equip- 
ment  with multiple components.  Larger and more 
complex  applications  are  those  which  have in- 
creased I/O demands,  perhaps  hundreds of data- 
base  accesses in addition  to needing other  system 
resources, e.g., computation  and additional com- 
munications. As applications  become  more com- 
plex, the  expected  volumes  or  frequency will di- 
minish, assuming computing resources  are held 
constant. 

The  overlap  between the transaction and coop- 
erative facilities is real. For  some  applications  a 
case  can  be  made  for  either  environment.  It  is 
perfectly valid for a customer to select a transaction 
style approach for a new application if there is con- 
siderable need for on-line database update or  the 
need for other transaction environment features not 
available  in APPCMVS, or  to take advantage of avail- 
able programmer skills. While customers may ad- 
dress more complex applications with a special- 
purpose application that runs in its own application- 
owning  region  in CICS or an IMS transaction that 
runs with a lower priority, APPC/MVS offers a viable 
alternative. The relative importance of transaction 
work  versus distributed work can be governed by 
customer controls when multiple environments 
share  the same MVS system. Figure 12 suggests 
when each of the CICS, IMs, or APPCMVS products 
should be used. 

Application examples. Some of the application 
characteristics  that  are  suited  for APPC/MVS are 
similar to  those of the  interactive  computing 
model. In contrast with the well-defined logic typ- 
ical of on-line transaction  processing  environ- 
ments,  these  applications  are  more ad hoc in na- 
ture.  This is typical of simulation, modeling, 
forecasting,  and  decision  support  systems, and 
knowledge-based, planning, and  control  applica- 
tions. 

These  applications  require large amounts of re- 
sources during their  execution.  Resources  refer 
to either  data  or  processing  requirements. Typical 
examples of good APPC/MVS applications are nu- 
merically intensive computing, statistical  analy- 
sis,  linear programming, simulations, very large 
queries,  sorts,  applications  that  need  continuous 
data  exchange  between  locations or need multiple 
concurrent  connections  for  broadcast of changes 
or collection of activity,  and, in general,  any  type 
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of batch  activity  that  the installation wishes  to 
initiate from  the  workstation. 

Other  characteristics  relate more to  the  way 
APPCIMVS implements the  environment  for appli- 
cation  execution. APPC/MVS applications run in 
full function  address  spaces  and  are allowed to 
use  the full set of MVS services. Application re- 
quirements  that can be  addressed in APPC/MVS 
are: 

The ability to  create multiple tasks during ap- 
plication execution.  Examples  are  collector and 
distributor applications that  require multiple 
concurrent  conversations to request  or distrib- 
ute  data from or  to  the network.  Data collection 
could be  done  to exploit the MVS capabilities for 
workstation  data  backup  and  archive;  data dis- 
tribution could be used for  workstation  data and 
program maintenance. 
Handling large amounts of data  and loading it  in 
real or expanded  storage for 110 avoidance. 
Many  library,  archive,  and  business  directory 
applications  can fully take  advantage of these 
MVS services  for  data  space and hiperspace*” 
usage. Hiperspace commonly means high-per- 
formance  storage and can  be  used as a  very 
efficient cache for highly referenced  data. 
Large  processor  or  data  requirements  are  better 
handled in a personalized environment imple- 
mented in an MVS address  space.  The  inherent 
isolation and reliable characteristics of this  con- 
struct could be used to guarantee no interfer- 
ence with other  environments. 

The following sample list of applications,  some 
repeated from Reference 22, is intended  only to 
give the  reader  a sample of concrete  examples in 
which  the  above-mentioned  characteristics  ap- 
PlY - 
Systems  management. Companies  have  a need to 
service local area  network  servers with software 
updates and new application packages. Installing 
distributed  applications also calls for updates  to 
other  controls  such as  system  directories  that tie 
physical locations with names used within pro- 
grams. These  servers  can  be  driven from a  central 
site  to update  remote  libraries in a  concurrent 
fashion.  Further,  performance monitoring of an 
enterprise  network is possible through alert man- 
agement. APPC/MVS applications can be  written to 
detect,  analyze,  correct,  and  track  incidents 
across all nodes of an enterprise  network. 
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Communication gateways. Application servers 
connected  to different networks (e.g., SNA and 
OSI) can  be  written to translate one protocol to 
another, providing a  data  interchange  service be- 
tween  the  two  networks. 

Loan  processing. A loan officer gathers informa- 
tion about  the required loan amount and  customer 
profile data  and  sends it to MVS. The MVS appli- 
cation  sends  the  data  to  a mortgage insurer  sys- 
tem, while at the  same time knowledge-based 
processing  is applied to evaluate  the  risks of 
granting the  requested loan. Final results  are  then 
relayed  back to the loan officer. In between  the 
submission of the  request,  the  connection need 
not be  continuously  maintained.  The  host appli- 
cation  can  be designed to “call back”  the client. 

Complex  circuit  design and test. Initial chip or 
component design is performed at  an engineering 
workstation  Once preliminary design testing is 
accomplished locally, the design is submitted to 
an MVS system for a  more  complete  system design 
stress  test and analysis. Results  are  returned  for 
design refinements as needed. 

Aircraft gate scheduling. Initial scheduling data 
could be downloaded to  a local-area-based server. 
Users from the  workstations could use IBM’s Pre- 
sentation Manager* interface to present  a graph- 
ical view of the  tarmac  with  the  current  aircraft- 
to-gate mapping. The  mouse could be used to get 
additional flight details  when pointing at  a  certain 
occupied gate. The whole picture could be up- 
dated on a real-time basis as new flights arrive  or 
depart.  Gate allocation for flights coming early or 
late could be handled through knowledge-based 
processing on the  host,  and  the  data downloaded 
through APPC facilities to  the local area  network 
server for real-time display  update. 

Decision  support  system. Today,  customer  pur- 
chases and product  prices  are  gathered at point- 
of-sale systems installed in supermarkets.  These 
valuable  data  can  be  batched periodically for 
APPC transmission  to  the  producer. Decision sup- 
port  systems could then  extract  the  relevant  data 
for  each  product,  and deliver an  accurate  current 
picture of sales  status  by geographic regions. This 
allows decisions  to  be made as  to  where sales 
promotions  are  needed, how well and  why com- 
peting products  are selling, and other  important 
decision data.  The  competitive  advantage of such 
data could even  be  exploited to feed information 
back to  the  supermarkets  and influence their deci- 
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sions  on shelf allocation space,  based  on  the trend 
for  each product’s sales. 

Configuration systems. A  manufacturer of com- 
plex  electronic  equipment could use  the  cooper- 
ative model for  processing  orders  for  its  products. 
The  orders could be  accepted  at  the  workstation, 
and  a first screening of the basic  characteristics 
and  prices of the  requested  product  done at this 
level. Data could then  be  shipped to MVS for full 
configuration and pricing according to  the re- 
quested  parameters.  This step could require large 
amounts of data,  depending  on the complexity of 
the product.  A  sample list of possible  options 
could then  be  sent to  the workstation for final 
customer decision. 

Vendor  applications. Several  software  vendors 
have  stated their intentz3  to provide  applications 
that  use APPCMVS as their  base. The solutions 
provided by  those  applications  focus  on  business 
areas  such  as financial applications,  cooperative 
mathematical analysis, cooperative  three-dimen- 
sional graphics  on  the IBM  RISC System/6000*, 
DOS support for APPC, cooperative  insurance ap- 
plications, cross-system monitoring, accounting 
applications,  software  distribution, file transfer, 
cooperative application generators,  version  and 
configuration management, human resource man- 
agement, and user-definable computer-aided  soft- 
ware engineering (CASE) applications. 

MVS and  its  companion  subsystems  have evolved 
through  the years  to  address new needs.  This 
evolution continues with the availability of 
APPC/MVS.  APPC/MVS is  a good beginning; how- 
ever,  there  are  a  broad  set of challenges that  re- 
main to  address distributed  needs.  The following 
list is not  intended to  be exhaustive,  but to rec- 
ognize the need for further  development. 

Tools  for development-While considerable 
progress is underway with new CASE tools, 
there is a need for developing all parts of a dis- 
tributed application concurrently,  and having 
those  parts system-verified before installation. 

9 Systems management-Tools that  facilitate  and 
carry  out  the installation and management of 
client and  server  partners, along with appropri- 
ate  directory  updates  as  a single operation  re- 
main to  be developed. 

Accounting-Tools that  enable  the collecting 
and  assembly of activity  across  a  network  are 
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needed. To assist  this effort, there  is  the need to 
synchronize time across global networks as 
well as  to uniquely identify and  associate  work 
elements. 

Full duplex-This is a  performance optimiza- 
tion for using APPC protocols  that  remains as a 
future goal. 

Interoperabilityz4-APPC/MVS has begun to 
open  up  access to MVS resources.  Further  re- 
quirements  have  been collected to  more  com- 
pletely enable  interoperability  with  other  net- 
working protocols  such as TCP/IP and OSI, and to 
more  closely  work  with  Advanced  Interactive 
Executive* (AIX*) for data  sharing,  user  inter- 
faces,  and  other  communications paradigms 
such as remote  procedure calls and messaging 
and queuing approaches. 

The challenge is to  obtain  agreement  on  an ap- 
proach and standard  that  enables all applica- 
tions to cross-talk  across all networks. 

Conclusion 

We’ve explored  the facilities and  structures of 
APPCIMVS and how the  these facilities can  be ap- 
plied to new application approaches in a  variety 
of ways. We’ve further  seen how new partner- 
ships are made possible, both  internal to MVS, 
that is, between  customer  investments in the 
transaction  subsystem  products  and  the  shared 
database  access  support  they  provide,  as well as 
between MVS and  workstations. 

APPCIMVS is one  step in the continuing evolution 
of MVS to  address continuing needs  for new 
capabilities. The integration of APPC/MVS services 
provides  an  environment for new  host applica- 
tions  that  can  address  many  outstanding  business 
needs in the world of distributed  enterprises. 
Along with  its  subsystems  and  applications, MVS 
delivers reliable support for the management, se- 
curity,  and  integrity of corporate information as- 
sets.  Continued  enhancements  and  support in 
MVS of other  communications models such as re- 
mote  procedure calls, as well as message and 
queuing support  across all types of networks 
(e.g., TCPIIP, OSI, and SNA), will assure  that MVS 
applications  continue  to  play  an  important role in 
future  enterprise  networks  by  delivery of infor- 
mation to  end  users. 
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