AIX NetView/6000

AIX® NetView®/6000 is a network management
system that manages simple network
management protocol (SNMP) devices developed
by IBM and other vendors. It provides
configuration, fault, and performance
applications integrated into an advanced end-
user interface (EUI), which incorporates a graphic
display of network topology and performance as
well as system management functions accessible
from both graphic and character-based devices.
An application builder and event configurator
allow users to generate performance applications
and provide automation of management tasks
specific to their networks. In addition to
providing stand-alone distributed network
management, AIX NetView/6000 also provides a
bidirectional connection to IBM’s mainframe-
based NetView product to enable central
management of the enterprise network from
System/370™ and System/390™ NetView.

Several fundamental changes have occurred in
the field of information processing in the past
decades. One of the most significant changes has
been the shift away from the dominance of large
mainframe systems to systems that contain PCs
(personal computers), workstations, minisuper-
computers, and other special-purpose comput-
ers. This change in computing technology was
accompanied by a change in communications
technologies. Today the local area network (LAN)
is as ubiquitous as the personal computer.
Bridges, which are used to connect LANs at a sin-
gle site, and routers, which connect LANs at sev-
eral sites into a single wide area network (WAN),
have become important components of the cor-
porate computing environment.
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The structure associated with the information
processing industry has also changed. Previ-
ously, a handful of companies dominated the in-
dustry, and corporations accepted proprietary
hardware, operating systems, and communica-
tions protocols as normal. A company might, for
example, have all IBM hardware linked using Sys-
tems Network Architecture (SNA), or it might be
a DEC** (Digital Equipment Corporation) com-
pany with minicomputers communicating via
DECret. Today, a corporation typically deals with
several vendors. This has led to demand for in-
dustry-wide standards rather than products based
on proprietary technology.

TCP/IP

One example of the shift away from proprietary
solutions is the emergence of the Internet Proto-
col suite as an industry standard. The Internet
Protocol suite, usually referred to as TCP/IP
(Transmission Control Protocol/Internet Proto-
col) after its base protocols, is a set of protocols
that offers various services including connection-
less and connection-oriented data transfer, file
transfer, electronic mail, and remote operations.
It is available on a wide variety of computers and
operating systems from many vendors. (IBM of-
fers it, for example, on machines ranging from
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Personal System/2* [PS/2*] running DOS and Op-
erating System/2* [05/2*], to System/390* running
VM and MVS [virtual machine and Multiple Virtual
Storage]). Since this suite of protocols is offered
by many suppliers, businesses have experienced

The SNMP management
framework is very similar to the
0SI network management
framework.

an increase in connectivity between their various
systems even as the heterogeneity of their net-
works increased, a marked change from the days
when the use of systems was often accompanied
by difficulties in exchanging data between dispar-
ate systems.

However, the benefit of increased connectivity
and choice in hardware has had some drawbacks.
Homogeneous networks (those composed of sys-
tems from a single computer manufacturer) in
general are easily managed using a particular
management system. Heterogeneous networks
offer more of a challenge. Since the devices are
from various manufacturers, a user might have to
work with a number of different management sys-
tems.

In order to solve this problem, management pro-
tocols are being developed that allow centralized
management of heterogeneous networks. The
Open Systems Interconnection Common Man-
agement Information Protocol (0SI CMIP) is the
protocol that most users and vendors expect to
support in the future. The current industry stan-
dard, however, is Simple Network Management
Protocol (SNMP), one of the TCP/IP protocols.

SNMP

The SNMP management framework ' is very sim-
ilar to the OSI network management framework.
In addition to the management protocol,® which
is used to communicate between the managing
system (manager) and the managed system
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(agent), a management information base (MIB) is
also defined;*” this provides a set of common
managed object definitions. In addition, the
framework also allows vendors to define new, de-
vice-specific MIBs using a subset of the OSI ASN.1
(Abstract Syntax Notation 1) specification lan-
guage.

SNMP enables a user to purchase disparate de-
vices from various vendors and manage them all
using a single network management system. This
paper describes some of the features of AIx*
NetView*/6000, an SNMP network management
system that runs on IBM’s RISC System/6000* pro-
cessors under AIX (Advanced Interactive Exec-
utive*—IBM’s flavor of UNIX**).

AIX NetView/6000 is a network management sys-
tem that manages SNMP devices and monitors In-
ternal Protocol (1P) devices. Based on technology
developed for Hewlett-Packard’s OpenView**
Network Node Manager product, it is designed to
offer an integrated network management system
for heterogeneous TCP/IP networks. In addition to
the usual configuration, it offers facilities to allow
menu-driven development of additional applica-
tions, an interface for network management au-
tomation, and a bidirectional connection to Sys-
tem/370* and System/390 NetView, in order to
allow centralized management of an enterprise
network containing both SNA and TCP/IP ele-
ments.

SNMP management applications

AIX NetView provides a number of network man-
agement applications. The primary ones are a net-
work configuration application, a set of fault mon-
itoring and diagnostic functions, and performance
applications that can be fully customized by a
user to monitor device performance and generate
an error notification when defined thresholds are
exceeded.

Configuration. One of the most onerous tasks
faced by a network administrator is the chore of
loading data into the network elements of a net-
work management system and keeping the data-
base current. This task has been automated in AIX
NetView by a discovery process that generates
and maintains a network topology database.

The discovery process is driven by a combination
of the SNMP protocols and utilization of the TCP/IP
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Figure 1 AIX NetView/6000 maln window

network. The efficiency of the system is directly
proportional to the number of managed network
elements (nodes) that support SNMP agents.
These SNMP agents can provide AIX NetView with
“hints” about new network elements.

The list for new node discovery, called the “hint
list,” is generated when a network node is found

272 cHOU ET AL.

that supports an SNMP agent. The node is polled
for information from its MIB. Data, including the
address translation table and the default routing
entry, are retrieved. When a new node is discov-
ered, it is added to the topology database and also
to the list of nodes that is being monitored. If the
node supports an SNMP agent, then the system
configuration information, which includes the
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system description, system object identifier, IP
forwarding status, IP address table, interface ta-
ble, system location, and system contact, are re-
trieved. The SNMP GET requests retrieve the val-
ues and the data are stored in the database. This
system configuration information is polled period-
ically. Additional information can be stored with
each node and network; this allows users to asso-
ciate enterprise-specific data (such as branch office
number or department number) with the predefined
generic data generated by AIX NetView.

Discovery need not be completely automatic; us-
ers may create “seed” files containing lists of
nodes, if desired. The rate of discovery is ad-
justed automatically, being greatest oninitial start-
up and diminishing as nodes are added.

Fault. Once a database of managed network ele-
ments is established, the primary function of a
network management system is to detect prob-
lems with devices on the network and either no-
tify an operator of a problem, or, ideally, act in an
autonomous manner to correct the problem.
Fault management applications are those that de-
tect problems, assist an operator with problem
determination (in order to isolate the specific
cause of a problem), or provide a mechanism for
automatic error recovery.

Problem detection. The two primary methods of
automated error detection are asynchronous no-
tification (e.g., OSI alarms, SNMP traps, or SNA
alerts) of an error by a managed device and syn-
chronous polling by a network manager. The for-
mer is preferable since it consumes fewer net-
work resources and less processor time, but
polling is always required since a failure on a net-
work element may render it unable to send an
error notification. Both mechanisms are sup-
ported by AIX NetView.

Asynchronous notification of errors in SNMP is
done through the trap mechanism. A trap is a
message carrying data about a failure. SNMP de-
fines certain generic traps common to all devices;
additionally, an enterprise-specific trap mecha-
nism allows vendors to define new traps for their
own devices. AIX NetView understands both ge-
neric and enterprise-specific traps. An operator is
notified whenever a trap is received.

AIX NetView also provides an SNMP subagent that
can be installed on machines running AiX 3.2. This
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subagent generates enterprise-specific traps when
errors are written to the system error log. This pro-
vides some integration of system and network man-
agement functionality at the ATX NetView console.

In addition to receiving traps, AIX NetView ac-
tively polls all managed devices on the network.
There are two types of polling that may be done.
One type uses the TCP/IP Internet Control Mes-
sage Protocol (ICMP) echo mechanism (“ping”)
and SNMP requests against the standard MIB to
verify that a device remains active on a network.
This is automatically done at predefined (but user-
configurable) intervals against all managed de-
vices. In addition to this, an operator may define
thresholds to be monitored on selected devices;
when a threshold is exceeded, an error notifica-
tion is also generated. (This is discussed furtherin
the section on performance.)

Changes in network topology or in the status of
network devices is reflected in AIX NetView’s
end-user interface (EUI). The EUI, based on the
industry standard X11R4 window system and
Motif** window manager, is centered around a
two-pane main window (Figure 1). The top pane
(Internet View Pane) shows a color-coded map of
all known networks (shown as circles) and the
gateways connecting the networks (shown as di-
amonds). The bottom pane (Control Desk) shows
a list of all received events.

When more detail is desired, secondary windows
may be brought up that show a specific network
and the devices it contains (Figure 2). This sec-
ondary window contains a view of the segments
comprising the network and the gateways con-
necting the segment to other networks on the top
left, together with a detailed view of a segment in
the network showing attached devices on the top
right. The bottom view contains applications run
against devices in that network; in the case
shown, the application is a graph showing inter-
face traffic on a node. Any of these three view
windows may be closed.

Problem determination. Once an operator has
been notified of an error, the emphasis shifts to
the problem determination and recovery phase.
Although there may be a limitless number of dif-
ferent errors that may occur in a network, all er-
rors can typically be classified into one of two
types, either device errors or connectivity errors.
Device errors are those caused by a hardware or
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Figure 2 AIX NetView/6000 secondary window, showing more detailed view of a network

software failure inside a specific node. Connec-
tivity errors are those caused by the failure of a
connection between one or more nodes; these
usually arise as a result of a device error. For
example, the failure of a LAN interface card on a
gateway between two networks is a device error
that will cause connectivity errors between de-
vices on the two networks.

AIX NetView provides a number of tools to assist
with the determination of problems. An operator
may manually initiate a poll of a device at various
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protocol layers, including IP, TCP, and SNMP. This
is used to verify connectivity between the man-
agement station and the device. Connectivity be-
tween two devices on the network at the IP level
may also be verified if one of the devices supports
a remote ping protocol (currently, this is an ex-
tension to a TCP/IP protocol, available for systems
running the AIX NetView subagent and for some
Hewlett-Packard workstations).

In addition to verifying connectivity, an operator
may use AIX NetView to remotely view various
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Figure 3 The AIX NetView/6000 MiB Browser

data about a specific device. Some examples of rently active TCP/AIP connections. In addition to
data that may be displayed are a list of network these data, an MIB browsing tool is provided that
interfaces, including TCP/IP and link addresses allows an operator to view any data available
(physical addresses), the routing table for the de- from an SNMP agent. The MIB Browser, shown in
vice, a list of TCP/IP services, and a list of cur- Figure 3, is one of the most powerful tools that an
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operator can use in network problem determina-
tion. In the illustration, the MIB tree can be tra-
versed and the MIB values from a selected device
can be displayed.

Using the mouse-driven interface, the operator
can traverse the entire MIB of a device. Any MIB
variable can be retrieved. Numerical MIB values
can also be graphed in real time. An operator may

AIX NetView provides two
performance applications that
assist in monitoring performance
aspects of a network.

also use this tool to set MIB values if the MIB def-
inition specifies the MIB variable as read/write;
this is one mechanism by which device operating
parameters may be modified.

When an operator is unable to determine or cor-
rect the source of a problem on a device using
SNMP, the next course of action is to enter the
device and perform system administration and
maintenance. If the failing device is an AIX or
HP-UX** (Hewlett-Packard’s version of UNIX)
system, AIX NetView will invoke the appropriate
system management tools (System Management
Interface Tool [SMIT] or System Administration
Manager [SAM]) so an operator can perform remote
operations from the main network management
console. For other devices, a Telnet® session is
brought up so the operator can log in to the device.

All the tools described above are invoked either
from the menu bar in the AIX NetView main win-
dow or from a pop-up context menu. A user may
add additional tools to these menus through a reg-
istration file. This increases operator productivity
by providing integrated access to all problem de-
termination tools from a single location.

Automated error recovery. Optimally, a manage-
ment system should be able to operate autono-
mously to correct errors. Unfortunately, this is a
difficult problem, one that is unlikely to be solved
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for the general case in the near future. However,
for a given network, usually an operator may be
able to specify certain corrective actions to be
taken automatically when certain errors are de-
tected. AIX NetView does not attempt to solve the
general problem, but it does support automation
by allowing an operator to define actions (pro-
grams or UNIX shell scripts) that are to be exe-
cuted when certain events occur.

Performance. Fault management applications
provide notification of errors that have already
occurred. In many cases, it may be possible to act
proactively to prevent problems from occurring,
especially when these problems are caused by re-
source exhaustion (for example, exhaustion of
disk space, network bandwidth, or processor
time). AIX NetView provides two performance
applications that assist in monitoring perfor-
mance aspects of a network. One application, the
MIB Application Builder, actually generates ap-
plications that allow an operator to monitor a de-
vice in real time. Another, the MIB Data Collec-
tor, performs the dual functions of collecting data
from selected nodes at regular intervals for trend
analysis and of generating an error notification
when operator-specified thresholds are exceeded
on monitored devices.

MIB Application Builder. The MIB Application
Builder, shown in Figure 4, is used to generate an
application, accessible from AIX NetView’s
menus, which will query and display MIB varia-
bles from selected network nodes. The MIB Ap-
plication Builder allows programming-free cre-
ation of applications to monitor MIB variables.

Any MIB variable defined for a device can be dis-
played in either a textual format (simple form or
table) or, when appropriate, as a graph. The op-
erator selects both the variables to be displayed
and the type of display, using a point-and-click
interface. The application builder also allows the
input of help screens to support the form, table,
or graph presented.

AIX NetView/6000 is shipped with some default
applications created using the application builder
for 1BM and other equipment. Vendors may de-
velop applications using this tool and ship them
for use with their products, relieving their cus-
tomers of the need to generate applications.
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Figure 4 The AIX NetView/6000 MIB Application Builder

MIB Data Collector. The MIB Data Collector pe- An operator can configure the MIB Data Collector
riodically polls network nodes for the values of to poll for any MIB variables at defined intervals.
MIB variables. The specific MIB variables that are '

requested and the polling interval are defined by The data collected in this manner can be stored in
the operator using the dialog shown in Figure 5. a file for later analysis; for example, the file can
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Flgure 5 The AIX NetView/6000 MIB Data Collector configuration

be dumped in a format that can be imported into
Lotus 1-2-3**,

The operator can also specify a threshold value
for each variable monitored; when this threshold
is exceeded, an event is generated that notifies the
operator of an impending problem. A re-arm
value is also provided in order to provide hyster-
esis, so that events are not generated continu-
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ously after a threshold is exceeded, but only the
first time a threshold is exceeded and thereafter
only when the monitored variable has gone back
below the re-arm value and then exceeded the
threshold again.

The utility of the application builder and data col-

lector in network management is, of course, di-
rectly proportional to the level of SNMP support in
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managed devices. Devices that have more data in
their MIB and allow setting of more operating pa-
rameters in their MIB will be easier to manage.

NetView connectivity

In today’s data processing environment, those re-
sponsible for managing networks are confronted
with networks that use a variety of telecommu-
nication protocols and corresponding network
management facilities. In such heterogeneous
networks, cooperation between network manage-
ment facilities is a requirement. Without this
cooperation, users may not continue to be able to
benefit from existing installations while expand-
ing the physical network, unless they are willing
to constrain their choice of networking protocols.

AIX NetView/6000 offers an answer for the user
who uses both SNA and TCP/IP protocols. In this
sort of heterogeneous environment, the two net-
work management protocols that must cooperate
are the SNA Management Services (MS) Architec-
ture’ managing the SNA network and SNMP man-
aging the TCP/IP network.

The bridge between these two networking proto-
cols is the AIX Service Point,® which possesses
the functional base for formatting information as
SNA Management Services major vectors to be
sent to System/370, System/390 NetView (here-
tofore referred to simply as NetView), as well as
that for processing MS major vectors received
from NetView.

The relationship of the AIX Service Point, Net-
View, and AIX NetView/6000 is shown in Figure
6. As shown in this figure, the AIX node containing
the AIX Service Point supports both SNA and
TCP/P networking protocols. It, therefore, can be
managed as an SNA node by NetView or as an
SNMP node by AIX NetView or any other SNMP
manager; it can communicate with both NetView
and AIX NetView using the appropriate protocols.
The AIX Service Point provides a bridge between
SNA- and SNMP-managed networks.

AIX NetView has the ability to convert the SNMP
notification message, the trap, to the SNA notifi-
cation message, the MS major vector (typically an
alert major vector), and send it to NetView; this
allows NetView to monitor events in the TCP/IP
network. This capability of monitoring events in
the SNMP environment is complemented by the
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ability to receive Execute major vectors (X’8061°,
usually referred to as RUNCMDs) from NetView,
execute the desired command on a specified
TCP/IP node, and send the results of the operation
in a Reply to Execute major vectors (X°0061’,

" RUNCMD reply) to NetView. These abilities allow

NetView to play an active role in the SNMP envi-
ronment.

Trap-to-alert conversion. The trap-to-alert con-
version facility of AIX NetView is implemented
for users who want to manage heterogeneous net-
works from a central site. By providing the facil-
ity to convert SNMP traps into alerts and forward
these alerts to NetView, AIX NetView allows the
NetView operator to ascertain the status of the
TCP/IP network. Coupling the trap-to-alert con-
version together with the ability for the NetView
operator to send RUNCMD:s to AIX NetView allows
the NetView operator to manage TCP/IP networks
effectively.

The major goal of the trap-to-alert conversion de-
sign was to provide as much information about
the trap as possible in the alert. To meet this goal,
the following information is essential:

* SNMP object ID (sysObjectID)

* IP address of the origin of the trap

* Type of trap

* For link up and down traps, the affected inter-
face number (ifIndex) ’

¢ For Exterior Gateway Protocol (EGP) neighbor
loss traps, the IP address of the neighbor

* For enterprise-specific traps, specific trap field
and variable bindings

* Time and date of the receipt of the trap

* If agent supports MIB 11, the following informa-
tion is also needed:
— System Contact (sysContact)
— System Name (sysName)
— System Location (sysLocation)

All of this information is included in the Detailed
Data Alert MS Subvector of the alert being gen-
erated.

Special consideration must be made for preserv-
ing the values of the variable-bindings (MIB var-
iables and values) that may be carried in the en-
terprise-specific trap. These values can be longer
than the 44-byte limit in the data field of the De-
tailed Data Network Alert Common Subfield, and
so cannot be sent in the generated alert. These

cHou ET AL 279




Figure 6 The AIX Service Point

NETVIEW
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RUNCMD
RESPONSES
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REQUESTS
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CALLS (RPC)

AIX NETVIEW/6000

SNMP APPLICATIONS
RUNCMD PROCESSOR
TRAP-TO-ALERT CONVERTER

TO MANAGED NODES

variables are in the MIB of the device, but they
may change dynamically. While the values of
these variables may be retrieved from the agent
using an SNMP GET request after receipt of the
trap, the retrieved values may not correctly re-
flect the values present at the time the trap oc-
curred; only the variable bindings that were car-
ried in the trap itself are valid.

To solve this problem, every trap whose full con-
tents could not be carried in an alert (due to size
or other limitations) is logged with a unique num-
ber associated with it. This number is sent in a
Detailed Data Network Alert Common Subfield.
A RUNCMD can then be issued from NetView to
retrieve the entire trap by specifying the unique
number associated with the trap. This value is
read and returned in the RUNCMD response.
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Filtering. In order to reduce the number of alerts
sent to NetView, AIX NetView provides filtering
on a trap-type basis and on a device basis. An AIX
NetView operator can define the specific types of
traps that are to be converted to alerts and for-
warded to NetView. Only traps that meet this
criteria, and that come from nodes on which trap-
to-alert conversion has been enabled, will result
in an alert being sent to NetView.

Executing commands from NetView. The trap-to-
alert conversion facility of AIX NetView allows
monitoring of the status of TCP/IP networks from
NetView. Complementing this is a facility, the
RUNCMD processor, which allows the NetView
operator to perform actions on devices in the
TCP/IP network in order to correct the cause of a
problem.

The sequence of events illustrating how NetView
can interact with an SNMP-managed device is
shown in Figure 7. A NetView operator or pro-
gram can issue an Execute major vector for the
AIX Service Point by entering a string such as

RUNCMD SP=NTFFPUB4,APPL=T12EXEC,
RSH JIM PWD

The keyword RUNCMD instructs NetView to con-
struct an Execute major vector in which the Self-
Defining Text subvector contains, among other
things, a command string destined for AIX
NetView/6000. The RUNCMD provides the SNA
name (NTFFPU04) for the host on which the AIX
Service Point is running as well as the name of a
RUNCMD processor (T12EXEC), which will actually
execute the command sent in the Execute major
vector. The command shown in Figure 7 is, after
being translated to lowercase letters,

rsh jim pwd

which requests the printing of the current direc-
tory on the remote host ““jim.” The results of this
command

fufjim
are sent back to the RUNCMD processor, which
invokes AIX Service Point functions to transport

the result back to NetView as a Reply to Execute
major vector.

RUNCMD processor. The function of the
RUNCMD processor shown in Figure 7 is to receive
the message, the RUNCMD, that the AIX Service
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Figure 7 NetView interactions with SNMP-managed devices
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REPLY TO EXECUTE(/u/jim) 1| EXECUTE (SP=NTFFPU04,APPL=T12EXEC,RSH JIM PWD)

RUNCMD(RSH JIM PWD)

AIX NETVIEW/6000

»
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» SNMPMGR1

T12EXEC

AIX SERVICE POINT

RUNCMD RESPONSE(/u/jim)

Jufjim

Point has extracted from the Execute major vec-
tor. The message is routed to the RUNCMD pro-
cessor named in the Execute major vector. Each
RUNCMD processor registers itself with the AIX
Service Point as part of its initialization. After
receipt of a RUNCMD, the RUNCMD processor ex-
ecutes the command in its native environment.
Commands sent in a RUNCMD may be any that can
be executed on an AIX host. The only restrictions
on the commands that can be successfully exe-
cuted are those associated with the AIX user with
whose account the RUNCMD processor is associ-
ated. After execution of the command, the appli-
cation again invokes AIX Service Point facilities to
format and send the Reply to Execute major vec-
tor to NetView.

The RUNCMD processor resides on the same host
in which AIX NetView is executing. The routing
of RUNCMD:s is based on both the SNA name of the
host on which the A1X NetView Service Point is
executing, as well as the name of the RUNCMD
processor. Since several different RUNCMD pro-
cessors, each of which resides on a different host,
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may use the same AIX NetView Service Point, the
name of the RUNCMD processor is critical in rout-
ing RUNCMDs. To implement this routing, AIX
NetView will automatically generate RUNCMD
processor names that are guaranteed to be unique
within the scope of any given AIX NetView Ser-
vice Point. Alternately, users can configure
RUNCMD application names to suit their purposes.
In this case, the burden of validating the unique-
ness of the names of the applications using a given
AIX NetView Service point is left to the user.

The correct routing of RUNCMD:s is a requirement
because the RUNCMD processor makes use of AIX
facilities to allow RUNCMD processor to execute
programs on managed AIX hosts. To execute pro-
grams successfully on remote nodes, some pre-
definition is required. If the RUNCMDs are not sent
to the instance of RUNCMD processor configured
to operate with the remote device, the command
will fail.

Some danger is inherent in permitting a NetView
operator to execute any AIX command on AIX

CHOU ET AL. 281




NetView or a device managed by AIX NetView.
The AIX environment offers selected users virtu-
ally unrestricted powers. To give access to these
powers to a NetView operator who may not be
familiar with AIX facilities is unwise. For exam-
ple, the “ping” command is available to any AIX
user. By issuing the command

ping 9.67.5.120

a user can cause TCP/IP packets to be sent to the
device at address 9.67.5.120 continuously. Since
the RUNCMD processor waits until the completion
of the command, it will not send a response to
NetView, since the command never completes.
To get a response to this command, therefore, the
NetView operator must use the RUNCMD to query
the AIX host for the process executing the com-
mand and, upon receiving a response to this
RUNCMD, issue another to terminate the identified
process. To avoid this sort of potential problem,
AIX NetView makes use of AIX facilities to offer
system administrators the option of restricting the
commands that can be executed by the user as-
sociated with the AIX NetView Service Point ap-
plication. Using this option, the ATX command set
available to a NetView operator can be config-
ured to be appropriate to the level of AIX expertise
of that operator.

Logging. A1x NetView records all interactions
with NetView in two files. The first is a log of
interactions between NetView and the RUNCMD
processor; it is provided as an aid to diagnosing
configuration problems between the two. The
second log records the SNMP traps converted into
SNA alerts when the trap information cannot be
put in the corresponding alert. Each record of this
log contains the original trap as well as an iden-
tifier sent in the trap-prompted alert. This iden-
tifier is used by NetView when a RUNCMD is used
to retrieve the entire trap.

AIX NetView/6000 internal structure

AIX NetView/6000, like most complex UNIX ap-
plications, is composed of a number of interact-
ing processes. These processes are shown in
Figure 8.

Major components. The major components of AIX
NetView are trapd, netmon, and xnm.

trapd. The trapd background process (daemon) is
the process that receives traps from the managed
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nodes as well as internally generated events from
netmon, xnm, and other components. It forwards
these events to all other AIX NetView processes
and logs them in a disk file.

netmon. The netmon daemon is the process that
performs most of the configuration and fault man-
agement functions. It performs the discovery pro-
cess in order to detect new nodes in the network.
It also periodically polls all managed nodes in or-
der to ascertain their status, and, at less frequent
intervals, performs a more comprehensive poll on
nodes with SNMP agents in order to maintain more
current information regarding certain MIB varia-
bles (such as the system contact and location).
Whenever the status or configuration of a node
changes, it sends a notification of the change to
trapd, which forwards it to all interested parties.

xnm. The component that provides the graphi-
cal end-user interface is xnm. Upon invocation,
it reads the topology database to get the informa-
tion about managed elements that is needed to
generate the topology display. While it is opera-
tional, it responds to events generated by netmon
and other processes by changing the color of the
affected nodes appropriately. It also allows a user
to edit the topology database in order to manually
change the layout of the network (for example, in
order to reflect physical placement). Changes
made to the network views by the user are stored
in the topological database and are sent to trapd
as internal events.

In addition to drawing the network views, xnm
also provides an integration point for other ap-
plications. It reads an application registration file
that defines other applications that may be in-
voked (via menu selections) from the main win-
dow.

Other components. In addition to the components
described above, there are a number of other ap-
plications which comprise AIX NetView.

xnmevents. The list of events shown in the Con-
trol Desk, although apparently part of xnm, is ac-
tually done by the xnmevents process. This pro-
cess shows all pending events (pending events are
events that have occurred on the network, but
have not yet been acknowledged by the operator).
The events are divided into various categories
(i.e., threshold events, error events, status
events, etc.) that can be viewed individually or
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Figure 8 Internal structure of AIX NetView/6000
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collectively. At startup, xnmevents reads unac-
knowledged events from disk and displays them.
It then updates this list with events from trapd
when they occur.
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xnmappmon. Many of the diagnostic tests de-
scribed in the previous section on problem deter-
mination are initiated by the xnmappmon pro-
cess. When an operator executes certain tests
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Figure 9 SNMP agent-subagent relationship
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against one or more devices, xnmappmon is in-
voked by xnm; it creates the windows used to
display the results of the commands that actually
perform the diagnostics.

Data collector. The data collector daemon,
snmpCollect, is the process that periodically polls
node for MIB values. It stores the collected infor-
mation in a file and also sends an event to trapd
when a threshold is exceeded, as previously de-
scribed in the previous section on the MIB Data
Collector.

tralertd. The tralertd daecmon is the process that
converts traps to alerts. It queries the topology
database to determine if a received event is to be
sent to NetView as an alert. If so, it extracts in-
formation from the event and from the topological
database to use in alert generation; these data are
then transferred using remote procedure calls
(RPCs) to the AIX Service Point, which does the
actual sending of an alert to NetView.

AIX NetView subagent. All of the AIX NetView
components just described run in the manage-
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ment station; they are part of the network man-
ager itself. AIX NetView/6000 also provides an
SNMP subagent that is designed to run on AIX 3.2
nodes in order to increase the level of manage-
ment available. The AIX 3.2 operating system col-
lects a great deal of error information. The AIX 3.2
agent, however, like most other agents, does not
use enterprise-specific traps to notify a manager
of these errors. The AIX NetView subagent, when
installed on an AIX 3.2 machine, will notify AIX
NetView of these system errors using enterprise-
specific traps, thus extending the usefulness of
the management system.

A diagram of the AIX 3.2 SNMP agent and AIX
NetView subagent is shown in Figure 9.

The subagent communicates with the agent via
the SNMP Multiplexing (SMUX) protocol. The sub-
agent becomes an SMUX peer by initiating an
SMUX association and registering itself with the
agent. The subagent can then send traps through
the agent when an error is written to the system
error log.

Conclusion

AIX NetView/6000 is by no means perfect. One
deficiency is the lack of a relational database. Al-
though it provides facilities for dumping data into
readable formats, it would be more convenient if
all data, both topology data and collected perfor-
mance data, could be stored in a relation or ob-
ject-oriented database in order to better enable
customers to use these data for their specific man-
agement tasks.

A more serious deficiency is the fact that AIX
NetView/6000 is solely a TCP/IP manager. It is un-
able to assist in the diagnosis of events at the
physical transport level (as is done by network
sniffers) or to display or manage nodes using pro-
tocols other than TCP/P. One thing that all users
have demanded is a network management system
that can do total network management of both
voice and data, regardless of protocol. Only time
can cure these problems.

However, all in all, ATX NetView/6000 provides a
powerful and flexible network management sys-
tem. It can operate as a stand-alone system in a
distributed management environment, or it can
work with NetView to provide the IBM user with
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a centralized point of control for heterogeneous
networks.

*Trademark or registered trademark of International Business
Machines Corporation.

**Trademark or registered trademark of Digital Equipment
Corp., UNIX Systems Laboratories, Inc., Hewlett-Packard
Co., Open Software Foundation, Inc., or Lotus Development
Corporation.
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