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Technical  advances  in  multivendor  network 
management  capabilities  allow  customers  to 
effecthely manage  their  networks.  Packaged 
offerings  such  as Netview@ Extra  simplify 
the  ability  to  take  advantage of these  new 
capabilities.  This  paper  describes the 

management  requirements,  IBM's  initial  approach 
to responding to these  requirements,  and 
enhancements  needed to provide  additional 
management  offerings  that  automatically  handle 
failures,  including  detection,  bypass  and 
recovery,  vendor  notification,  and  restoration 
of  the  repaired  resource  into  service. 

I multivendor  environment,  customer  network 

I n an interconnected multivendor world,  the 
need  for  network management continues  to be 

one of the leading customer  requirements. This 
paper  discusses  the multivendor environment, 
customer  requirements,  and IBM's approach  to 
multivendor  management, as well as  the  enhance- 
ments  needed to current  products to satisfy these 
requirements.  The  paper  also  shows how the net- 
work  operator,  technical  support  group,  and help 
desk  can  use  this  network management capability 
to effectively manage the  enterprise.  The  paper 
concludes  by  describing how all the  network man- 
agement  functions  work  together to solve the  cus- 
tomer's  multivendor  operational  problems. 

Multivendor  environment 

Enterprise  networks  are  composed of different 
types of devices,  systems,  and  architectures  that 
have  matured  over time to satisfy different user 
requirements. (See Figure 1.) As these  systems 
grow they support multiple protocols,  such as 
Open  Systems  Interconnection (OSI), Transmis- 

sion Control ProtocoVInternet Protocol (TCP/IP), 
Systems  Network  Architecture (SNA), and 
DECnet"", and  contain multiple logical networks 
on  one  or more  physical  networks.  These  net- 
works  provide not only the  transport  for  data,  but 
also  voice.  This  conglomeration of systems,  pro- 
tocols,  and  networks  makes effective manage- 
ment difficult and challenging. 

The requirement  for high availability of complex 
networks is the major problem that  must  be  ad- 
dressed.  One  must  assume  that all network  com- 
ponents will fail at some  time,  and  that  recovery 
procedures  must  be  established to bypass the fail- 
ing components. 

Once a failure  occurs,  the  failure  must  be recog- 
nized,  and  the  recovery  option  that  provides the 
fastest  restoration of service to  the  end  user must 
be identified and  implemented. In today's envi- 
ronment,  failure identification and  recovery is 
usually a manual process  dependent  upon  both 
the  reaction  time of the  operator  and  documen- 
tation of bypass  and  recovery  procedures. 

Customer  requirements 

Customers  want  comprehensive  multivendor 
end-to-end management functions  for  voice  and 
data, including both wide area  and local area 
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EXCHANGE 

networks.  The  functions must address all re- important goal is to achieve  automated  operations 
sources, including terminals, multiplexers, band- that  reduce complexity and cost, increase pro- 
width managers,  concentrators,  carrier  services,  ductivity, and improve availability by eliminating 
bridges,  routers, intelligent hubs,  access  units, human error. Figure 2 depicts  the major functions 
modems, repeaters,  host  processors,  databases,  that  users  request. A discussion of these require- 
and applications that make up today’s multiven- ments follows. 
dor environment. 

Resource  management. Resource management 
Customers  require  systems  that allow customer- is the capability to effectively manage and  control 
based management and  control,  reduce  cost, in- any type of resource.  The key functions  that all 
crease availability, maximize responsiveness, multivendor physical and logical resources must 
and make their  companies more competitive. An support  are  the following: 
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Event notification-Identifies failures and SUC- Management applications. Management appli- 
cessful  recovery,  e.g.,  alerts  and  unalerts cations are used in the administration,  automa- 
Two-way commands-Allow automation to tion,  and  operation of a  network. Applications 
control the bypass  and  recovery of failures used for  administration  provide  the capability to 
Remote console-Allows a  remote  operator  to support  the disciplines of problem,  change,  and 
take  over  control of a  resource  and perform any configuration management.  Applications  used  for 
function  that  can be performed locally automation make it possible  to perform un- 
Configuration data-Report any dynamic attended  operations, including starting,  stopping, 
changes  about  connectivity or  asset  data monitoring of resources,  the  analysis of all appli- 
Performance data-Report any dynamic cable physical and logical data,  alert  correlation, 
changes, such as threshold exceeded,  or the cur- bypass  and  recovery,  and  restoration of repaired 
rent performance for the resource or environment components.  Operation  applications  provide the 
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Figure 2 Multivendor  management  requirements 
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capability to understand and control the status of 
each resource, including the filtering of unimpor- 
tant events and the conversion of other events 
into meaningful alerts. 

Management database. The management data- 
base can be  used to support the administration, 
automation, and operation applications. 

Application  interfaces. The application  inter- 
faces include  capabilities to interface with the 
vendor, end user, and operator. The vendorkar- 
rier interface provides the capability  to automate 
the electronic vendor or carrier notification of 

problems  and  update vendor status when  prob- 
lems are fixed. The end-user interface allows the 
end user to automatically determine the status of 
the system  and to take actions (i.e., reset terminal 
or log off), without the assistance of other indi- 
viduals. The operator access interface makes  it 
possible to consolidate  all the information  and 
control for multivendor products onto one  graph- 
ical screen that will  allow access to all of the data 
needed to effectively  manage the multivendor 
environment. 

Customers are looking for a set of management 
functions that completely automate the process- 
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ing  of failures, are flexible  enough to accommo- 
date their unique needs, regardless of size, orga- 
nizational structure, degree of centralization or 
decentralization, network  configuration, rate of 
change  and growth, or level of service provided to 
their end users. This  means that the multivendor 
management functions must  allow for both  cen- 
tralized  management of the entire enterprise and 
the option to distribute control within the enter- 
prise. Customers must  be  able to select  devices 
and systems to meet their unique needs, while at 
the same  time  managing the network to optimize 
efficiency, productivity, and cost savings. 

Multivendor  management  offerings 

The multivendor  management approach is  to de- 
fine enhancements that are needed to existing 
products to permit the customer to  select  multi- 
vendor management functions tailored to the cus- 
tomer's unique requirements. Netview*  Extra' 
is a turnkey approach and a new  way to address 
customer requirements for network  management. 
The NetView  Graphics  and  Automation  offering 
and the NetView  Multi-Vendor  Operation  offer- 
ing are the first of  many  offerings  planned  to  en- 
able  efficient  network  management  and  network 
resource optimization. IBM intends  to  provide 
other members of the NetView Extra family  of 
packaged solutions. This  offering  provides  mul- 
tiple product integration, minimum customer re- 
source investment, fast implementation,  on-site 
education, and support services to address cus- 
tomer needs in the local area network (LAN) and 
multivendor environments. 

It is important to understand that the word 
ofering, as used in this paper, includes: 

Products-Both those of IBM and  Business 
Partners 
Enabling  software-Software  tying the differ- 
ent products together 
Services-Installation, customization, and  on- 
site customer education 
Support-Phone hotline, providing  installers or 
customers with  help on installation, customiza- 
tion, usage, PD (problem determination), or PSI 
(problem source identification)  problems 

One of the most  important aspects of an  offering 
is on-site education. Customers are shown  how to 
use the NetView Extra offering after it  has  been 
installed  and  tailored to their unique needs. They 
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become productive faster by learning  how to use 
the offering to do their job and  how to modify the 
offering for their specific environment. 

The customer must  first establish processes for 
problem, change, configuration, performance, 
and operational management. If the customer 
does not  have  good  management  discipline  and 
procedures,2 the NetView Extra offering  will  not 
solve the customer's basic  problem. 

The  key functions needed to satisfy the custom- 
er's multivendor operational problem  manage- 
ment  requirements are shown in Figure 3. The 
offering  should  provide a seamless view  of  mul- 
tivendor  management  and consist of enhance- 
ments to existing products. Available products 
cannot satisfy  all requirements by themselves  be- 
cause considerable  tailoring  and  customization  is 
needed to meet each environment. Products 
alone cannot provide the total solution. 

Some  basic  function  placement assumptions were 
made  during the design of the product offerings. 
The overall  goal is automatic, electronic handling 
of problems  from start to finish,  including  failure 
detection, bypass  and recovery, vendor notifica- 
tion, and restoration of repaired components. 
Next, enhancements needed to satisfy the cus- 
tomer's multivendor requirements should sup- 
port  open  network  management3  and  be  built on 
existing products. The offerings  must  be  devel- 
oped  in a way that will  allow easy migration to 
Sy~temView"~ products as they  become  avail- 
able.  Failures  should  be detected, bypassed, and 
recovered as close to the failure as possible. Fi- 
nally,  for those failures for which products are 
unable  to  perform  bypass  and recovery, notifica- 
tion  must  be  passed to a higher automation level 
that understands the total environment  and how 
to perform  bypass  and recovery by  communicat- 
ing  with  multiple products. 

The  multivendor  management  platform  depicted 
in Figure 3 shows four different types of data that 
must  be supported. 

Asset  data-Inventory data that define each re- 
source of the environment, i.e., resource type, 
serial number, features, versions, location, and 
vendor 
Network  data-Connectivity data that define 
the relationships  between products, such as 
physical  to  logical or name to address 
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Figure 3 Multivendor  management  platform 
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Dynamic data-Live data  that come from the  the  administration,  automation,  and  operation 
different products  that make up the  environ- applications, including data  direct from the dif- 
ment,  such as event notification, status  ferent  resources 
changes,  connectivity, asset, and performance 
Operational data-Data that provide access  to Asset data are manually entered  into  the  database 
all the  asset, network, and dynamic data from when the  product is initially ordered. Network 

STEVENSON IBM SYSTEMS JOURNAL, \ IOL 31, NO 2, 1992 



data are manually  added  when  it  has  been deter- User  causes-Physical actions on the part of 
mined  how the product will be connected  to  the the user that result in an error, for example, 
environment. Once the product  is  installed  and  powering off a modem 
made operational, it will pass dynamic data about Install causes-Conditions that may have been 
its current status and  changes that were  made  caused  by activities surrounding the installation 
since the last time  it  was connected. These data of  new or updated hardware or software, for 
will  be  used  in the operation and  automation  ap-  example,  using the wrong  terminal address 
plications. The data are also passed to the admin- Failure  causes-Conditions that identify the 
istration application so the database can  be  up-  most  likely cause(s) of the error, for example, a 
dated with the latest information. The operator communications adapter card failure 
accesses the operational data from a graphical 
intelligent workstation to more  effectively  man-  The alert also identifies the actions the automa- 
age the environment. tion  function  or operator should take to resolve 

the problem. 
Each product that attaches to the network must The  alert  should  also  include a failure categori- event notification, two-way commands, =ation that will assist with  routing the alert to the remote and configuration and perfor- proper automation function and  help  prioritize mance data' There are ways for a prod- which alerts be worked on first. The  fo]- uct to send  management data, shown at the bot- lowing categories have been identified: 
tom of Figure 3: 

Category 1 failure-The  end user is down, the 
1. OSI, SNA, and TCP/IP. OSI' uses the Common error data identify the specific cause of the fail- 

Management  Information  Protocol (CMIP) to ure, e.g., communications adapter card failure, 
pass dynamic data. TCP/IP~ uses the Simple  and there is  no  automation  available to attempt 
Network  Management  Protocol (SNMP) to pass  bypass  and  recovery 

Services to pass dynamic data. The architec- error  data  do  not  identify  the  specific  cause of the 
tures for OSI, TCP/IP, and SNA are published to failure, e.g., timeout,  and  there  is  no  automation 
allow  multivendor support. available to attempt  bypass  and  recovery 

sources that provide support for other prod- error data identify a failure for which  automa- 
ucts that currently have  not  implemented a tion  can restore service or threshold, and au- 
way to communicate  with the multivendor tomation will attempt bypass and  recovery 
management  platform. A concentrator, such Category 4 fdure-The end user is  not down, 
as NetView/PC*,8 with customer or vendor the error data identify a failure that has  been 
applications, is  used to pass  dynamic data. bypassed or a threshold that has  been exceeded 

dynamic data. SNA7 uses SNA Management Category 2 failure-The  end  User iS down, the 

2. Multivendor concentrator. These are re- Category 3 failureThe end user is down, the 

3. Carriers. The resources that make  up the lo- 
cal exchange and  interexchange carriers can The Netview' Product  is  being  used as the base 
either implement  one  of the architectures in Of Our multivendor  management  Platform (Figure 
category 1 or use a category 2 concentrator. 3). AS dynamic data are received  from the differ- 

ent types of resources, the data have to be con- 
verted into a format that can be used by the man- 

As errors are detected by each product, the un-  agement  applications. On top of this base are 
important ones have to be  filtered out. Some er- automation enhancements required  to  perform 
rors need  thresholding because a single error by the different  functions  needed to effectively  han- 
itself  is unimportant, but if the error is  occurring  dle operational problems. The automation  appli- 
at a fast rate, then  action  is  needed. A product  cations  have to perform  many of the same func- 
should also perform correlation of the cause and tions, such as thresholding, alert correlation, and 
effect  of errors. Once  this  is completed, bypass  bypass  and recovery, that were performed by 
and recovery should  be attempted. The results of each product. The difference  is that the automa- 
these actions should be converted into  meaning-  tion  applications  have  knowledge about the entire 
ful alerts. Meaningful alerts break  down the cause environment. Failures that were not recoverable 
of the error into the following  categories: by the products can now  be  bypassed  and  recov- 
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ered by  communicating  with  multiple products. 
For example, a port failure may  not  be recover- 
able  by a product, but by  performing a port swap 
or reroute on two adjacent products, the failure 
can be  successfully bypassed. 

Once the alert is received, it  has to be  routed to 
the proper function. The following are descrip- 
tions of the various functions that are supported. 

Alert  Correlation isolates the cause and  effect  of 
failures. It is needed because most failures in a 
multivendor  environment cause many event no- 
tifications to be sent from the different products 
affected by the error. Depending on the category 
of the failure, the alert will also be  routed to the 
Bypass & Recovery automation or Auto  Problem 
Open functions. 

Bypass & Recovery automation takes category 3 
failures  and determines the connectivity of the 
path; a rules-based expert system executes the 
bypass and  recovery for each specific  failure, 
maintains the status of spare resources, and  au- 
tomates restoration of repaired components. 

Auto  Problem  Open takes alerts, opens a problem 
record for new failures, and updates the status of 
existing  problems. This eliminates  duplicate 
problem records and  allows for the use of prior- 
itized  work queues. 

Graphics (dynamic  views)  provides the dynamic 
building  of  graphical  views that show the rela- 
tionship of the different products and their current 
status. 

Performance provides the dynamic  gathering of 
performance data from the different products. 

Auto  Help  Desk allows  end users to  automatically 
determine the status of the system  and to take 
actions, such as  to reset a terminal or log  off  with- 
out the assistance of other individuals. 

The Informationhlanagement lo product is  being 
used as the base  for the administration  applica- 
tion.  The problem, change, and  configuration ap- 
plications are being  enhanced to meet the cus- 
tomer’s  multivendor requirements. Work Queue, 
Connectivity, and End-User ID, discussed next, 
are some of the supported functions. 

( 

The Work  Queue allows the operator to  see all of 
the open  problems,  in  priority order, that the op- 
erator is  responsible to correct. It includes the 
automated entry of problems that have or have 
not  been  successfully recovered, in a prioritized 
work queue. Duplicate  problems  update the prob- 
lem record, but do not create new  problem rec- 
ords. The operator, using Graphics and the Point 
& Shoot capabilities, can  now  work  from one 
screen, rather than  from  multiple screens that are 
flooded  with  more  messages than an operator can 
reasonably  handle. 

The  configuration  application  has  been enhanced 
to support Connectivity data for the multivendor 
environment.  Connectivity data are also used to 
load the physical and logical  views,  and to pro- 
vide  path  information for alert correlation and  by- 
pass  and recovery. 

I 

End-User ID provides the end-user information 
needed to reset a terminal or log the user off the 
system. 

The  application interface is broken down into 
three major areas: Vendor & Carrier Bridge, 
Voice  Response Unit, and Graphics Server. 
These functions are described next. 

The Vendor & Carrier  Bridge provides an  elec- 
tronic interface between the problem  record and 
the vendor or carrier that allows  notification  of 
problems  and update of vendor status when the 
problem is repaired. 

The Voice Response  Unit provides an electronic 
interface between the end-user’s telephone and 
the management  system.  This  allows the end user 
to  determine the status of the system and to take 
predetermined actions. 

The Graphics  Server consolidates all the infor- 
mation  and control for multivendor products onto 
one graphical  intelligent workstation screen that 
will  allow access to all data needed to effectively 
manage the environment. This includes a Point & 
Shoot  capability that allows the operator to click 
on a graphical  icon  and  pull  down a menu that 
provides easy access to the different  management 
applications. 

The operator access to the management  applica- 
tions  is  illustrated in Figure 4. The operator can 
look at different types of views  depending on the 
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Figure 4 Operator access to management applications 
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operator’s  responsibility.  The TI Backbone  shows a 
physical  view,  the SNA Backbone  shows a logical 
view,  and at the bottom of the  screen  is a path view 
that  shows  both  physical  and  logical  resources.  The 
path  view  is  very  important if you are trying  to vi- 
sually  correlate  alerts  from  multiple  products  about 
the  same  failure. For example, if a failure of  modem 
7/64/1 was reported by a NetviewPC application, 
the  path  view  would  also  show  that PUA and Lu1 
were  affected  by  this failure.  The  path  view  function 
allows  the  operator  to  understand  the  relationship 
between the cause of the failure, modem 7/64/1, and 
the  affected  resources, PUA and LUI. 

The Point & Shoot capability  allows the operator 
at an  intelligent  workstation to easily  communi- 
cate with the different  management  applications 
without  having to re-enter data. The operator can 
select an  icon  and  pull  down a menu of functions 

that may  be desired. For example, if the operator 
clicked  on the modem 7/64/1 and selected the 
function Native Console  from the menu, a win- 
dow  would  be  displayed that would  allow the op- 
erator to control the modem as if directly con- 
nected to a modem control terminal.  Unknown to 
the operator, the graphics  application  would de- 
termine the appropriate Native Console function 
to invoke for the selected resource. If this modem 
was  being  managed  by a NetviewPC application, 
then  it  would  probably  invoke the NetviewPC 
Multi-Terminal ASCII Emulator/2 (MTAER) pro- 
gram. Another example  could be clicking on the 
icon for PUA and  selecting  Problem. The graphics 
application  would search the InformatiodMan- 
agement  problem  application for a problem for 
resource PUA and  display the results in a window. 
These are just a few  examples of  how user- 
friendly the graphics interface is. 
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Different individuals can use the multivendor 
management platform to more effectively handle 
operational  problems. 

The  network  operator  uses  the intelligent work- 
station graphical interface to monitor  the multi- 
vendor  environment. When the  status of re- 
sources  changes,  the  operator  sees  the  color 
change  on  the graphical display.  The Point & 
Shoot  capability allows the  operator  to click on  an 
icon  and pull down a command menu that  pro- 
vides  easy  access to  the different management 
applications.  The goal is to  automate  as many of 
the  operator  tasks as possible.  Ideally,  the  auto- 
mation platform should eliminate the need for  the 
operator  to perform repetitive  mundane  tasks. 
The  network  operator may also  use  the problem 
work  queue  to determine the next highest priority 
problem to work on. If the  operator is flooded 
with problems,  the  work  queue helps put them in 
the  proper  priority. 

The  technical  support  group is usually busy work- 
ing on  problems.  They  want to  be able  to work out 
of a work  queue  on  the next-highest priority prob- 
lem that  they are responsible to resolve.  This  usu- 
ally takes  place  after  automation  has  attempted to 
perform  bypass  and  recovery  for  the  failure. 

The help desk  uses  the graphical interface  to  de- 
termine the  status of resources. An end  user may 
call the  help  desk  to complain about  a  problem, 
such as  “No system  response  for PC L u l . ”  The 
help desk  operator  can  use  the  path display to 
determine the  status of L u i  and all the  other  re- 
sources in the  path  to  the  host. 

Operational  examples 

This  section  describes how NetView,  the  auto- 
mation applications,  and Information/Manage- 
ment will be  used to simplify multivendor man- 
agement.  Scenarios are included for different fail- 
ures, which show how the multivendor manage- 
ment offerings automate  the handling of 
enterprise  problems, how the network  operator, 
technical  support  group,  and help desk  can  use 
this  capability,  and how the different functions 
work  together. 

T1 multiplexer  port  failure. A T1 multiplexer 
port  failure is detected by T1 MUX, shown by a 
large “X” in Figure 5 .  This  type of error  cannot 
be  bypassed and recovered by the  product.  The 
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error message is captured by the service  point SP 
and sent  as  an Alert Port  Failure H12C15, which 
identifies port C15 on T1 MUX H12. The  error  was 

The help desk,  network  operator, 
and  technical support group can 
use the multivendor offerings. 

also  detected by Com CTRL, which was trying to 
communicate with PUA. After the retries are ex- 
hausted  for  this error, it also  sends  an Alert 
Timeout PUA. 

As these  two  alerts  are received at  the Alert Cor- 
relation function,  they are first logged on  an 
events  database.  Next,  they  are  passed  to  the 
Graphics  function  for  display. The  alerts  are then 
put  into a buffer and a timer is started, which 
allows for  the  network  delay  that may be associ- 
ated with multiple notifications arriving  at differ- 
ent  times.  Once  the  timer  has  expired,  path  con- 
nectivity information is obtained to  see if there 
are  any  other  resources in the buffer for this  path. 
This  process  eliminates  the  cause  and effect for 
each  failure. In this  scenario,  the  resource  that 
caused  the  failure is H12C15, and  the affected re- 
source is PUA. The  Graphics  function is updated 
to  show  that PUA is now an affected resource  and 
not the  cause of the  failure. 

Category 1 failures are passed to  the  Auto Prob- 
lem Open function, which will determine if this  is 
a new problem and a problem record should be 
opened,  or if an existing problem  record  needs to 
be  updated. 

Category 2 failures are eliminated if a category 1 
failure  can  be  found in the same  path.  In this  sce- 
nario, Alert Timeout PUA is a category 2 failure. 
If a category 1 failure  cannot  be  found  and the 
cause of the problem cannot  be  determined by 
testing,  then  the  alert  is  passed to  the  Auto Prob- 
lem Open  function, which will determine if this  is 
a new problem and a problem record should be 
opened,  or if an existing problem record  needs  to 
be  updated. 
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Figure 5 Multiplexer  port  failure 
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Category 3 failures are passed to the Bypass & 
Recovery  function. In this scenario, Alert Port 
Failure H12C15 is  a  category 3 failure. The first 
step in the  bypass  and  recovery  process is to up- 
date  the  Graphics function that  the automation 
function is working on this problem,  and to test 
the failing component  to  see if it is still failing.  If 
it is still failing, path connectivity information is 
obtained to see how it should be  bypassed.  For 
this  failure,  a  spare  port  on  the Com CTRL and a 
spare  port  on TI-MUX will be used to perform the 
bypass.  These  spare  components  are maintained 
by the  Bypass & Recovery  function.  The  appro- 
priate  commands  are  sent to the Com CTRL to 
perform a  port  swap,  and  a  reroute command is 
sent to the TI-MUX to reroute  the  output  port  to 
the new input port.  Once this is completed and 
tested,  recovery of the  path would be performed 
by restarting  the  resources  that  were affected by 
this failure. 

The  Graphics  function is updated, indicating that 
the  resources are now operational again, and a 
category 4 failure is generated and passed to  the 
Auto Problem Open function to determine if this 
is a new problem and  a problem record should be 
opened,  or if an existing problem record needs to 
be  updated. 

The  next major function is the Work Queue  func- 
tion, which allows the  operator  to work from one 
screen to view a problem list that is in priority 
order. When the  operator  selects  the problem it 
can  be assigned to the  vendor responsible for  ser- 
vice of the T1 MUX. The  operator  can determine 
the  vendor by clicking on  the problem record and 
using the pull-down menu to select a vendor. 
Once  the vendor’s name is entered  into  the prob- 
lem record, it will be  sent to the  vendor  electron- 
ically. When the  vendor fixes the port failure in 
H12C15, an  electronic notification will be received 
and  entered  into  the problem record. 

To  restore  the  system,  the  operator  can select the 
common commands, allowing the  operator to 
send  a command to  the  Bypass & Recovery func- 
tion. All the  operator  has  to  enter is “restore 
H12C15.” The  restore function will determine the 
original path  and  the  components  that were used 
for  bypass.  It will first test  the H12C15 port  to  see 
if it was really fixed, before moving everything 
back to the original path and restoring the  spare 
components  to  the  spare  pool, so they can be used 
for  the next failure. 
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Modem failure. A modem failure is  detected by 
M, shown in Figure 6 by a large “X.” This  type 
of error  cannot  be  bypassed  and  recovered by the 
product.  The  error message is captured by the 
service point SP and sent as  an Alert Modem Fail- 
ure 7/64/1, which identifies the modem. The  error 
was also  detected by Com CTRL, which was trying 
to communicate with PUA. After the  retries  were 
exhausted  for this error, it also  sends an Alert 
Timeout PUA. 

As these  two  alerts  are  received at the Alert Cor- 
relation function, they are logged on  an  events 
database.  Next, they are  passed  to  the  Graphics 
function for display.  Figure 4 illustrates how the 
graphical interface would look, with three re- 
sources highlighted at  the  bottom of the  screen. 
The terminal Lu1 becomes  inoperative at  the 
same time that  the PuA timeout occurs.  The  alerts 
are  then put into  a buffer and a timer is started, 
allowing for  the network delay that may be  asso- 
ciated with multiple notifications arriving at dif- 
ferent  times. Once the timer has  expired,  path 
connectivity information is obtained to  see if 
there  are any other  resources in the buffer for  this 
path. This process eliminates the  cause and effect 
for each failure. In this scenario,  the  resource  that 
caused the failure is 7/64/1 and  the affected re- 
source  is PUA. The  Graphics  function is updated 
to show that PUA is now an affected resource  and 
not the  cause of the failure. 

Category 1 failures are  passed to  the  Auto  Prob- 
lem Open function, which will determine if this is 
a new problem and  a problem record should be 
opened, or if an existing problem record  needs to 
be  updated. 

Category 2 failures are eliminated if a  category 1 
failure can  be found in the  same  path.  In  this  sce- 
nario, Alert Timeout PUA is a  category 2 failure. 
If a category 1 failure cannot  be  found  and  the 
cause of the problem cannot  be  determined by 
testing, then  the  alert is passed to  the  Auto Prob- 
lem Open function, which will determine if this is 
a new problem and a problem record should be 
opened, or if an existing problem record  needs to 
be  updated. 

Category 3 failures are passed to the Bypass & 
Recovery function.  In this scenario, Alert Mo- 
dem Failure 7/64/1 is a category 3 failure. The first 
step in the  bypass  and  recovery  process is to up- 
date  the  Graphics  function  that  the  automation 
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Figure 6 Modem failure 
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Figure 7 LAN split bridge  modem  failure 
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function is working  on  this  problem,  and  to test 
the failing  component to see if it  is  still  failing. If 
it is still  failing,  path connectivity information  is 
obtained to see how  it  should  be bypassed. For 
this failure, a spare modem  and a spare port  on 
TI-MUX will  be  used to perform  the bypass. These 
spare components are maintained  by the Bypass 
& Recovery function. The appropriate com- 
mands are sent to the modem SP to  perform 
switched  network  backup (SNBU), and a reroute 
command  is sent to the TI-MUX to reroute the 
input port to the new output port. Once  this  is 
completed  and tested, recovery of the path would 
be  performed  by restarting the resources that 
were  affected  by  this failure. 

The Graphics  function  is updated, indicating that 
the resources are now operational again,  and a 
category 4 failure is generated  and  passed  to the 
Auto  Problem  Open function to determine if this 
is a new  problem  and a problem  record  should  be 
opened, or if an  existing  problem  record  needs to 
be updated. 

The next  major  function is the Work Queue, 
which  allows the operator to  work  from one 
screen to view a problem  list that is  in  priority 
order. When the operator selects the problem,  it 
can be  assigned to the vendor  responsible for ser- 
vice of the modem. The operator can determine 
the vendor  by  clicking on the problem  record  and 
using the pull-down  menu  to select a vendor. 
Once the vendor’s  name  is entered into the prob- 
lem record, it  will  be sent to the vendor  electron- 
ically.  When the vendor  fixes the modem  failure 
in 7/64/1, an electronic notification  will  be  re- 
ceived  and entered into the problem record. 

To restore the system, the operator can select the 
common  commands,  allowing the operator to 
send a command to the Bypass & Recovery  func- 
tion. All the operator has  to enter is “restore 
7/64/1.” The restore function will determine the 
original  path  and the components that were  used 
for bypass. It will  first test the 7/64/1 modem  to 
see if it  was  really  fixed,  before  moving every- 
thing  back to the original path and  restoring  the 
spare components to the spare pool, so they  can 
be  used for the next failure. 

LAN split  bridge  modem  failure. A LAN split 
bridge  modem  failure  is detected by M, shown  in 
Figure 7 by a large “X.” This  type of error cannot 
be bypassed and recovered by the product. The 
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error message  is captured by the service point SP 
and sent as an  Alert  Modem Failure 7/64/1, which 
identifies the modem. The error was also detected 
by  Com CTRL, which  was  trying  to  communicate 
with pu1. After the retries were exhausted for this 
error, it also sent an Alert Timeout PUA. The ser- 
vice  point SP managing the LAN detected a failure; 
the bridge  was  congested because of the modem 
failure.  This  was sent as an  Alert  Bridge  Conges- 
tion B7. 

As these three alerts are received at the Alert 
Correlation function, they are first  logged  on  an 
events database. Next, they are passed to the 
Graphics function for display.  Figure 8 indicates 
how the graphical interface would look, showing 
three resources highlighted  at the bottom of the 
screen. The alerts are then put into a buffer  and 
a timer  is started, allowing for the network  delay 
that may  be associated with  multiple  notifications 
arriving at different  times.  Once the timer  has ex- 
pired, path  connectivity  information is obtained 
to  see if there are any other resources in the buffer 
for this path. This process eliminates the cause 
and  effect for each failure. In this scenario, the 
resource that caused the failure  is 7/64/1 and the 
affected resources are B7, Pu1, and L u l .  The 
Graphics  function  is  updated  to show that B7, P U ~ ,  
and Lu1 are now affected resources and  not the 
cause of the failure. 

Category 1 failures are passed to the Auto  Prob- 
lem  Open function, which  will determine if this is 
a new  problem  and a problem record should  be 
opened, or if an  existing  problem record needs to 
be updated. 

Category 2 failures are eliminated if a category 1 
failure  can  be  found in the same path. In  this sce- 
nario, Alert  Timeout PUA and  Alert  Bridge  Con- 
gestion B7 are category 2 failures. If a category 1 
failure cannot be  found  and the cause of the prob- 
lem cannot be  determined by testing, then the 
alert  is  passed to the Auto  Problem  Open func- 
tion, which  will  determine if this is a new  problem 
and a problem  record  should be opened, or if an 
existing  problem  record needs to be updated. 

Category 3 failures are passed to the Bypass & 
Recovery function. In this scenario, Alert Mo- 
dem Failure 7/64/1 is a category 3 failure. The first 
step in the bypass  and recovery process is to up- 
date the Graphics function that the automation 
function  is  working  on  this problem, and to test 



Figure 8 Operator  access, LAN example 
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the failing  component to see if  it is still  failing. If 
it is still  failing, path connectivity  information  is 
obtained to see how it should be bypassed. For 
this failure, a spare modem  and a spare port on the 
bridge  will  be  used to perform the bypass. These 
spare components are maintained  by the Bypass 
& Recovery function. The appropriate com- 
mands are sent to the modem SP to perform 
switched  network backup (SNBU), and a port 
swap command is sent to  the bridge.  Once  this is 
completed and tested, recovery of the path would 
be  performed  by restarting the resources that 
were  affected  by  this  failure. 

The Graphics function is updated, indicating that 
the resources are now operational again,  and a 
category 4 failure is generated and passed to the 
Auto  Problem  Open function to  determine if this 
is a new  problem  and a problem  record  should  be 

opened, or if an existing  problem record needs to 
be updated. 

The  next  major  function  is the Work Queue, 
which  allows the operator to work  from one 
screen to  view a problem  list that is  in  priority 
order. When the operator selects the problem,  it 
can be assigned to the vendor responsible for ser- 
vice of the modem. The operator can determine 
the vendor  by  clicking  on the problem  record  and 
using the pull-down  menu to select a vendor. 
Once the vendor's name is entered into the prob- 
lem record, it will  be sent to the vendor electron- 
ically.  When the vendor fixes the modem  failure 
in 7/64/1, an electronic notification will  be re- 
ceived  and entered into the problem record. 

To restore the system, the operator can select the 
common  commands,  allowing the operator to 
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I send a command to the Bypass & Recovery  func- 
tion. All the operator has  to enter is “restore 
7/64/1.” The restore function will determine the 
original path and the  components that were  used 
for bypass. It will  first test the 7/64/1 modem to 
see if it  was  really  fixed,  before  moving every- 
thing  back to the original  path  and  restoring the 
spare components to the spare pool, so they can 
be  used for the next failure. 

Conclusion 

To  provide customers with  effective  multivendor 
network  management  offerings,  it  is  necessary 
that all products that connect to  the  network  sup- 
port event notification,  two-way  commands,  re- 
mote console, configuration data, and  perfor- 
mance data. 

Initial  NetView Extra offerings  provide a new ap- 
proach to meeting customer requirements. The 
approach integrates multiple products, and  pro- 
vides on-site services and  expanded support. 
These offerings  provide a solid  foundation for 
customers interested in  moving to Systemview. 
The offerings  will  be  enhanced as the  Systern- 
View products become  available. 

1 

I 

I *Trademark or registered trademark of International Business 
Machines Corporation. 

**Trademark or registered trademark of Digital Equipment 
Corporation. 
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