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APL  has  had a dedicated following  for many 
years  among  some sections of  the  academic  and 
industrlal  statistical  communities. One  of its 
yreatest  strengths is its value  as a  specification 
anguage.  Not only can algorithms be described 
consistently and  unambiguously,  but  also,  given 
an appropriate  interpreter,  the  specifications  can 
be immedlately  executed. A group of  academic 
and lndustrial  statisticians in the  United  Kingdom 

project  called ASL  (APL Statistics Library)  with 
recognized  these  capabilities  and embarked  on a 

the  support of  the British APL Association. ASL 
alms to provide  a  collection of  coherent  APL 
functions  for  widely used statistical  calculations, 
thereby creating  standards  for  the  unambiguous 
expression  of  Statistical  algorithms. A natural 
consequence  of this is that  discussions of  more 
complex  algorithms and  methods  can  occur 
without  the need to revisit and  redefine  basic 
functions and  the  ways in which they  interpret 
data. 

ification can be submitted to  an A P L ~  interpreter 
and executed. 

Further, by  having algorithms  defined at APL source 
level,  potential  users are given  much greater control 
over their analyses than they  would  have  using 
conventional  packages.  Alternative  functions are 
available to perform operations such as matrix  inver- 
sion,  numerical  integration,  random number gener- 
ation,  and  approximations  for  functions  associated 
with distributions. Users can substitute their own 
functions at appropriate points  in an algorithmic se- 
quence. 

This paper gives examples that (1) describe the phi- 
losophy of ASL code and documentation, and (2) 
illustrate the way in which  it provides a medium for 
discussion of algorithms among statisticians. 

ASL structure 

M any statistical  algorithms  already  exist in APL. 
The APL Statistics  Library (ASL) is  unique, 

however,  in the way in which  it uses A P L ~  as a spec- 
ification language for statistical functions, which 
themselves define a statistical sublanguage with  a 
high degree of consistency and extendability in its 
naming conventions. This allows users of  AsL-based 
software to predict with greater accuracy the pur- 
pose and usage of a function from its name and 
argument names. 

In software engineering, specification languages ex- 
ist to allow programmers to evaluate programs and 
their correctness at all  levels of detail. APL provides 
this facility for statistical algorithms but with the 
important additional property of executability. This 
means that ASL code used for  the purpose of spec- 

ASL is structured into “volumes.” The foundation 
volume is  called the Basic Statistics Volume and 
has two  key  roles: first, that of specifying  a core of 
algorithms that statistical practice and experience 
require as basic; and second, that of standardizing 
the statistical sublanguage, thus giving users of ASL 
a great general advantage in communicating with 
each other. Later volumes that cover more special- 
ized areas such as regression, time series, and mul- 
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Table 1 Coding  system  for  writlng  functions  and 
namlng  arguments 

Prefix  Algebraic  Rank Suff lxes 
TYP 

b 
ne 
f 

n S 

6 (r) m m . . .  
z V  V 

C a  a 
g C 

Explanation  of  Codes 

ne 
f 

nonempty 
frequency 

S shape 

b Boolean 
n  non-negative  integer 

r real (default) 
C character 

Z integer 

g general, i.e., character 
or numeric 

S scalar 
V vector 
m matrix 
a may 
C continuous 

tivariable  analysis  can  utilize  and  build on the ex- 
isting core of algorithms. 

The Basic  Statistics  Volume  is  divided into a  num- 
ber of sections  covering  univariable  statistics, 
distribution  functions,  elementary  multivariable 
statistics,  estimation and significance  testing,  non- 
parametric statistics,  basic  time  series,  analysis of 
variance,  and  combinations. 

ASL function  naming  conventions 

The function  names  used  in the statistical  sublan- 
guage are inflectional,  and the general pattern of a 
function  name  is 

< r o o t >  < i n f l e c t i o n . . >  

where the dots denote the possibility of multiple 
occurrences. 

Sometimes  alternative  algorithms are given, for ex- 
ample,  for generation of random  normal  variables, 
which  differ  in  characteristics  such  as  elegance, 
speed, and  space  requirements. These are given se- 
rial  numbers as a further inflection. 
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Sometimes  a  function  calls  a  succession of  auxiliary 
functions.  This may occur  in  a  set of tightly  bound 
recursive  functions  such  as  arise  in  combinatoric 
algorithms. The auxiliary  functions are named by 
applying  successive As as  prefixes to the root or root 
+ inflection, so that the full  specification of a  func- 
tion  name  is 

[ A .  .]<root><inflection..><serial number> 

The largest  root-based  groups are statistics  and  dis- 
tribution  functions.  Examples of function  names 
are the following: 

MEAN 
MEANFM mean of a  frequency  matrix 
PCTILEFMC percentile of a  frequency 

matrix-continuous case 
NORMQUANT quantile of normal 

distribution 

F distribution 

given order 

FTAI L probability  in  right  tail of 

PERM list of permutations of 

APERM auxiliary to PERM 
AAPERM auxiliary APERM 

The following  conventions are used in writing  func- 
tions  and  naming  arguments: 

1. Function  results are denoted by Z. 
2. A left or right  argument  is  specified either by a 

descriptive  name  such as IXSET standing for 
“index  set,” or by a  composite “word made up 
of not more than four parts, in lowercase letters, 
which describe the argument  type  using the cod- 
ing  system  illustrated  in Table 1. The type fm 
(frequency  matrix)  describes the special  case of 
a  numeric  matrix  with two columns, the first of 
which  is to be interpreted as denoting class  val- 
ues  in  ascending order and the second  as  a  vector 
of integers giving the number of items  belonging 
to each  class. 

3. A reasonable degree of abbreviation  in  naming 
functions  and  arguments is employed to avoid 
excessively  long  names.  Function  names are 
never  less than four characters in  length. 

Examples  of  functions  from the Basic 
Statistics  Volume 

The meaning of a  statistical  function  such  as 
“mean” is data-dependent. If it  is  applied to a  vec- 
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tor, i.e., a sequence of numbers, then the underlying 
calculation will be different from that performed if 
it were applied to a matrix and the result defined to 
mean a sequence of column  means. 

It has always been a fundamental part of the phi- 
losophy of APL to generalize function semantics 
with regard to data. In this spirit, it is  possible to 
have the same APL expression realize both of the 
above interpretations of “mean,” but the expression 
is  also  meaningful if applied to an array of three or 
more dimensions. 

There is,  however, a problem associated with this 
ability to generalize, namely that a data matrix is 
capable of several different interpretations. For ex- 
ample, each column of the matrix: 

DATA 
0 1  
1 4  
2 3  
3 2  

may be regarded as a vector of values of a variable. 
On the  other hand DATA can be interpreted as a 
frequency matrix as described in the previous  sec- 
tion-that  is, one item  with  value 0, four items with 
value 1, and so on. Another interpretation might be 
two items lying  between 0 and 1, four items between 
1 and 2,  etc.,  with the items in each class spread 
uniformly throughout the class  width. For example 
the four items in the second class  would be spread 
to values at 1.125,  1.375,  1.625, and 1.875. 

The Basic  Statistics Volume provides pairs of func- 
tions that deal with the multiple-vector and fre- 
quency  matrix interpretations. For  the mean they 
are called MEAN and MEANFM respectively, so that 
the following results hold: 

MEAN DATA 

MEANFM DATA 
1 .5   2 .5  

1.6 

The definition of the root (i.e., noninflected) func- 
tion for MEAN applied to a nonempty array (nea) is: 

COI ZtMEAN nea 
C 11 Z 4  +fnea >+lo pnea 

The symbol p means the “shape” of the array, e.g., 
4 2 in the case of DATA. The symbol 0 means “in- 
dex” so 1 0  p DATA is the first  item  in 4 2,  namely 4. 
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The symbol f means take sums along the first axis. 
That is, if nea is a vector, MEAN returns the mean 
of a sequence of numbers; if it  is a matrix,  it returns 
a vector of column  means. If it  is a three-dimen- 
sional array, then MEAN returns a matrix of the 
means of items occupying the same positions in the 
different planes, which  is  useful  in dealing with rep- 
lications of cross-tabulated data. 

The function MEAN can readily be generalized to 
calculate other moments about the origin: 

L O 1  Z+n MOMENT Rea 
C 1 1  Z 4  +fnea*n >+lo pnea 

The only difference is the addition of “*n” where * 
denotes exponentiation. 

2 MOMENT DATA 
3.5 7.5 

The moment about the mean can now be specified 
as: 

rO1 Zen MOMENTM Rea _ ~ _  
C 11 nea+nea-( pnea jpMEAN nea 
C2 1 Z+n MOMENT nea 

Using  basic  functions  to  discuss  more 
advanced  ones 

The example  chosen is that of the jack-knife.’ Sup- 
pose that the reader were required to explain this 
concept to someone who  had not met it before but 
had reasonable acquaintance with  basic  statistics. 
The first step might be to describe the process by 
which items are withdrawn one at a time from a 
vector v to form pv samples each of size ( pvbl. 
Four additional symbols are needed, all but the first 
of  which belong to A P L ~  but not to first-generation 
APL. 

L Index of-which is the vector of positive 
integers from 1 to N, e.g., 13 is 1 2 3 - Without-in the sense that A-B means the 
object A excluding those items which occur in 
the object B 

c Enclose-which means regard the array to its 
right as a single object (scalar) 

” Each-an operator which directs that  the 
function to its immediate left must be applied 
to each of the items in the argument on its 
right 
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Write n for pv. The sample  construction  process  for 
the jack-knife  is  described by first  enclosing ~n so 
that it  can be considered as a single  unit, then the 
individual  items of In are each  excluded  in turn. 
This  is  described by the following: 

( c1n)- In 

and the process  can be made into a function, as 
follows: 

LO1 ZcJINDEX n 
C11 Z 4 ~ 1 n b  In 

.. 

.. 
JINDEX 3 

2 3  1 3  1 2  

The result of JINDEX is a set of n vectors  each of 
length n-1, which are  the index sets that must be 
applied to v to select the samples  required for the 
jack-knife. The process of selection  is  described by 
bracket  indexing: 

E01 Z+IXSET SELECT v 
c 11 Z+vC  IXSETI 

2 3 SELECT 27 9 52 
9 52 

This  selection  process  must  be  applied for each of 
the index  sets,  which leads to the following  func- 
tion: 

C01 Z+JSAMPLES v 
C11 Z+( JINDEX  pv)SELECT'"cv 

JSAMPLES 27 9 52 
9 52 27 52 27 9 

The enclose which  is applied to v is  necessary  be- 
cause  each of the index sets given by JINDEX  pv 
is  applied to the single  object v which has to be 
(notionally)  replicated  once  for  each  index set. 

As an  aside, the choice of v rather than Rev for the 
argument  indicates that the algorithm  remains 
sound  (although of trivial interest) in the case 
where v is an empty  vector. 

The above  development may seem a little tedious 
because  each M L ~  symbol  and  function  has been 
described at some  length. To illustrate how rapidly 
this  small  learning  investment  pays  off,  consider 
how  easy  it  is  now to specify another quantity which 
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arises  early  in  jack-knife 
knife root mean square: 

theory,  namely the jack- 

L O 1  ZtJACKRMSE  nev 
111 Z+( ( 2 MOMENTM 

MEAN"JSAMPLES nev) 
x-l+pnev)*O. 5 

Conclusion 

This paper has  endeavored to argue the case for 
using APL~ within the professional  statistics  com- 
munity  as a language for standardizing  and  speci- 
fying algorithms. The paper illustrates how a set of 
such standard A P L ~  functions  can  be  used  as a basis 
for reasoning  about  and  extending  base  algorithms. 
A group of statisticians in the United Kingdom  is 
actively  engaged  in  continuing to develop  this  work. 
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