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This paper describes  a  procedure  used  by  the 
IBM Information Network to generate  optimum 
routes  for  a  complex  Systems  Network 
Architecture (SNA)  network by utilizing 
communication traffic patterns.  The  Route  Table 
Generator  and  an  understanding  of  customer 
locations and  available facilities had  been the 
basis  for route generation.  However, this 
approach became overwhelming as the  network 
grew.  The  lack  of flexibility required  an 
increasing need to manually  override  generated 
routes. The resulting approach could not ensure 
that network  delay had  been  minimized.  The 
Network  Design  and  Analysis  (NETDA) tool 
developed at the IBM Yorktown Research  Center 
was  used  as  a solution. NETDA orders  routes 
based on static indicators such as  number  of 
hops, route distance,  and speed  of the  path 
components.  However,  NETDA also  selects 
optimal routes based on network traffic patterns. 
Traffic  data were easily  incorporated into NETDA, 
and  the  ISM Information Network  has  optimized 
its SNA routing using NETDA and  actual traffic 
data.  The process was challenging  because of 
the  number  of  network  components  involved  and 
the difficulty in obtaining portions of  the traffic 
data.  The use  of NETDA for route generation is 
discussed,  and the data collection methodology 
is described.  Network  component utilization and 
network  delay  changes  are  reviewed as a means 
of  showing  the  benefits of such optimizations. 

T he  task of generating routes with minimal de- 
lay in a network with thousands of routes is 

a complex problem for which few tools exist.  The 
IBM Information  Network is just such  a large in- 
ternational  Systems  Network  Architecture (SNA) 
network with more  than 1 400 attached  networks 
and  over 400000 attached terminals. When the 
Information Network began in 1981, the  Route 
Table  Generator (RTG) was the tool of choice for 
route  generation.  Certain  obvious routing prob- 
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lems were  corrected utilizing customer  locations 
in conjunction with the RTG program. Although 
attempts  were made to minimize route  length, 
there was very little evidence showing the  routes 
generated to  be optimal with respect to delay. 
Concluding that  the  system was unacceptable  for 
route  generation, we reviewed available tools for 
their possible application to  the  route  generation 
process. 

Because of its  ease of use, flexibility, and  analysis 
capabilities, we began working with the  Network 
Design and Analysis (NETDA) tool in 1983 to per- 
form network modeling and route  generation. 
NETDA’” is an IBM licensed program product  used 
for designing and updating the  routing  path defi- 
nitions for  Systems  Network  Architecture tele- 
communication networks. NETDA permits route 
selection based on  a number of criteria  such as 
route length, route  capacity,  and  route availabil- 
ity. We initially used NETDA to  generate  routes 
based on  such  criteria.  However, NETDA will op- 
timize network routing if network traffic is pro- 
vided. The Information Network began NETDA 
route optimization using traffic in 1989 as con- 
cerns grew over efficient use of network  capacity 
and minimization of network  delay.  This  paper 
discusses  a  study which used actual traffic data 
within the Information Network to optimize the 
SNA routing. 
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SNA  overview 

Before  discussing  the  study  presented in this  pa- 
per, a brief review of a few  Systems  Network 
Architecture (SNA) concepts  and  terms is helpful. 
SNA is a hierarchical,  layered  structure which pro- 
vides for communication  between a broad range 
of IBM products.  Hardware  and  software  compo- 
nents implement the  functions of the architectural 
layers.  Hardware  components include proces- 
sors, communication  controllers,  cluster  control- 
lers, workstations, and printers. Software elements 
include telecommunication access  methods, appli- 
cations subsystems,  and network control programs. 

SNA defines a node as  the portions of a hardware 
component,  along with its  associated  software 
components,  that implement the  function of the 
architectural  layers. SNA currently defines three 
types of nodes:  host  subarea  nodes, communica- 
tion  controller  subarea  nodes,  and  peripheral 
nodes.  A  processor  that  contains a telecommu- 
nication access  method is a host  subarea  node. 
An example of the host  node is the  node  where 
the Advanced  Communication  Function/Virtual 
Telecommunication Access Method (ACFNTAM~~) 
is present.  Host  subarea  nodes  provide  the SNA 
functions that control  and manage a  network.  A 
communication  controller (for example,  an IBM 
3745) that  contains  a  network  control program 
(for example,  ACFINCP) is a communication  con- 
troller  subarea node. Communication  controller 
subarea  nodes  provide  the SNA functions  that 
route  and  control  the flow  of data in a  network. 
All other  nodes are peripheral nodes. A  subarea 
consists of one  subarea  node  and  the  peripheral 
nodes  that are  attached  to  that  subarea  node. Ad- 
jacent nodes are connected to  one  another by one 
or more links. 

A  user gains access  to  an SNA network  through  a 
logical unit. Logical units manage the  exchange 
of data  between  end  users,  acting  as  an  interme- 
diary  between the  end  user  and  the  network. 

The path  control  layer  routes  data  between 
source  and  destination  and  controls data traffic  in 
the  network. Routes between  source  and  desti- 
nation  points  must  be defined using routing 
tables. 

The SNA network  interconnection (SNI) capability 
allows users in different networks to communi- 
cate with each  other. SNI provides a “gateway” 
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between the different networks  that  permits  each 
network to maintain the  network  address  scheme 
most  appropriate  to  its configuration. 

Network  routing:  Yesterday and today 

Until recently our network  route  generation  proc- 
ess did not include the  use of actual traffic data. 
Future  requirements  (locations,  load)  were  esti- 
mated and a network model was  developed which 
met the  requirements while delivering specified 
availability and  response time objectives.  The to- 
pology determined  was  entered  into NETDA, and 
routes  were  generated  based on criteria  such as 
minimal IBM 37x5  hops. Actual traffic patterns 
were  not used in route  generation. 

The  network  size (with more  than 129 nodes) and 
the routing complexity (containing more  than 
30000 routes)  resulted in two  major  concerns: 
(1) whether  network  delay  was minimized, and 
(2) whether  we  were making the most efficient use 
of the  network  components. The second  concern 
received  much  attention as expenses  were being 
minimized. We chose  to  address  these  concerns 
by using the  optimization  feature of NETDA along 
with actual traffic data. 

Using NETDA to optimize  routing  appeared to  be 
a simple process.  However, collecting the neces- 
sary traffic data  seemed  quite  a different story. 
Precisely what  data  were  needed  and  over  what 
time frame? 

Traffic  collection 

Different types of traffic flow through the IBM In- 
formation  Network  backbone. The IBM Informa- 
tion Network’s  data  collection  techniques  make it 
useful to decompose  the  data  into two types: 
(1) backbone traffic between  interconnected  net- 
works,  and (2) backbone-only traffic that  remains 
within the IBM Information  Network  backbone. 
The  former is referred  to as cross network trafic 
and  the  latter as backbone trafic. 

Cross network traffic. The accounting  method  for 
cross  network data required  that  certain  session 
information be  collected  for all sessions  passing 
through  an IBM Information  Network IBM 37x5 
running the SNA network  interconnection (SNI) 
via the  network  control  program (NCP) exits. Al- 
though the  data  are primarily used for accounting, 



they  contain  elements that  are useful in determin- 
ing traffic flows such  as: 

Time  stamp 
Origiddestination  network  addresses 
Byte  counters 
Message  counters 

Since  the  data  are used for  accounting,  they are 
retained  for  extended  periods of time  and are 
readily  available  for  processing. Similar data 
could  be  collected by using the  Gateway  Session 
Collection  feature of the Netview  Performance 
Monitor (NPM). 

Backbone  traffic. Accounting  techniques  for  the 
backbone traffic do  not result in data with the 
same level of detail as  the  cross network traffic 
accounting.  Therefore,  methods had to be de- 
vised to  estimate  the backbone traffic in much 
more  detail.  What data were  necessary? We 
needed message rates  and  message  sizes  between 
all session  subarea  pairs.  There  were  two  types of 
subareas in the  backbone traffic flows: (1) appli- 
cation  hosts,  and (2) boundary IBM 37x5s with 
attached  peripheral  nodes. Traffic to  the bound- 
ary IBM 37x5s was  determined by analyzing line 
utilization data  for all boundary IBM 37x5 lines to 
peripheral  nodes via the NPM. This  technique 
worked  because  data  appearing  on  peripheral 
node lines attached  to  the boundary IBM 37x5s 
are  either being sent by or being received by one 
of these  peripheral nodes-i.e., the  boundary IBM 
37x5  is  the  subarea node sink or  source  for  the 
data.  In  the  case  where  the  boundary IBM 37x5 
also  serves as a  “gateway” (running the SNI pro- 
gram) to  other  networks,  the  cross  network  traf- 
fic, if any, would be  captured via the  method  pre- 
viously described  under  cross  network traffic. 
Determining the backbone-only traffic contribu- 
tion of a  boundary IBM 37x5 becomes  a problem 
of determining the  data volume on all  of its  pe- 
ripheral  node  lines. 

As an illustration,  suppose an IBM 37x5 node 
named NCPl exists in our network. Further, sup- 
pose  that  node NCPl has  one 9600 bit per  second 
line attached  to it that  supports  a terminal cluster. 
Assume  that the line is half-duplex (data  are 
transmitted in only one  direction  at  the time). As- 
sume  for  the  discussion  that NPM reported utili- 
zation  for  the line at 50 percent  for  one  hour. We 
can  estimate  the  backbone-only traffic that flows 
into  and out of the network due  to node NCPl for 
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this  hour using basic  mathematics. The line  can 
transmit 9600 bits per  second or 1200 characters 
per  second (8 bits per  character).  However,  the 
line averaged 50 percent  utilization  for  the  hour, 
so the  average  transmission  rate per  second  over 
the  one-hour  period  was 600 characters  per  sec- 
ond (1200 X 0.50). Since  the  utilization  was  ob- 
served over a one-hour  period,  then  we  must 
multiply the average  transmission rate (600 char- 
acters  per  second)  times  the  number of sec- 

Methods  were devised to 
estimate the backbone traffic. 

onds in one  hour (3600) to  determine  the total data 
transmitted  in  the  one-hour  period. The line  ac- 
counts  for  2 160 000 (600 X 3600) bytes  per  hour. 
Since NCPl has  only  this one line for peripheral 
nodes,  the traffic into  and out of the network  con- 
tributed  by  node NCPl would be  2 160 000 bytes 
per  hour.  Again,  this is just  an illustration,  but the 
methodology was applied to  actual  data  for all IBM 
Information  Network  boundary IBM 37x5s  and 
their  associated  peripheral  node lines to  deter- 
mine the  total  backbone-only traffic contribution 
due  to  the boundary IBM 37x5s. 

Because  the  actual traffic in the  application  hosts 
was  unknown,  the remaining piece to  the back- 
bone traffic puzzle  was  to  estimate  what  percent 
of the traffic from each  application  host  travels to 
each of the boundary  node IBM 37x5s. A  number 
of estimation  techniques  were  considered using 
traffic distributions  based  on: 

Central  processor utilization (CPU) in percent 
Sessions by host 
VTAM utilization by host in percent 

Using percent CPU utilization by the host as  re- 
corded by tools  such as the  Resource  Measure- 
ment Facility (RMF) proved a poor  technique  be- 
cause  we  found many instances  when  the CPU 
utilization varied significantly but  the traffic re- 
mained relatively constant.  In  one  case a looping 
program resulted in high CPU utilization,  but  there 
was no change in network traffic. Similar analysis 
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was  performed using accounting  data  based  on 
percentage of cpu utilization,  but the results  were 
as poor  as  the  direct  use of CPU utilization. Ap- 
portioning traffic to  the  hosts based  on the num- 
ber of sessions to  the  respective  host  also  proved 
a poor  technique. The  weakness in this  approach 
appears  to  be  that many users  establish  sessions 
with hosts  and  then allow their  terminals to sit 
idle. There  was not always a positive  correlation 
between the number of sessions to  the host  and 
the traffic volume  to  and  from  the  host.  This prob- 
lem was especially evident with a virtual machine 
(VM) host running the  Professional Office System 
(PROFS@). A  large  number of users logged on  to 
the system  but  were  only making periodic use of 
the application.  The only technique which proved 
useful was that of using the VTAM percentage CPU 
utilization for  each  host.  This  approach  seemed  to 
compensate  for  the  previous  shortcomings be- 
cause VTAM generally consumes much of the CPU 
power  when traffic is being transmitted  between 
session  partners. 

Once  the trafiic entering or exiting the  network 
from a specific IBM 37x5 was  determined,  the 
number of bytes was divided among  the applica- 
tion processors  based  on a weighted average of 
the VTAM CPu utilization for  each  processor.  For 
example,  suppose  that  our  network  contained 
host  nodes HOSTl and  HOST^ with VTAM utiliza- 
tion of the CPU being 6  percent  and 10 percent, 
respectively. Weighted values are calculated as 
37.5 percent  for HOSTl (6/(6 + 10)) and 62.5 per- 
cent  for HOST2 (10/(6 + 10)). Again let us illustrate 
by using our sample  node NCPl, which we  esti- 
mated  made a contribution of 2 160 000 bytes  per 
hour. Using the weighted VTAM host  values,  the 
amount of traffic between NCPl and  the  two  hosts 
can be calculated as: 

NCPl-HOSTl: 810000 (.375 X 2 160000) 
NCPl-HOSTZ: 1 350 000 (.625 X 2 160 000) 

Allocating the traffic from all boundary IBM 37x5s 
to all application  processors  was  performed in the 
same  manner  and a table of backbone traffic pat- 
terns was  determined. 

Distributing the traffic based  on VTAM host utili- 
zation  proved the most  accurate among all of the 
techniques  described. The  accuracy of an  ap- 
proach  was  measured by comparing  actual NPM 
utilizations of all backbone  network links with the 
utilizations resulting from loading the traffic data 
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into NETDA. This  technique  seemed meaningful 
because it permitted  selection of the  backbone 
traffic estimation  method which minimized the 
difference between  actual  and modeled utiliza- 
tion. Data  were  compared on a  component-by- 
component  basis.  Four  statistics  were  computed 
for  each  approach.  First,  the  absolute  value of the 
difference between  the  actual  and modeled utili- 
zation was  averaged  over all components. We 
wanted  this  value to  be small (less than 10) since 
this was an overall  measure of how accurately  we 
distributed the traffic among the network  compo- 
nents.  Second,  the  sum of all of the differences 
(including the sign) was  averaged over all com- 
ponents.  Since we subtracted  the  actual utiliza- 
tion from the modeled utilization (in that  order) 
the value was either  positive or negative.  A  pos- 
itive value indicated  that  the traffic had been  over- 
estimated  and  a  negative  value  indicated that  the 
traffic had been  underestimated. We wanted  the 
“average  sum” to  approach  zero  because this  was 
a good measure of whether  or not our traffic vol- 
ume matched  the  actual traffic. If this  number  was 
zero it would indicate  that we had  the  correct 
amount of total  network traffic even if the  distri- 
bution was not precise. Finally, in the last two  sta- 
tistics we summarized the range of the values by the 
maximum overestimate and maximum underesti- 
mate. The quality of the approximation is discussed 
further in the section on validation. The summary 
statistics for  the  three  approaches  to backbone traf- 
fic estimation are contained in Table 1. 

Although the  average  sum of the differences in all 
cases of Table 1 indicate  that  our  estimate of traf- 
fic volume was  good,  the  average difference cou- 
pled with the range of the  values led us to  choose 
the VTAM utilization allocation  method. 

The problem of collecting backbone traffic can be 
simplified by using the Session  Collection  feature 
of the  Netview  Performance  Monitor (NPM). Us- 
ing this feature of NPM would allow collection of 
all data necessary to determine  backbone traffic 
data flows. 

Sampling  network  data. With a method to collect 
the  data, we  turned our  attention  to  determining 
a time  frame from which to  sample.  Since  our 
capacity planning and  performance had used the 
peak  hour time frame, it seemed logical to use 
peak  hour data  for  the optimization. It was im- 
portant  to  decide  the  time  frame in advance so we 
could be  sure  to sample  “before  and  after” utili- 



Table 2 NETDA node input 

zations  from  the  same time frame. We chose  to 
label the  hour of the  day with the most network 
traffic as  the peak  hour. We summarized all  traffic 
bytes  by  hour  for  four  weeks.  A  pattern of mid- 
afternoon traffic peaks  became  apparent. The dif- 
ference  between  weeks  was  small. Further, Tues- 
day  through  Thursday  seemed  to  have similar 
peaks  that  were higher than  the  other  days. Based 
on  our  observations,  we sampled data  from  the 
peak  afternoon  hour of Tuesday  through  Thurs- 
day  for  one  week  and  then  calculated  an  average 
of the  three  hours. 

NETDA 

NETDA is an interactive  computer program that is 
used to design SNA telecommunication  networks 
and  then  analyze  and  optimize  performance  for 
those  networks. It may be used to design a new 
network or  to evaluate  existing  and  proposed  net- 
works. NETDA provides  the  tools to define the 
network,  select  routes,  analyze  performance, an- 

alyze availability, and  generate full or partial  path 
definition statements  used by VTAM and NCP to 
implement routing in the network. In addition, 
NETDA allows the  user  to perform  “what  if”  ex- 
periments  before  investing in an expensive up- 
grading of the  network. For additional informa- 
tion on NETDA refer  to  the NETDA general 
information publication in Reference 1.  

NETDA had been used in the IBM Information  Net- 
work for five years to  generate  routes and the 
associated  path definitions, as well as  to aid in 
network  design.  However, NETDA had been  used 
to perform the  generation of routes  based  on  the 
defined topology; it had  not  been fed traffic  in- 
formation  that would have  permitted it to opti- 
mize the  routes  based  on  load. With traffic data in 
hand we then  entered  the  values  into NETDA. 

Feeding NETDA. Traffic data  can  be  entered  into 
NETDA by one of two means: (1) manually via a 
series of panels,  or (2) in file(s) via the NETDA I/O 
processor. 

At  the time of optimization  the IBM Information 
Network  backbone  consisted of 129 subarea 
nodes and 273 full duplex  backbone links. We 
chose to use the I/O processor with our traffic file 
of over 3000 records  since  the  volume of our  traf- 
fic data would have  made it very  cumbersome to 
manually enter all  of the  data. 

The NETDA traffic input file has  a  very specific 
format  and is documented  in  the NETDA reference 
manual.’ The file has  three  elements.  First,  one 
must define all  of the  nodes  for which traffic is to 
be defined, such as in Table 2. 

Second,  one  must define the  message  rates  and 
related data  for all  of the applications. A sample 
is contained in Table 3. The word  “application” 
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Table 3 NETDA  application  input 

is used  loosely,  because  one usually defines all 
IBM 37x5s running SNI as applications  because 
their  applications lie in attached  networks. 

Finally,  distribution  tables  must  be defined that 
relate  the  application  message  rates to their  ses- 
sion end  points. The distribution  table  indicates 
the percent of  traffic between  the application and 
other  network  nodes. A common  distribution ta- 
ble can  be  used or we  could define a unique dis- 
tribution  table for  each  application. An example 
of a  distribution  table for a node named MVSl may 
be seen in Table 4. 

Once  the file was  constructed with the  three el- 
ements, it was  quite simple to read  the  data  into 
NETDA. Given a  network topology definition and 
routes,  the  procedure to read  the  data  into NETDA 
is: 

Delete  any  existing traffic data from NETDA 
Select  the 1/0 processor menu 
Select the traffic input menu 
Read in the traffic data 

It took  approximately two minutes  to  execute 
these  steps  for our network. NETDA is  very  ac- 
commodating  since it will read in multiple net- 
work traffic files and  permit  the  user to augment 
existing traffic data with the new data,  rather  than 
automatically  overwrite  any  previously  read 
data. This  can be very useful when  one must look 
at  changes in the network  due  to  incremental  traf- 
fic. 

IBM SYSTEMS JOURNAL, VOL 30, NO 3, 1991 

Table 4 NETDA  distribution  table  input 
I 1 

NODE-IO 

Validation 

Prior  to optimizing the  routes, we wanted to en- 
sure  that  network  component utilizations ob- 
served in NETDA after loading traffic data  closely 
approximated  actual data in the network  at the 
time of sampling. Our method of determining how 
accurately the  true  network traffic flows had been 
captured  was to load the  data  and  then  compare 
network  component  utilizations  in NETDA with 
those  obtained  from NPM. Because our account- 
ing techniques  capture all of the  cross network 
traffic, the comparison is most  indicative of the 
quality of the  backbone traffic estimate.  The  re- 
sults  were promising. A sample of the table  con- 
structed for all components is in Table 5 .  
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Table 5 Utilization  validation 

Why did the  data not  agree  exactly? At least  four 
significant reasons  are  apparent.  First, although 
the estimate of total  backbone-only traffic was 
good,  there  were  certainly  errors in our  estimate 
of the distribution  because  the  exact  distribution 
is not  known. Hence,  there may be  a bit too much 
traffic in one  location  and a bit too little in another 
location.  Second,  overhead data  are not included 
because  the  statistics  used  do not reflect such 
data.  For example,  we do not  generate  accounting 
records  for  the  actual  accounting  records  that 
flow in the  network.  Third,  because  the message 
lengths (I/o) were  averaged  into  a single value for 
many  applications within one host  subarea,  the 
sending  and receiving utilizations of full duplex 
backbone links may have  been  skewed. Fourth, 
NETDA requires  that the  user  enter  the message 

processing  speed of the communications  control- 
ler being used.  Because  these data  were  not gen- 
erally available,  we had to rely on  matching  actual 
utilizations with message rates  from  our traffic 
data.  Nonetheless,  the  data  match  quite well 
when one  considers  that  utilizations are being 
compared  for 402 components. 

Optimization 

Before discussing the  optimization  results, it is 
valuable to point out  that NETDA optimization 
does  not optimize the topology by adding or re- 
moving nodes or  trunks. NETDA optimized the 
routes which were  generated  prior to optimiza- 
tion.  Network design alternatives should be eval- 
uated with NETDA prior to optimization. Design 
alternatives  must  also  be  analyzed  after optimi- 
zation  because  the design may be so poor  as  to 
cause  bottlenecks. 

Having established  a  base  network NETDA model 
with traffic data closely resembling  our  network, 
it seemed logical to look  at  the  results of permit- 
ting NETDA to optimize our routing  based  on the 
traffic. The  process of optimization  took  approx- 
imately 1.5 minutes  for our network of over 30 000 
routes. 

The  results of the  optimization  were  encouraging. 
Given the  current topology (no  new  hardware) the 
network  delays  were  reduced  and a number of 
very busy resources had their  utilizations signif- 
icantly reduced.  The  average  network  path  delay 
during the  peak  hour was reduced by 6 percent. 
The peak  hour 90th percentile  delay  decreased by 
42 percent. NETDA had projected an average  sav- 
ings of 4.3 percent  and  does  not  supply a 90th 
percentile  value. The  decrease  was  accomplished 
by redistributing  the traffic onto different routes 
with less utilized components.  The implication 
here is that  network  response  time had been  de- 
creased  without  any new network  expense. A 
most interesting view of the effects on  path delay 
is to view a  distribution of path  delay  decrease or 
increase  after  optimization as  seen in Table 6. 

Table 6 shows,  for  example,  that 38 percent (20 + 
18 percent) of the  routes had a delay  reduction 
between 50 milliseconds and 150 milliseconds. 
The  table  also  shows  that 87 percent of the  routes 
had a delay reduction,  whereas 13 percent of the 
routes had a delay  increase.  In  general  the  routes 
with delay  increases  were  routes with very little 
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traffic. Overall,  path  delay significantly decreased 
due  to optimization. 

Since  the  backbone links were full duplex, we 
decided to average the sending and receiving uti- 
lizations in order  to  compute a single statistic  per 
link. This single statistic simplified before and af- 
ter  comparisons. Optimization enhanced both ca- 
pacity planning and  performance efforts by nearly 
cutting in half the  number of links over 41 per- 
cent.  The distribution of backbone link utiliza- 
tions  after  optimization showed a migration 
toward  lower utilizations which can be seen in 
Table 7. 

The distribution of communication  controller uti- 
lizations did not  show a significant reduction in 
the higher levels but did show  redistributions be- 
tween the middle categories.  One  reason  for  a 
lack of reduction in the busier  communication 
controllers is a design which requires traffic pass- 
ing through  certain  intermediate routing commu- 
nication controllers.  The  results  are  shown in 
Table 8. 

Summary  statistics  for all paths, all communica- 
tion controllers,  and all links can  cause  us  to lose 
sight of the significant response time improve- 
ment for specific network  paths.  In order  to il- 
lustrate  the significance of the savings, let us look 
more closely at how optimization affected a  spe- 
cific path:  the  path  from  one IBM 3725 to  an  ap- 
plication which the  Information  Network man- 
ages. The primary  route  between  these  two  end 
points  showed an improvement of 200 millisec- 
onds  after  optimization.  A message size of over 
12 000 bytes is not unusual  for  this  application. 
Since  the  application  segments  the messages into 
1K chunks, 12 chunks  (messages) would have to 
be  transmitted. Although SNA would likely result 
in parallel transmission of the  segments,  the  sav- 
ings may be as high as 2.4 seconds (0.2 X 12) for 
the 12 000 byte  transaction. Optimizing the  rout- 
ing reduced  end-user  response time to this appli- 
cation  at  no  additional  expense  to  the Information 
Network. 

Concluding remarks 

The benefits from optimizing the  network routing 
using traffic data  are significant. First  and  fore- 
most,  the  network delay can be reduced.  Fur- 
thermore,  the  reduction in delay requires no ad- 
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Table 6 Distribution of delay  changes 

I 0-50 37 3 l  
51-100 20 2 

101-150 18 5 

151-200 9 3 

201 -t 3 0 

~ ~ 

Table 7 Distribution of link  utilization  changes 

PerOeM of BeckboMs UnRS 
tInk Bedcre A* 

utilltatlon O ~ t r n i ~ ~ ~  O ~ i r n i ~ ~  

0-10 52.6 56.4 1 
11-20 20.8 22.3 

2 1-30 12.9 lo*? 

3 f-40 6.9 6.9 

4 1-50 4.8 2.8 

5 1-60 1 .o 0.3 

60+ 1 .o 0.4 - 

Table 8 Distribution of communication  controller 
utilizations 

Communfcoltion &rcent of Communlcanwt 

0-10  12.6  12.6 

1 1-20 25.2 263 

21-30 16.0 13.4 

3 "4 9.2 13.4 

4 1-50 11.8  9.2 

5 1-60 9.2 8.4 

61+ 16.0 16.0 



ditional network  expense.  Second,  backbone 
resources  are used in the  most efficient manner 
because the traffic is balanced  across  the compo- 
nents in the  best  manner  possible. Optimization 
gave  us a bit of breathing room for  resources 
which appeared  to  require  additional  capacity. 
Prior to optimization, we had  three high-speed 
backbone links with peak  hour utilizations of 67, 
67, and 64 percent.  These  were of concern  since 
we had a target of  65 percent peak hour  to  account 
for  order lead time and  containment of spikes  dur- 
ing the  peak  hour.  After  optimization,  their uti- 
lizations  were  reduced  to 52, 57, and 58 percent, 
respectively.  Before  optimization, tcvo commu- 
nication controllers had utilizations of 59 and 58 
percent. Following optimization,  these utiliza- 
tions  were  reduced to 37 and 40 percent.  Third, 
once  the network is optimized,  one  has  the ability 
to scrutinize lightly loaded  components  and  their 
usefulness.  In this way expenses may actually be 
reduced as a result of changes in the network  to- 
pology after  network  optimization.  In  essence, 
the traffic data  can be used to  determine  a more 
efficient topology to  support  the traffic. Fourth, 
understanding the traffic patterns in the  backbone 
network  at  the  detail  necessary  for optimization 
has  proved beneficial in problem determination. 
For  example,  suppose  an IBM 37x5 node  has  very 
high utilization (90 percent)  and traffic informa- 
tion shows  that 50 percent of the message rate 
through  the 37x5 is to a  network  that is attached 
to  the same 37x5.  Then we would conclude  that 
one way of reducing 37x5 utilization is to  con- 
sider moving the  attached  network  connection to 
some  other  less utilized 37x5. 

Currently SNA routes  are  static in the  sense  that 
it requires  a reloading of tables in the communi- 
cation  controller  and VTAM to alter the  routes. 
There  are  currently many discussions regarding 
more  dynamic or adaptive routing that would not 
require reloading of tables.  Rather,  such routing 
would determine  the “best” route  at  the time a 
session was established,  based on some set of 
criteria.  Our  route  optimization could be viewed 
as one iteration  in  what would be a continuous 
process of route  selection  under  a  dynamic  rout- 
ing scheme.  Our  work would seem to suggest that 
some  form of dynamic routing which uses  feed- 
back regarding traffic patterns  and  component uti- 
lizations could significantly improve  network re- 
sponse  time,  as well as make best use of available 
network  resources. 
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The weak link  in our  process of optimization is 
the  estimate of the  backbone-only traffic. Since 
the utilizations in the NETDA model depend  on 
accurate traffic statistics, it would be  best if this 
portion of the traffic did not have  to  be  estimated 
but could be collected precisely as in the  case of 
the  cross  network traffic. It  has  been suggested 
that NPM session data be used to  gather  precise 
statistics,  and  this possibility is being explored.  It 
would be most desirable  to  use  input  from  some 
type of standard  product  to  gather  precise infor- 
mation.  Again, it would appear  that NPM session 
collection may provide the  answer.  Furthermore, 
NPM gateway session  collection  could  be  used in 
place of the  current  method of cross network 
accounting.  Therefore, NPM session  collection 
would provide  an  integrated, standard, and  sup- 
ported  solution to  the problem of traffic data col- 
lection. 
VTAM is a trademark,  and  PROFS  is a  registered trademark, 
of International  Business Machines  Corporation. 
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