Porting DPPX from the
IBM 8100 to the
IBM ES/9370: Migration

This paper explains the development of the migration
process by which applications running on a network of
DPPX/SP systems would migrate to a network of
DPPX /370 systems. DPPX/SP is a centrally managed,
distributed processing system designed to run on the
IBM 8100 family of processors. DPPX/370 is the
DPPX/SP system ported to the IBM ES/9370 family of
processors. The paper outlines the strategies, the
technical problems encountered and their solutions,
customer participation, and testing. Finally, it provides
recommendations on how the process might have
been improved.

he migration of customer systems was a major

concern in the porting of the Distributed Proc-
essing Programming Executive (DPPX) operating sys-
tem from the 1BM 8100 to the 1BM ES/9370 hardware.
Moving a computer system from one hardware ar-
chitecture to another is a formidable task, requiring
significant customer investment in training, plan-
ning, and execution of the technical changes.

A key concern of 8100 customers was the ability to
use their existing DPPX System Product (DPPX/SP)
applications and databases on the new ES/9370 hard-
ware base. Further complicating the move was the
existence of large networks of 8100s running
DPPX/SP.

A primary goal was to make the migration from
DPPX/SP to DPPX/370 as straightforward as possible
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with a minimum of change to end-user commands
and operator functions. This goal was essential to
the success of the ported operating system. Migration
to a new version of the operating system, rather than
conversion to a new system, implied that the cus-
tomers’ existing skills and knowledge of bppPx would
still be useful, minimizing the amount of training
required.

The migration of existing system definitions, appli-
cations, and data also preserved the customers’ sub-
stantial investment in a proven network configura-
tion. This allowed the customers to avoid conversion
to an entirely new hardware and software system
with inherent costs in education, recoding of pro-
grams, and conversion of existing data.

Another major goal was to provide easy-to-use doc-
umentation of the migration process. This documen-
tation is contained in References 1 and 2.

The migration information had the following pur-
poses: It had to persuade the customer to migrate
and therefore had to be presented as a task that was
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not overly difficult, it had to help customers plan
their migration, and it had to provide actual migra-
tion procedures.

A secondary goal was to allow DPPX/SP and DPPX/370

systems to coexist in a mixed network. This was
important because large networks consisting of one

A secondary goal was to allow
DPPX/SP and DPPX/370 systems to
coexist in a mixed network.

hundred or more DPPX/SP systems were in existence.
This is a unique problem to distributed processing
systems, where hundreds of systems can be in the
network. Thus, a customer could migrate one system
at a time, verifying the success of the migration,
before making a commitment to migrate the entire
network. References 3 and 4 give a general descrip-
tion of DPPX distributed processing systems.

Another established goal was to migrate a production
system within a weekend. Although the actual time
period is affected by many customer-dependent vari-
ables, this goal served as a focus for the migration
committee to identify tasks that could be performed
prior to the actual migration.

Migration was defined as replacing DPPX/SP systems
on a one-for-one basis with DpPPX/370 systems. If a
customer chose to retain an 8100 to control com-
munication devices not supported by DPPX/370, it
was assumed that no applications would remain on
the 8100.

On the other hand, if a customer was just adding an
ES/9370 to an existing DPPX/SP network and was not
migrating any data or applications from an 8100 to
the new machine, this was considered a new instal-
lation, not a migration.

Strategy

Because of the diverse considerations that needed to
be addressed in the migration, a committee was
formed to analyze and define the migration process.
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This committee was responsible for planning the
migration documentation. It became apparent that
some information was needed for the customers to
plan the migration, whereas other information was
needed only during the actual migration of the sys-
tems. Therefore, the documentation was split into a
migration planning manual and a migration proce-
dures manual."’

The strategy for developing the migration informa-
tion was to “divide and conquer.” The job was
divided into logical scenarios based on the typical
customer environment. The scenarios described the
overall migration of a customer’s DPPX network.
This strategy was further refined to migrate each
DPPX system. The job was broken down further into
migrating system parts, user-defined parts, and other
considerations.

The migration committee consisted of approxi-
mately ten representatives from all groups in the
DrPX development organization. These people had
different technical expertise. The migration commit-
tee formed a wide knowledge base of the entire DPPX
operating system. Of course there were some holes
where no single member had technical expertise.
Where DPPX technical expertise was lacking, it was
1dentified, and a plan to obtain information outside
the committee was formed.

Strengths and weaknesses of the strategy

The benefits of this strategy were twofold. (1) It
allowed the parallel effort of many people involved
in gathering the information. (2) It provoked an in-
depth understanding of a limited part of the migra-
tion by each investigator.

There were also multiple benefits of the migration
committee approach. The knowledge was shared
among personnel from different groups, regular
meetings permitted checkpointing and tracking of
progress, and many conflicting ideas were resolved
to provide a general solution.

The committee approach had a few weaknesses. Due
to the rather large number of representatives in the
migration committee meetings, much unproductive
time was spent discussing conflicting opinions. Al-
though a smaller migration committee may have
been more productive with less discussion, many
migration concerns may then not have been ad-
dressed.
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The information gathering was done at the same
time as program development. This resulted in con-
flicting demands on technical experts’ time. The
benefits of shared knowledge and early availability
of migration information more than offset this weak-
ness.

The people available to participate lacked a broad
customer background. This weakness was offset by
people who were very technically knowledgeable.
Acquiring more customer knowledge from outside
the migration committee was recognized as a prob-
lem that needed to be addressed.

Tasks

The migration committee decided to break down
the large migration job to a task level. This allowed
the work to be distributed and helped ensure that all
possible items were handled.

The tasks evolved into a list of about a hundred
work items. These work items were then distributed
among the members of the migration committee. A
standard format for documenting the information
was developed, and the responsible committee mem-
bers had the job of finding the correct technical
person to document the task. They also had to gather
a list of all the 1BM customized DPPX/SP elements for
the component being worked on. These customized
elements were shipped with the DPPX/SP product and
could be modified by the customer. Then the com-
mittee member had to present the findings to the
rest of the committee to critique.

Once the task was documented, it was placed in a
migration task file. This file was the source of infor-
mation for the migration manuals which were writ-
ten after all the task documentation was complete. '~
Because the migration data placed in the task file
were totally unorganized, the writers of the manuals
encountered problems using the information.

The problems encountered. A number of problems
were encountered. The most significant ones are
discussed.

Organization of tasks. The biggest problem was the
lack of organization of the migration tasks. Migra-
tion had numerous discrete tasks, but they did not
fit together into a process the customer could follow.
Not only was overall organization lacking, but each
of the tasks contained planning and procedural sec-
tions that needed to be ordered chronologically.
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Some tasks, such as ordering hardware, had to be
done in advance. Other tasks, such as moving user
data to the ES/9370, were done at the actual time of
migration.

This problem was solved by dividing the tasks into
planning tasks and procedural tasks. The planning
tasks were those that could be done in advance before
the customer installed the product. The procedural
tasks were those the customer did at the actual time
of migration. Tasks were further organized by sub-
dividing by the type of user who would complete
them. This organization provided the committee
with hardware, data, and application migration
tasks. This organization of tasks was then verified by
iterative documentation reviews and testing.

Hierarchy of importance. It was not clear which tasks
were important and would have to be done by all
customers, and which were so obscure that no one
would ever attempt them. This problem was solved
through customer feedback during a joint study,
described later, and system test of DPPX/370.

Audience definition. The migration committee was
not sure who would be performing the tasks. Some
very detailed task descriptions would be performed
by an operator, whereas other tasks involved an in-
depth knowledge of the most complex areas of the
DPPX operating system. Some tasks required a hard-
ware expert to perform them, others an application
programmer.

The tools that were being developed also reflected
this problem. Migrator, the automated tool for mi-
grating system elements and user data, was originally
designed so that it could be used by someone at the
operator level. The worksheets that were to be used
by the person operating Migrator, however, required
an in-depth knowledge of the system. Obviously, it
was not known who would be using the migrator.

This problem was solved by getting to know who the
migrating customers were. Findings were validated
by conducting usability tests with the documentation
and the code, using appropriate test subjects.

Network migration

DPPX is an operating system for centrally managed
distributed processing. The characteristic environ-
ment of DPPX customers is a network with three
types of systems.
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Figure 1 Creation of a model system, restoration, and migration after restoration
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1. An application development system, where cus-
tomer applications are written and tested

2. A model production system, which contains ap-
plication programs, data, and other items that are
common to all the production systems in the
network

3. Production systems, which are copies of the
model system, customized for a particular pro-
duction site (where end users execute the appli-
cations)

Scenarios were developed to describe the process for
migrating a typical network, with actions depending
on the type of system being migrated. Figure 1 shows
the creation of a model system at the central site, the
model system being dumped to tape, the system
being restored at the remote site, and then the mi-
gration of unique data at the remote DPPX location.
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It was found that the migration of an entire network
would be a gradual process. Figure 2 shows that over
a time period of a few years some customers would
have both DPPX/SP and DPPX/370 systems in the
network.

Technical problems and solutions

Migrating 8100 hardware connections to ES/9370

The hardware supported by the 8100 could not be
fully supported by the ES/9370 hardware. On the other
hand, many communication connections supported
by the 8100 hardware could be reconnected to the
ES/9370 hardware with little or no hardware changes.
Some minor differences between the 8100 and ES/9370
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Figure 2 Network migration to DPPX/370
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hardware required changes in cable lengths and hard-
ware connectors.

8100 loop devices. The biggest problem for connec-
tivity was migrating 8100 loop devices connected to
the 8100 over to the Es/9370. The ES/9370 did not
support the 8100 loop. Customers of the 8100 had
hundreds of display terminals and hundreds of man-
ufacturing terminals that could only be connected to
the 8100 communication loop. The DPPX design
department looked extensively for a method to sup-
port 8100 loop devices connected to the ES/9370.

One of the possible solutions investigated was a
remote 8100 loop connected to a PC, where the pC
was attached by Synchronous Data Link Control
(spLC) to the ES/9370. Since the final customer price
for this hardware and software was too high to be
useful for the customers, the final solution for 8100
loop support was to retain the 8100 to be used as a
controller.

8100 retained as a controller to support 8100 loop
devices. The ES/9370 supported a sDLC peer link, as
shown in Figure 3. The 8100 and Es/9370 could be
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peer-connected by this communication link with a
data rate of 56 000 bits per second. Through the use
of Router, which is software that is part of both
DPPX/SP and DPPX/370, 8100 loop devices could com-
municate with DPPX/370 applications across the 8100
to ES/9370 peer link. No new code needed to be
developed, since this was existing function currently
supported by the router in both DPPX/sP and
DPPX/370. Figure 3 shows a DPPX/370 application
communicating with devices connected to the 8100
through the router.

Sample DPPX/370 configurations. When replacing
an 8100 with an ES/9370, the customer could elect to
keep the 8100 and use it as a controller. The follow-
ing sample configurations show this option and other
options available for hardware migration.

DPPX/SP configuration before migration. Figure 4
shows two DPPX/SP systems before migration. Both
systems use an §100 loop and have spLC data links
connected to a communication controller (3174 or
3274) or pc, where multiple display terminals can
be connected to the communication controller. Sys-
tem B has manufacturing terminals (364x) and a
display terminal (8775) connected to an 8100 loop.
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Figure 3 Supporting 8100 loop-attached devices
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DPPX[370 configuration after migration. Figure 5
shows the two systems after migration. DPPX/SP sys-
tems A and B are replaced with DPPX/370 Systems.
One of the 8100s is kept as a controller and is peer-
connected to the DPPX/370 system B. All applications
running on the DPPX/SP systems are moved to
DPPX/370 systems A and B. The communication
controllers and pcs that were connected to DPPX/SP
system A’s 8100 loops are replaced with communi-
cation controllers and PCs connected to a token ring.
Devices attached to the old communication control-
lers are reconnected to the new controllers. System
A’s sDLC data links are moved from the 8100 to the
ES/9370.

The devices connected to the communication con-
trollers on system B are removed and reconnected
to the DPPX/370 system B Work Station Controller
(wsc). System B’s loop wire remains connected to
the 8100 retained to support the manufacturing ter-
minals and loop-attached display terminals. Devices
connected to the 8100 loop wire communicate with
applications on DPPX/370 through the router soft-
ware.
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DPPX|370 configuration using token ring. Figure 6
shows another example of the same DPPX/SP systems
in Figure 5 after migration to DPPX/370. In this
example, the token ring peer-connects the ES/9370s
and connects some of the controllers and PCs.

It is possible to upgrade the current PCs so that they
can connect to a token ring. The customer would
have to replace loop and SDLC communication con-
trollers with models that support token ring. It was
not necessary to rewire the devices attached to the
controllers that could connect directly into the 1BM
token-ring controllers.

Other hardware migration concerns. Many other
small hardware migration planning concerns were
documented to make the migration document com-
plete. Making the customer aware of even some of
the smallest hardware concerns during the planning
phase made the migration procedural phase go rap-
idly. Following is a list of some of the hardware
migration concerns that were documented:

o If the 8100 would have to be in operation at the
same time as the ES/9370 for some small migration
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Figure 4 Two DPPX/SP systems before migrating to DPPX/370
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time period (for example, for two days on a week-
end until migration could be completed), both
electrical power and floor space would have to be
made available to accommodate both the 8100
and Es/9370.

Communication protocol differences and support
were documented between the 8100 and Es/9370.
In some cases, a modem to supply clocking was
added to the communication line for £5/9370s.
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e Cable differences were documented. Some of the
ES/9370 cable lengths were shorter than those sup-
ported by the 8100.

¢ Sometimes the hardware that was required after
migration would determine which data transmis-
sion method was chosen for migrating data.

Another hardware concern for customers who de-
cided to retain the 8100 as a controller was the
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Figure 5 Two DPPX/SP systems after migrating to DPPX/370
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response time for 8100-connected devices commu-
nicating with applications running on the ES/9370
through the router. A program called the Perform-
ance Advisor was written that would run on a per-
sonal computer to assist the customer in planning
the response time. Given various current 8100 con-
ditions and response times, the Performance Advisor
would determine what the response time would be
using the 8100 as a controller.
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Migrating data

To migrate data from the 8100 to the ES/9370, differ-
ent data transmission methods were made available.
The different methods had different hardware re-
quirements and different performance rates. Below
is a list of the data transmission methods from best
to worst performance.

GOODRICH AND LOUGHLIN




Figure 6 DPPX/370 network using token ring
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1. Stand-alone DASD dump/restore (SADDR) used
reel-to-reel tape to dump an entire DASD volume
on the 8100 and then to restore this volume from
tape to an ES/9370 DASD volume. Tape drives on
both the 8100 and ES/9370 were required.

2. Peer Data Transfer (PDT) could be used to migrate
data from an 8100 that was peer-connected to an
ES/9370. This method was very convenient for
systems where the 8100 was going to be retained
and used as a controller to support 8100 com-
munication devices that are no longer supported
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by ppPx/370. This could be done over 56 000,
19 200, or 9600 bit-per-second communication
lines.

3. Distributed Systems Executive (DSX) or Net-
View™ Distribution Manager (NetView DM)
could be used to transport data from an 8100 to
a large central site host System/370 and then back
to an ES/9370 system. This was done over 9600
bit-per-second communication lines.

The migration tool, Migrator, which presented data
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set selection screen panels, was designed to migrate
data. Tt allowed the selection of 8100 data sets for
migration. It made it easier to select data sets and
provided the following functions:

» Data set filtering. Migrator filtered out 1BM data
sets that should not be migrated.

o Customized data sets. Migrator provided a list of
1BM data sets that may have been used to custom-
ize DPPX/SP, which could be selected for migration
in order to retain the same customization on
DPPX/370.

» Specific programs generated. Migrator generated
programs specific to the data transmission method
selected. These programs would migrate the data
selected when invoked on the DPPX/370 system.

Another very important requirement for data trans-
mission was the ability to migrate all unique data at

DPPX/SP and DPPX/370 are highly
distributed operating systems.

a production site within 30 hours—that is, within a
weekend—so that users would not experience any
down time.

DPPX/SP and DPPX/370 are highly distributed operat-
ing systems with usually one application develop-
ment site and as many as a hundred production sites.
All production sites usually run the same set of
applications. Each production site is different only
by its application data and communication devices.
To migrate each production site, a model DPPX/370
system for all production systems would be built at
the application development site. This model system,
including the customized operating system, would
be dumped to tape and then restored from tape on
each production system’s ES/9370 DASD. Then the
production site unique application data could be
migrated from the 8100 to the ES/9370 within this 30-
hour window.
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Migrating applications

Figure 7 summarizes the way each type of applica-
tion is migrated to DPPX/370.

Migrating COBOL applications. Migrating coBoL
applications proved to be the biggest effort in appli-
cation migration. Considerations included:

* Source code incompatibilities between DpPx 8100
COBOL and DPPX/370 COBOL II

* Additional reserved words

Whether the applications would exist in a mixed

network of 8100s and 9370s

Where the source would be kept

What publications would be used

Arithmetic precision

Storage requirements

The preprocessor. There are two equivalent preproc-
essors, one for bPPX/370 and one for Mvs. The choice
of preprocessor depends on where the source will be
compiled. The cOBOL 11 preprocessor is a licensed
program used to adjust 8100 DPPX COBOL source
code for either COBOL 11 compilation.

The COBOL programs need to be run through the
COBOL 11 preprocessor before recompiling them un-
der coBoL 11. The COBOL 11 preprocessor has two main
functions: (1) It handles DPPX language incompati-
bilities by converting the statements (which run on
the 8100) into acceptable COBOL 1l statements that
will run on the DPPX/370 system. These conversions
are necessary because of the differences between
8100 pprpx coBoL and cOBOL I1. (Some of the state-
ments have different syntax requirements.) (2) It
handles DPPX/370-unique I/O0 extensions not sup-
ported by COBOL 11.

It was decided that brpx/370 would support COBOL
11, not DPPX 8100 coBOL. This decision made the
COBOL programs meet the industry standard.

Customers had two main decisions to make in their
migration. (1) Decide where to maintain the COBOL
source. It could be kept on the DPPX/370 or at the
host Mvs system. During the network migration time,
when operating a mixed network, the customer may
have decided to keep source on DPPX/SP. (2) Decide
which compiler to use—the DPPX/370 COBOL 11 com-
piler or the vs coBoL 11, Release 1.2, compiler on
Mvs. This depended on where the customer was
going to develop applications and maintain the
source.
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Figure 7 Overview of application migration
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The migration process of COBOL compiler and ap-
plications. The customer needed to recompile the
preprocessed cOBOL applications before they could
be used. They could be recompiled on Mvs with the
VS COBOL 11, Release 1.2, compiler, or on DPPX/370
with the DPPX/370 COBOL 11 compiler.

Customers had to decide where they would develop
their applications and where they were going to
maintain their source. The answers to these ques-
tions decided which preprocessor and COBOL com-
piler the customer would use. Figure 8 shows the
relationship between the compilers.

The following is an overview of how COBOL appli-
cations were migrated.

1. Preprocess on MVS or DPPX/370.
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2. Compile on MVS or DPPX/370.
3. Link-edit the text deck on DPPX/370.
4. Run the program.

The assembler. DPPX assembler programs could not
run on DPPX/370, since assembler language is directly
associated with the architecture of the processor. The
customer had to rewrite DPPX/SP assembler programs
for pPPX/370 by using a language supported by
DPPX/370 or by using Assembler H on MvVs. DPPX
macros for use with Assembler H were developed.

The customer had to decide which DPPX/SP assem-
bler programs were required on DPPx/370 and then
decide which language to use to rewrite those assem-
bler programs. The customer also had to estimate
the rewriting effort.
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Data management

Figure 9 shows the different methods of data migra-
tion.

Catalog reformatting. In order to support larger DASD
devices, the catalog structure changed in DPPX/370.
Migrated catalogs needed to be reformatted before
DPPX/370 would allow read/write access to the cata-
log. Read access to a ppPX/sP format catalog was
allowed in order to permit the copying of data out
of the catalog when the entire catalog was not
needed.

Logical volumes. In order to move data from a
DPPX/SP system residence volume to a DPPX/370 Sys-
tem residence volume, two disks with the same vol-
ume serial needed to be active at the same time. The
logical volume function allowed the activation of the
DPPX/SP system residence volume with a temporary
name, allowing the copying of data from one disk to
another.

Change in logical block size. Due to the change in
the disk physical block size from 256 to 512 bytes,
the default logical block size for data sets was
changed to 512 bytes on DPPX/370. DPPX/370 main-
tained the external interfaces allowing 256-byte log-
ical blocks. However, the system had to translate
disk 170 requests into 512-byte requests, causing a
performance degradation.

To help customers find data set definitions that
should be reblocked, a tool was written to log those
definitions that have the logical block length de-
faulted or specified as a nonmultiple of 512 bytes.

Multivolume user catalogs. DPPX/sP required that a
user catalog reside entirely on one disk volume.
Because the ES/9370 disks hold much more data than
8100 disks and the ES/9370 cPU is more powerful, the
performance of the system was expected to be limited
by the contention for disk 1/0 access.

To help alleviate this contention, multivolume user
catalogs were designed to help balance the 1/0 ac-
cesses across multiple disk volumes. This is done by
allowing the definition of catalogs (and thus large
databases) spanning the data across more than one
disk.

Migration tools

Some of the software tools used for migration were
written to run on an 8100 under pPPX/SP Release 3
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Figure 8 COBOL compiler processes
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or Release 4. Other migration tools were shipped
with DPPX/370 and run on an ES/9370 system.

The following is a list of the migration tools that
were written to run on an 8100:

e The LIST.CONNECT command lists outstanding
connections to disk data sets. This command is
used to find 8100 data sets that were marked
connected for output. Any data set marked con-
nected for output could not be connected to,
which would result in not being able to read the
data set. Therefore these data sets could not be
migrated.

e Migrator generates DPPX/370 commands that
would be run on the DPPX/370 system to migrate
data from DPPX/SP to DPPX/370. The user was
presented lists of DPPX/SP systems data sets that
may have been changed or customized by the
customer. Data sets that had been modified could
be selected for migration. Lists of user data sets
could also be selected.
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Figure 9 Data transmission methods supported by Migrator: (1) Stand-alone DASD dump/restore (SADDR); (2) Peer Data
Transfer (PDT); (3) Distributed Systems Executive (DSX) or NetView Distribution Manager (NetView DM)

HOST

NETVIEW DM OR DSX

(8]
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COMMANDS

PEER DATA PEER DATA

TRANSFER E] TRANSFER

{SERVER ONLY) {REQUESTER AND

SERVER)
CATALOGS
DATA SETS
MAGNETIC TAPE MAGNETIC TAPE
e Peer Data Transfer (PDT) provides commands that e The MIGRATE.DATA command runs commands

transfer data sets and catalogs from DPPX/SP to a
DPPX/370 over a peer link between an 8100 and an
ES/9370 system.,

generated by the migrator to migrate data from
DPPX/SP 10 DPPX/370.
Peer Data Transfer (PDT) provides commands to

transfer data sets and catalogs from DPPX/SP to a
DPPX/370 over a peer link between an 8100 and an
ES/9370 system.

* Stand-alone DASD dump/restore (SADDR) lets the
customer restore an 8100 saADDR-dumped DASD
volume onto an ES/9370 DASD using magnetic tape

The following tools were shipped with the brPpx/370
system and run on the DPPX/370 system:

e The LIST.CONNECT command lists outstanding
connections to disk data sets.

118 GOODRICH AND LOUGHUN IBM SYSTEMS JOURNAL, VOL 29, NO 1, 1990




as the transfer medium. However DPPX/370 could
then provide only read access to these data sets
that were in catalogs with a DPPX/sP format. To
obtain read/write access to the migrated data,
either data sets had to be copied to another catalog
that had been defined and created by DPPX/370 or
the pppx/sp formatted catalogs had to be con-
verted to DPPX/370 format.

e The REDEFINE.CATALOG command provided the
subcommand MIGRATE, which would convert vol-
ume catalogs and user catalogs that were migrated
to an ES/9370 DASD by means of SADDR. The vol-
ume catalogs and user catalogs had to be converted
from DPPX/SP format to DPPX/370 10 enable
read/write access to the data sets in the catalogs.

Managing a mixed network of 8100s and ES/9370s.
ES/9370 systems can operate in a mixed network. The
mixed network can consist of any mixture of ES/9370
systems and 8100 systems. Any of the two systems
can use Distributed Systems Executive (DsSx) or
NetView Distribution Manager (NetView DM) to
transmit data throughout the network.

8100 systems are typically multidropped from the
host, often on lines containing other host-attached
terminals. The ES/9370 system is attached to the host
link either multidropped or through the 1BM local
area network token ring. An 8100 system can retain
its own downstream networks. An 8100 can be peer-
connected to an ES/9370 system.

Application development in a mixed network. The
DPPX/SP application development process would
have to be maintained as long as the customer was
developing and maintaining DPPX/SP applications.
The application development process would be
needed for applying 1BM service and for making
updates to DPPX/SP applications on DPPX/SP.

The production test system in a mixed network. The
DPPX/SP production test system would have to con-
tinue as the test system for both DPPX/SP IBM service
and user application updates. The system would
need to:

¢ Maintain 1BM components: A DPPX/370 system
would be required to install 1BM DPPX/370 software
maintenance. A DPPX/SP system to install 1BM
DPPX/SP software maintenance would also be re-
quired. Once the service is installed, the updates
can be distributed to the other systems in the
mixed network.,
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e Test and maintain user applications: As long as
DPPX/SP applications had to be maintained, one
DPPX/SP test system is required.

Customer participation

The difficulties that were encountered because of the
uniqueness of the effort to migrate an operating
system from one hardware to another may be sum-
marized as follows:

* Documenting a process, not the code

¢ Inability to validate information until the process
was completed

* Unsure of the process

* Lack of audience definition

* No expertise in key areas

¢ No clear idea of what the customer required

The joint study

The migration committee, though very knowledge-
able about DPPX, was not as knowledgeable about
customer usage of DPPX/SP systems. For this migra-
tion, it was necessary to obtain customer assistance
to validate the proposed migration process.

During the joint study and customer meeting, it
became apparent that most of the migration con-
cerns of the migration committee were the same as
those of the customer. It was also apparent that some
concerns the migration committee thought would be
enormous migration problems would not affect the
customer at all.

An unfounded concern, for example, was the
amount of time it would take a customer to migrate
a network of DPPX/SP systems to DPPX/370. Originally
it was thought that once a customer decided to
migrate to DPPX/370, the migration of a large network
of hundreds of DPPX/SP systems would be completed
in approximately six months. Therefore, the cus-
tomer would not have to be concerned with main-
taining and updating DPPX/SP applications at the
same time as DPPX/370 applications were enhanced.
Also the customer application and test DPPX/SP Sys-
tems could be removed once the last DpPX/sP 8100
system was migrated to pppx/370. What was learned
during the joint study, however, was that customers
could not possibly migrate a complete network
within six months. The migration committee as-
sumed that application development would be sus-
pended during migration in an effort to complete
the migration as soon as possible. In fact, a cus-
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tomer’s requirement for application enhancements
in the near future meant that application develop-
ment work could not be suspended.

Two joint study customers agreed to receive code
and documentation; six other joint study customers
received just documentation.

Feedback from joint study customers. The customers
in the joint study provided the migration committee
with written critiques of the two migration manuals.
These critiques included comments about errors,
missing or extraneous information, specific require-
ments for a customer, or complaints about the mi-
gration.

The customers also provided feedback on code and
documentation on a regular basis. This was due
through a formal procedure identical to the way real
problems raised during system test are dealt with by
the DPPX development group. That is, problems were
divided by category, assigned to a particular devel-
oper, answered, and closed. This provided a formal
process for tracking problems arising during the joint
study, many of which were specific to a particular
customer. These were separated from other problems
coming in.

The walkthroughs

Starting out. The migration committee decided to
hold several migration walkthroughs. There were
different ideas on what a walkthrough should be.
These included:

¢ An inspection of the existing migration documen-
tation

* A paper exercise using the existing documentation
and a sample system

¢ Presentations by the various technical developers
in the migration effort

* An exercise where the attendees actually migrate
a system

All the different approaches had advantages and
disadvantages. The present level of the system and
of the documentation was a factor which needed to
be considered.

The internal walkthrough. The internal walkthrough
consisted of half-day sessions for one week attended
by program developers and other technical experts.
The format was a series of presentations on technical
migration topics, with manuals distributed on the
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first day of the walkthrough. It was expected that the
attendees would read through the information dur-
ing the week.

Getting the IBM systems engineers involved. It was
decided to have some systems engineers (SEs) join
the migration committee for a walkthrough. Each
DPPX/SP customer is assigned at least one IBM SE who
becomes very knowledgeable about the assigned cus-
tomer system. SE input on the proposed migration
process enhanced the knowledge of the migration
committee concerning the customer requirements.

This walkthrough evolved into a question-and-an-
swer session with the sEs forming a panel to represent
their customer’s point of view. The walkthrough
provided source material, helped define the audience
for migration, and provided customer migration
scenarios.

Actual customers. Two months after the S walk-
through, a walkthrough was held with the joint study
customers who were to receive code. A week was
devoted to each walkthrough and each presentation
focused on the key concerns for each customer. The
customer also provided the migration committee
with early feedback on the drafts of the migration
manuals.

Vended system test

Because of the lack of resources, lack of actual cus-
tomer environments, and desire for customer feed-
back, DPPX/370 development managers decided to
contract a customer to do the job of testing an actual
customer migration. In order to simulate an actual
customer migration as much as possible, this cus-
tomer did not receive any formal education about
ppPX/370 as did the joint study customers. This cus-
tomer was provided migration manuals only.

What was learned

The migration committee did not have a clear view
of what migrating customers wanted. Many thought
that customers would find this the ideal time to
recustomize their systems. The committee learned
that the average customer just wanted to have the
system exactly as it was before migration, with min-
imal disruption of normal day-to-day operations.

Another area of the committee’s attention was the

migration of customized IBM elements. It was
thought that the customer would consider this criti-
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cal to their migration effort. In reality, the major
concern of most customers was the migration of
their application programs, specifically the migration
of their COBOL programs.

An area of dissension among the members of the
committee was the length of migration. Some saw it
as a quick one-for-one replacement; others saw it as
a gradual process that would take years. In actuality,
both were right. Some customers with a small num-
ber of 8100s installed would have a very short mi-
gration; other customers with a large number of
8100s installed or large number of applications
would take years to migrate all the 8100s to ES/9370s.

The committee thought the person doing the actual
migration would be an operator. The original draft
of DPPX/370 Migration: Procedures” was written with
this audience in mind. It turned out, however, after
working with and talking with the customers, that
the personnel responsible for this critical migration
task would be very knowledgeable about DppPx and
about the specific customer system being migrated.

Outcome of customer involvement

The early involvement of customers in the migration
from DPPX/SP to DPPX/370 helped in the following
ways:

¢, It provided source material.

* It defined who the migrating audience would be.

o It validated the completeness and usability of in-
formation in books.

o It defined the scope of information.

* It tested the code and documentation.

* It helped focus on key issues.

* It settled development disputes.

Testing migration

To test the migration, actual customer DPPX/SP ap-
plications were obtained with customer permission.
The applications included the executable DPPX/sSP
modules, the databases, and the COBOL source code.
Two of the customer applications were installed on
8100s in the DPPX development lab very early in the
component test phase of DPPX/370.

The customer application systems were IPLed on the
8100. The first step was to recompile all the cus-
tomer’s 8100 COBOL source to determine if the source
code would compile successfully on the 8100. After
verifying that the source code could be compiled
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successfully, the customer application was tested on
the 8100 to verify that it could be executed.

COBOL source code was sent through the coBoL 11
preprocessor and then compiled under DPPX/370
COBOL I1. Various errors were found in using the new
DPPX/370 COBOL I compiler, and differences were
found between the two compilers that required some
minor changes to the application source code. These
differences were then documented in the migration
manuals.

After the differences were resolved and successful
DPPX/370 COBOL II compilations obtained, the user
data sets and modified DPPX system data sets were
migrated from the 8100 to the ES/9370 system. The
user application on the DPPX/370 system was tested
for more differences between the compilers. These
differences were either fixed in the COBOL preproces-
sor or COBOL 11 compiler. The application was now
running on the DprX/370. During this period, errors
in DPPX/370 were found and corrected.

Different customer COBOL applications were written
using different coroL functions and programming
styles. Each customer had a set of COBOL applications
that stressed certain functions of the compiler more
than other customer applications. After it was deter-
mined that each customer had different program-
ming styles, a decision was made to recompile as
much customer DPPX/SP COBOL source code as pos-
sible.

After finishing a basic migration for two customers,
the next step was to test everything that was required
for a customer to perform a migration. Testing an
actual migration involved:

* Testing migration planning documentation

*. Testing migration procedure documentation

* Testing such migration tools as SADDR and PDT,
which migrated customer data

Testing the migration planning documentation was
very difficult. It was given to non-IBM contractors to
use during their migration testing. Also, DPPX/370
developers were assigned to migrate various cus-
tomer applications using these manuals. Many com-
ments were received from both sources. Verification
of the planning document for completeness was
heavily dependent on the customer responses to
questions received in the very early part of the mi-
gration development phase.
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To test the migration procedures document and
migration tools, various groups were given the task
of reading DPPx/370 Migration: Procedures and mi-
grating a customer’s DPPX/SP system to a DPPX/370
system. Since this was an iterative process of migrat-
ing and improving both the documentation and
fixing errors in the tools, certain customer applica-
tions were migrated many times using different test-
ing groups each time. Also, parts of the customer’s
DPPX/SP system were migrated using different data
transmission methods.

After months of testing, improving the migration
documentation, fixing migration tools, and then re-
testing, the migration tests were almost complete.
The duration of time to migrate data from the 8100
to an ES/9370 had to be obtained for each of the data
transmission methods. The documentation for time
to migrate data had to provide sufficient information
to give a good performance comparison between the
different data transmission methods and sufficient
information to enable the customer to estimate
about how long it would take to migrate their data.

Conclusions and recommendations

The use of a committee was necessary, due to the
size of the effort and the information needed from
many sources. The migration committee could focus
on the problems of migration, while talking to many
other people in order to gather technical informa-
tion, understand customer requirements, and solve
problems.

The migration work effort was done in parallel with
the development and testing of DPPX/370. Also, the
impact the migration committee had on develop-
ment of the DPPX/370 product was minimal. There-
fore, the migration work did not affect the scheduled
general availability date of ppPx/370.

The division of the effort into major tasks, and the
iterative breakdown of each task, allowed steady,
measurable progress. Once the scope of a task was
broken down to an understandable level, that piece
could be researched and documented. This eventu-
ally was structured into documentation and tools
that led the customer through a difficult problem in
a straightforward manner.

The fundamental goal of a straightforward migration
with minimal change to end-user and operator ex-
ternals was maintained throughout the project. How-
ever, other goals changed over time. Some goals
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changed due to customer feedback; others were
changed due to the discovery of technical problems.
The breadth of knowledge of the migration commit-
tee was essential for handling these changing goals.

While this approach was basically sound, some rec-
ommendations for possible improvements are listed
below:

@

& Customers should be involved as early as possible.
Feedback from customers can point out bad as-
sumptions, key requirements, and areas for im-
provement.

~ The migration work should be the key responsi-
bility of the committee members. Although the
importance of the project was recognized, other
responsibilities were often given higher priority,
causing undue delays.

~ Hardware personnel should be involved. The lack
of communication between the software and hard-
ware organizations caused problems to be discov-
ered late in the project schedule.

Had these recommendations been followed, a better
quality set of information and tools would have been
available at an earlier time.

The migration methodology used was a sound ap-
proach to the gathering and verification of vast
amounts of information necessary to lead the
DPPX/SP customers through a bppX migration from
an 8100 to ES/9370.
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