Managing changes
in SNA networks

Systems Network Architecture/Management Services
(SNA/MS) has been enhanced to give network users
change management capabilities. The first IBM prod-
ucts implementing change management are NetView™
Distribution Manager R2 and the 3174 Control Unit with
the Central Site Change Management microcode func-
tion. This paper describes the design selected and the
functions provided: Retrieve, Send, Delete, Install,
Send-and-Install, Remove, Accept, and Activate. It also
describes how SNA/MS makes use of another new
SNA component designed for it—SNA /File Services,
described in another paper in this issue. (Although not
strictly necessary, it is recommended that the other
paper be read prior to reading this one.) SNA/File Serv-
ices, in turn, uses an enhanced SNA/Distribution Serv-
ices format to provide an architecture for file distribu-
tion in an SNA network.

Since its introduction in 1974, 1BM’s Systems Net-
work Alrghitecture (SNA) has gained wide market
acceptance. ~ The appearance of ever-larger SNA net-
works has created the need for centralized manage-
ment capabilities, including the ability to assign
management focal points (by geographic region, for
example) and the ability to handle interconnected
but independently administered networks. Increas-
ingly diverse technologies and a multiplicity of ven-
dors in the networking scheme have led naturally to
the development of a network management com-
ponent of SNA to provide these capabilities—
SNA/Management Services (SNA/Ms).” ™

An early requirement of managers responsible for
operation of an SNA network was to be able to
retrieve files containing both executable objects (for
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example, programs or panels)and associated data sets
from one or more SNA nodes at which the files could
be prepared, bring them to a central administrative
site, and subsequently distribute them to remote SNA
nodes for execution or processing. Also required was
the ability to delete files at the remote nodes. Users
needed to plan, schedule, and track all of these
activities from a central site. The Distributed Sys-
tems Executive (DSX) program was developed to
meet these requirements for a System/370 central
site host and was first released in 1978. Over time, it
was enhanced to accommodate a variety of remote
systems, such as the 1BM 8100, Series/1, System/36,
and System/370 with the VSE operating system. More
recent versions added support for 1BM 4680 Store
System Processors and 1BM Personal Computers.

By the mid-1980s, the need to combine several net-
work management products into one overall net-
work management product strategy was recognized.
This strategy led 1BM to group a number of licensed
programs for network management into the Net-
View™ product family with the aim of facilitating
the integration of functions and user interfaces. In
October 1987, 1BM announced the NetView Distri-
bution Manager6 product that is based on DSx exten-
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sions and improvements, It adds support for 1BM
Application System/400™ (as/400™), System/370
nodes with the Virtual Machine/System Product
(vM/sp) or Distributed Processing Programming Ex-
ecutive (DPPX) operating systems, Personal Sys-
tem/2®, and System/88.

As the variety of remote SNA nodes supported by the
NetView Distribution Manager increased, require-
ments for architecture to support its functions be-
came apparent. These requirements were in three
major areas:

¢ Change management

s System-independent file management and distri-
bution

s Bulk data transport (including store-and-forward
and fan-out features)

In the case of change management, the architecture
was required to support the wide variety of products
participating in an SNA network and to be open so
that users and other vendors could implement it if
desired. sNA/MS enhancements were developed to
provide the change management functions, and this
paper explores the architectural solution for these
functions in more detail. SNA/MS makes use of a new
SNA component, SNA/File Services (SNA/FS), that
was developed to address the file distribution func-
tions. Another paper in this issue’ and a reference
manual® describe SNA/FS in detail. The existing
SNA/Distribution Services (sNa/Ds),”'* with stream-
lined formats, was chosen by SNA/FS to satisfy the
requirements for bulk data transport. The Logical
Unit Type 6.2 (LU 6.2) protocol is used to exchange
data between nodes participating in the SNA/DS net-
work.

The first implementing products are NetView Dis-
tribution Manager R2 and the 1BM 3174 Control Unit
with the Central Site Change Management micro-
code function.

Change management roles and responsibilities

SNA/MS defines an entry point as an SNA node that
sends network management data (in SNA/MS format)
about itself and the resources it controls to a focal
point for centralized processing, and that receives
and executes focal-point-initiated commands to
manage and control its resources. A focal point is an
entry point that accepts specific management and
control requests of a particular network management
category (for example, change management) from a
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user of SNA/MS (arbitrarily termed the network plan-
ner for architectural modeling convenience) and is-
sues corresponding commands to other entry points.

SNA/FS capability is symmetric
with respect to focal point and
entry point roles.

The user has the opportunity to centralize manage-
ment and control at one or more focal points.

SNA/FS capability is symmetric with respect to focal
point and entry point roles. That is, nodes in either
role can send files to, and retrieve files from, other
nodes. Change management commands, however,
are only issued from a focal point. Figure | shows a
network of nodes participating in change manage-
ment.

Entry points are typically remote and unattended.
An entry point may be a large system or a small one,
an intelligent workstation, a fixed function device,
or a control unit. Nodes between the focal point and
the entry point may perform the SNA/DS intermediate
role to provide a connectionless delivery service and
fan-out (that is, one copy coming into the interme-
diate node can be replicated and forwarded to several
subsequent nodes for ultimate routing to the desti-
nations).9 One of the entry points may serve as the
preparation site for change files, that is, files contain-
ing component replacements or updates and any
necessary instructions to install them. This entry
point, if required, is typically located at the central
site with the focal point, where it can be attended.
The preparation site can also be at a focal point
rather than at an entry point, or even in a system
that serves neither a focal point nor an entry point
role (in that case, the prepared change files must be
introduced by some other means, such as distribu-
tion tapes, at either a focal point or an entry point).
It is the responsibility of the preparer of the change
file to include in it any necessary prerequisite infor-
mation to be checked by the target entry points when
the change is installed. However, corequisites (a
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group of change files to be installed together) may
be specified by the network planner.

Change management requests

An SNA/MS change management focal point provides
for the following requests at its interface with the
network planner:

Retrieve obtains a change file prepared at an entry
point or at another focal point for storage at the
focal point.

Send distributes a change file from the focal point
to one or more entry points or other focal points.
Delete deletes a change file at one or more entry
points.

Install uses a change file and its corequisites, if
any, to alter, at one or more entry points, all
components necessary to effect the change. The
entry point can perform such alteration in a re-
movable manner if requested, that is, so that a
subsequent request (Remove) can return all those
components to their condition prior to the alter-
ation. The network planner can request testing
either before or after the installation process is
performed by the entry point if the entry point
supports such testing. For example, an entry point
can test a new version of a configuration file for
validity before deleting the old version. Also, au-
tomatic removal of changes (if the tests or instal-
lation fail) or automatic acceptance (see Accept,
below) is possible. The network planner can des-
ignate components altered by the installation
process for trial activation, or alternately, produc-
tion activation. The designation conditions how
the entry point is later reactivated.
Send-and-Install is the same as Install, except that
the focal point sends a change file in the same
request.

Remove returns all components previously altered
in connection with a change to their condition
prior to the installation of the change. It is possible
only for changes installed previously in a remov-
able manner.

Accept relinquishes resources at an entry point
required to maintain removability of a change and
cancels the removability of a change installed pre-
viously in a removable manner.

Activate causes reactivation of the entry point.
Such reactivation uses changes installed on a trial
basis as well as those installed in production. Also,
the network planner can request that the entry
point not attempt reactivation if user sessions are
currently active at or through the entry point.
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Figure 1 A network perspective
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Testing

Without the explicit testing features provided on the
Install request, the only testing would be done by an
entry point user(s) over some period of time after
the change was installed. If problems were encoun-
tered, the central-site network planner would need
to be consulted, because only he or she would know
about the previous installation of changes and be in
a position to issue the Remove commands.

Two kinds of explicitly requested tests are useful as
part of the installation process, so that the central-
site network planner can be informed immediately
about the results of certain diagnostic tests as part of
the installation report:

1. Pretests—Tests made before the programming
components are altered

2. Posttests—Tests made after the programming
components are altered but before the installation
report is made

Some reasons why automatic testing of changes is
desirable:

e Possible corruption of the change between its ini-
tial development and installation at the entry
point

» Possible sensitivity of the change to differences
between the maintenance level of the target system
and the maintenance level of those systems in
which the change has already been tested

e Possible sensitivity of the change to differences
between the configuration of the target system and
the configuration of those systems in which the
change has already been tested

 Possible sensitivity of the change to differences
between functions or applications present at the
target system and those present at systems in
which the change has already been tested

The entry point performs the pretest (if requested)
by examining the change file before components are
altered. The change file contents may be examined
for self-consistency and consistency with the config-
uration, maintenance level, or application set of the
entry point. For example, an altered version of a file
that contains input data to a routine can be checked
to see if it contains inconsistent specifications.

If the pretest fails, no attempt is made to alter the
components, and the installation report is made to
the requester with the test results.
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The posttest is performed (if requested and sup-
ported) by the entry point affer components are
altered but before the installation report is made.
Altered versions of the components are tested di-

An entry point must be capable
of installing a change so that
it is removable.

rectly, for example, by executing diagnostic routines.
Such routines or test instructions can be distributed
along with the change.

If the posttest fails, the components are returned to
their unaltered condition if another parameter, au-
tomatic removal, is specified. In any event, the in-
stallation report is sent with the test results, and the
requester is informed immediately. If required, the
requester has the opportunity to remove the change
so that the impact on end users is minimized.

The activation use parameter

The activation use parameter of the Install request
causes the entry point to install the indicated changes
for trial activation or production activation. The
Activate request contains a parameter that causes
the entry point to activate both the trial and the
production versions of altered entry point compo-
nents. Entry points implement the following types
of local reactivation:

1. Use of both trial and production components
2. Use of production components only

Changes that cannot be tested fully or that have a
strong potential to affect the entry-point-to-focal-
point communication path are best installed on trial.
After activation and a period of successful operation,
the changes may be installed again in production.

Of course, to provide the trial activation capability,

an entry point must be capable of installing a change
so that it is removable. That is, the entry point must
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be able to keep a copy of the production-level system.
Storage capabilities at the entry points may preclude
support of trial activation in some cases. If so, the
installation will be refused if activation use on a trial
basis is specified.

The parameters on the Install and Activate requests
reflect very specific reliability requirements of entry
point implementations. Although the basics of the
Activate request provide the ability to reactivate an
entry point after changes have been installed (for
example, by loading altered microcode), there is a
need to provide a way to use only unaltered versions
of components during local activation. Without such
a capability, reactivation of the entry point could
result in the use of a change so destructive that the
path to the focal point cannot be maintained.'' Re-
pair (in the form of further change distribution and
installation) cannot be triggered by the focal point
in this case. Reactivation must be triggered at the
entry point through human intervention. Reactiva-
tion of the (working) production-level components
can restore communication with the focal point and
allow the network planner to repair the components.

Hence, the ability to store both a production and a
trial set of entry point components was seen as
critical to allow operator intervention to be simple,
and to avoid the requirement for both change man-
agement skills and awareness of network planning
activities at the entry point. Through support of a
default local activation of the production system, an
entry point implementation can provide hardware
externals that are very simple for nontechnical users
of entry points, typically not attended by technical
people.

How the network planner uses NetView
Distribution Manager

Focal point implementations may provide the net-
work planner with the ability to aggregate a series of
requests and specific scheduling and conditioning
rules for their execution into a change distribution
plan. In the NetView Distribution Manager imple-
mentation, plans are defined and maintained in a
library, and when specified by the schedule, they are
submitted for execution. The status of the submitted
plan is updated as execution progresses. Control of
the distribution, including recovery and restart op-
erations, is automatically and continuously per-
formed. The network planner builds a plan out of
phases, each of which targets one entry point or a
group of entry points. Also, files can be grouped and
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handled together. Each phase is built from a se-
quence of requests as described above. These build-
ing blocks allow the network planner to use the
NetView Distribution Manager to perform the fol-
lowing functions:

 Start a phase at a specified date and time

¢ Cancel a phase not started or completed within a
specified time interval

* Join phases of the same plan with conditioning
rules

e Execute a procedure at the focal point when a
phase ends

* Execute a plan at the same time every day, with
tolerance for a specified delay

Thus, the network planner has a powerful, easy-to-
use tool to manage distribution of changes in the
network, or indeed the transmission of any files. The
complexity of the process is reduced because Net-
View Distribution Manager presents these functions
to the network planner in a logical sequence, either
in an interactive fashion using panels or with a batch
interface.

Distribution management includes the following
subtasks:

* Prepare and submit change management plans

¢ Maintain the files stored in the focal point repos-
itory

¢ Control the progress of submitted plans and eval-
uate the resulting reports

* Track the status of the change files by entry point

Multiple network planners may concurrently access
the focal point facilities and perform similar or com-
plementary functions. Planning activities may be
concurrent with distribution activities. Plans may be
validated for correctness before their submission.
Status of plan execution may be tracked by the
network planner. Certain recovery actions are auto-
matically attempted if required. Distribution may be
performed unattended; however, an interactive fa-
cility is available for the network planner to monitor
and control the distribution operations and take
appropriate corrective actions when problems are
found.

Converting plan requests to commands and
server instructions

Both focal points and entry points must contain
SNA/DS support, including a specific SNA/FS server
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Figure 2 Architectural model for change management
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that is able to interpret control information. The
application (or agent) using SNA/DS in this case is
provided by SNA/MS. As can be seen in Figure 2, the
focal point supports requests and replies at its inter-
face with the network planner (that can be either a
person or a program). A network planner request is
converted by the focal point into a command that it
sends to one or more entry points. For example, the
Retrieve request is converted to an SNA/FS Transfer
To Requester command. A command is executed by
an entry point and results in a report to the focal
point. Each report associated with a request is given
to the requesting network planner when it is received
by the focal point. Reports are defined by each of
the SNA components. An SNA/DS report is received if
an error occurred in the distribution network. If
distribution is successful, either an SNA/FS report or
an SNA/MS report is received. SNA/FS reports occur if
the request was for file transfer only. SNA/MS reports
indicate the success or failure of the request.
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Commands and reports are carried in SNA/DS mes-
sage units. Each message unit may contain the fol-
lowing items:

» A command or report, defined by either SNA/MS
or SNA/FS

& SNA/FS control information

~ A file

A message unit may identify but not carry a file, in
which case SNA/FS control information is present
without a file. An example is a Retrieve request. In
contrast, a command or report need not be present.
For example, a successful Retrieve request results in
the return of a file and its control information but
no report. These examples are illustrated in the
scenario given later.

Different from both network planner requests and
focal point commands is the SNA/FS server instruction
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in the control information. The server instruction
indicates to the SNA/FS server how to manipulate the
file into, or out of, the storage facilities. For example,
a Transfer To Requester command flows with a
Fetch server instruction, and the reply contains a
Create&Load Or Replace server instruction.

How SNA/Management Services uses SNA/File
Services global names

One of the important motivations for this architec-
ture is the requirement to minimize the implemen-
tation cost incurred by a focal point in identifying
the files used by the wide variety of products in an
SNA network. SNA/FS provides a global name for a
file, consisting of a set of tokens. For a description
of this feature, please see Ashfield and Cybrynski.7
SNA/FS standardizes the number of tokens allowed
(up to 10), the size of each token (up to 16 charac-
ters), total name length (65-# where # is the number
of tokens), and the character set allowed for the
token values (a limited set of character graphics
displayable on most types of displays). In addition,
SNA/FS architecture maintains a registration of values
for the highest-order token. For example, MCODE is
the registered value for change files containing mi-
crocode. SNA/MS maintains a registration of the val-
ues of some of the other tokens, delegating authority
in some cases to administrative organizations. For
example, the 1BM machine type is the second token
for microcode. As a result, a focal point is required
to implement only one input panel, say, for a user
to identify microcode files for a potentially wide
variety of types of target entry points.

Definitions of token values by SNA/MS were made to
satisfy two general requirements: First, each file con-
taining a change must be uniquely identified; second,
the user must be provided with some idea of the type
and identity of the change when displaying the name,
or an application must be allowed to process the
token values. For example, the file name
MCODE.9135.NA.PATCH. 1234 indicates that the file con-
tains a patch rather than an engineering change. This
is needed to uniquely identify the file and also to
provide useful information on display.

It is advantageous for the user to create (or have
provided by product developers) change files that
can be installed on a large number of entry points.
Such change files allow the fan-out feature of SNA/DS
to be fully exploited and reduce the user’s effort. For
example, files containing microcode can be designed
to be applicable to many control units, whereas those
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containing customizing data are specific to individ-
ual control units,

The types of change files applicable to SNa/MS are
microcode, customizing data, software, procedures,
applications data, and documentation. The first
product offering and architecture release support

SNA/MS makes use of SNA/FS
partial name processing for both
retrieval and distribution.

microcode and customizing data. Within each of
these types, SNA/MS defines some of the lower-order
tokens, and some additional token values are defined
by product implementations.

SNA/MS makes use of SNA/FS partial name processing
for both retrieval and distribution. Partial name
processing is used when the network planner wishes
to specify only some of the file identification tokens
(typically, the higher-order ones). An example of this
is when the latest version of a customizing data file
is to be retrieved, but the user cannot remember the
version number contained in the lowest identifica-
tion token (and does not care what its value is).

On distribution, partial name processing may be
needed to specify which change file to destroy to
make room for a new one when entry point storage
constraints arise. An important requirement ad-
dressed by the architecture is that destruction take
place only when installation has been requested
properly and pretests have been performed success-
fully. The complete identity of the file replaced is
included in the report of successful installation.

A scenario

The following scenano illustrates how the network
planner uses the change management functions pro-
vided by SNA/MS.

Consider a network planner working at a focal point
A, whose job is to prepare changes at a local entry
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Figure 3 The network planner submits a plan to the focal point

Retrieve change file 'x' from B *
Retrieve change file 'y' from B *
Send 'x' to D *

Retrieve change file 'w' from B *
Retrieve change file 'z' from B *
Send 'x' to C and E *

At 14:00 EDT on 7/9/89, do the following:

Send And Install 'y' with 'x' as corequisite on trial at D *
Activate D using trial and production changes

At 14:00 EDT on 7/23/89, do the following:

Send And Install 'w' with 'x' as corequisite in production at C *
Send And Install 'z' with 'x' as corequisite in production at E *
Activate C and E using trial and production changes

*If this step is successful, then perform the request following

point B and distribute them to a number of remote
entry points—C, D, and E. A new microcode change
‘X’ is received from 1BM and prepared at B for net-
work installation. Since a corresponding change to
customizing data is required to use a new function
introduced by ‘x’, the network planner also prepares
three change files, ‘w’, ‘y’, and ‘z’, containing the
customizing data for entry points C, D, and E,
respectively. This preparation is done at entry point
B, where the files are created and stored. The network
planner prepares and submits to the focal point the
change distribution plan shown in Figure 3.

The following discussion shows how the plan is
accomplished by the focal point according to the
architecture. The accompanying figures illustrate the
process.

First, the Retrieve request is converted to an SNA/FS
Transfer To Requester command. The SNA/FS server
at the focal point encodes a server object containing
the file name, and the SNA/FS server at the entry point
decodes it (Figure 4).

The SNA/MS agent at entry point B instructs its SNA/FS
server (in the source role) to fetch the file and its
SNA/DS component to send it to the focal point. The
file is sent without a report, and the SNA/MS agent at
the focal point is signaled by its SNA/FS server that
the file has arrived (Figure 5). The SNA/Fs server at
the focal point (in the target role) stores the file into
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the repository, and the next request in the plan can
proceed. For a description of the SNA/FS server roles,
please refer to Ashfield and Cybrynski.

The retrieval of the change file ‘y’ containing the
customizing data is performed successfully in the
same manner.

The next request is to send ‘x’ to D. The sSNa/Ms
agent at the focal point instructs its SNA/FS server (in
the source role) to fetch ‘x’ from the file repository
and builds and sends an SNA/FS Report FS Action
command that is carried with the file (Figure 6).

The sNa/Es server at D (in the target role) stores the
file, and the entry point SNA/MS agent obeys the
command by building and sending an SNA/Fs report
to the focal point (Reporting Fs Action) (Figure 7).

Next, the customizing data are sent, and installation
of both ‘x” and ‘y’ as corequisites is requested in the
same flow. In this case (Figure 8), the file is sent with
an SNa/Ms Install command (instead of an SNA/FS
Report Fs Action command). The SNA/FS server at
the entry point stores the file, and the sNA/Ms agent
installs ‘x’ and ‘y’.

An SNA/Ms report (Reporting Installation) is built
and returned to indicate successful installation (Fig-
ure 9).
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Figure 4 The focal point retrieves a change file
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Figure 5 The change file is returned
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Figure 6 The focal point sends a change file
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Figure 7 The entry point reports successful file transfer
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Figure 8 The focal point sends and installs a change file
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Figure 10 The focal point reactivates an entry point
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Reactivation of entry point D is requested, and the
command is sent to D (Figure 10). The SNA/FS servers
at the focal point and entry point are not involved.

The entry point reports that reactivation will be
attempted, and the plan is complete.

Reactivation of the entry point includes termination
of the session between A and D since the entry point
completely reinitializes itself.

Two weeks later, at the time and date specified in
the plan, the customizing data for the two remaining
entry points are retrieved and the new microcode is
sent and installed at C and E as well, this time in
production. If the new microcode had caused prob-
lems at D, the network planner could have canceled
the plan to prevent this final step.

Summary

SNA/Management Services has been enhanced to
provide change management capabilities. A manager
responsible for operation of an SNA network can use
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it to plan, schedule, and track changes to SNA nodes
that are typically remote and unattended, in a non-
disruptive fashion, during their normal operation.
Application developers can use it to distribute and
install new software and associated application data
throughout a network where an application is dis-
tributed.
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