
Large  systems  and 
Enterprise  Systems 
Architecture 

A number  of  diverse factors have  influenced the devel- 
opment  of IBM's Enterprise  Systems  Architecture. They 
range  from  the  compatibility  and  migration  considera- 
tions so important for preserving  customer  invest- 
ments in existing  applications and  data, to new func- 
tional and capacity  requirements of our customers, to 
the  implications of emerging  technologies  and  the  pro- 
jection of  these into the  systems  environments  of  the 
future.  This  paper  provides  an introduction to a  collec- 
tion of technical  papers  in this issue  describing  the 
ESA/370m facilities. Its purpose  is to convey a  broad 
perspective  on  important factors that will influence  the 
large-systems  environment of the  future,  and to relate 
those  factors to the key  elements  of the ESAl370 archi- 
tectural  enhancements. It does  not attempt to address 
all of the  considerations  leading to the  development  of 
ESAI370, nor discuss  the new  features in any  depth. 
Detailed  discussion of the  specific  features, facilities, 
and design  considerations of ESA/370 will be  found in 
other  papers in this issue. 

T he  year 1988 was significant  in the evolution of 
IBM'S large  systems. It was marked by the intro- 

duction of the Enterprise  Systems Architecture (ESA) 
and the new Enterprise Systems  Architecture/370'" 
(ESA/VO") family  of IBM systems and supporting 
products. ESA represents a significant milestone in 
the evolution and focus  of IBM'S large  systems. It 
establishes important architectural and system soft- 
ware foundations that are essential in meeting the 
emerging requirements of today's  large-system  cus- 
tomers and are crucial to the role  evolving  for the 
large  systems of the future. 
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This issue  of the IBM Systems Journal has  as its 
theme large  systems and Enterprise Systems  Archi- 
tecture. Its goal  is to provide the reader  with a 
perspective on the evolving  role of  large  systems and 
to provide an in-depth understanding of the ESA 
facilities  as  they  relate to that evolution. 

A number of diverse factors have  influenced the 
development of ~ ~ ~ 1 3 7 0 .  The desire to preserve in- 
vestments in existing  programs and  data is certainly 
a primary one. Such compatibility goals  clearly tend 
to limit the form and degree  of  change  desirable or 
practical. At the same time, the requirement to rap- 
idly  bring  technological  progress to the marketplace, 
and the emerging customer requirements for new 
function and large-scale data processing  capacity that 
result,  strongly suggest the need to make significant 
architectural strides  forward.  These often opposing 
forces require a balanced and very thoughtful ap- 
proach to the evolution of system architecture. ESA/ 
370 represents the culmination of years  of  effort to 
achieve both a high  degree of compatibility and a 
major step forward  in key aspects of  system architec- 
ture.This paper  provides an introduction to a collec- 
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tion of technical  papers  describing the E S A ~ ~ O  facili- 
ties. Its purpose  is to convey  a  broad  perspective on 
important factors  influencing the large-systems  en- 
vironment, and  to relate  those  factors to the key 
elements of the ~ ~ ~ 1 3 7 0  architectural enhancements. 
It  does not attempt to  address  all of the considera- 
tions leading to the development of ~ ~ ~ 1 3 7 0 ,  nor does 
it discuss the new features in any depth. Detailed 
discussion  of the specific  features,  facilities, and de- 
sign  considerations  of ~ ~ ~ 1 3 7 0  will  be found in the 
subsequent  papers of this issue. 

Large systems 

To better understand the evolution  occurring in large 
systems, it is  helpful to have  some  perspective on the 
history and evolution of these  systems to date.  Large 
systems and the computer industry in general  have 
undergone  a  process of continual evolution. The very 
terms large system and large-systems marketplace 
have  become  less  definitive through the years. There 
is not some  well-defined point beyond  which  a sys- 
tem is  “large” and below  which  it  is not. Nor is there 
a  clearly  defined  marketplace in which  only  “large 
systems” can participate. 

The view of what constitutes a  large  system  changes 
with time and in any  given era is  a function of the 
technology  available at that time. A large  system 
tends to be thought of  as one built  with  leading-edge 
technologies  of the era and positioned  near the high 
end of the range  of  single-system computational and 
data storage  capability  generally  available in the 
marketplace. Thus, the capabilities of  these  systems 
increase  with  each new generation of technology. 
The term mainfame is  also  generally  applied to these 
systems. 

Of course,  those same advances in technology  also 
lead to increased  capabilities  for  smaller  systems 
built with more “off-the-shelf’  technologies.  Today 
there is  a  profusion of system  classification termi- 
nology.  Words  like  microcomputers,  personal  com- 
puters,  intelligent  workstations,  mini-computers,  su- 
perminis,  minisupers,  midrange,  mainframes, and 
supercomputers reflect the growing  terminology and 
specialized  focus  areas  for computer systems.  While 
it is  clear that many of these are not thought of as 
large  systems, it is just as clear that classes  of  large 
computing problems,  which  might traditionally have 
required  a  large  system to solve, are being  solved 
today  with  systems that are not considered to be 
large.  Smaller  systems are being  specially  designed 
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to deal  with  specific  classes  of  large  problems  very 
effectively.  They are also  being interconnected to 
provide  larger distributed computing services  which 
provide  many  services comparable to those  available 
from  a  single  larger  system. The classification  of 
systems  is quite imprecise, and the boundaries of the 
relevant  marketplaces are even  less  precise. The con- 
tinuing advances in technology  will  only  make  this 
blurring more pronounced. 

Nevertheless, one can  usefully  characterize the clas- 
sical  large-system environment and discuss the 
changes  being  wrought  by  technological  progress. 
The classical  large  system, in addition to being  a 
large-capacity,  technologically  leading-edge  system, 
is  also  generally  characterized  by  a  “central-system” 
structure as opposed to a distributed one. 

The general  model of such a  system  is that of the 
large computer or data center. These  centers contain 
one or more  large computers, very  large quantities 
of data stored on direct-access and tape storage  de- 
vices,  large  collections of applications, and a number 
of  high-speed print devices to handle the large quan- 
tities  of printed materials  typically  generated.  There 
are hundreds and even thousands of  users of a  large 
facility, and these  users are typically connected via 
some  form of nonintelligent  display station such as 
the IBM 3279. A control program  such as Multiple 
Virtual  Storage (MVS) or the Virtual  Machine  facility 
(vM), in conjunction with other system  software 
products,  is  responsible  for  controlling the use  of 
system  resources.  These products provide  higher- 
level  services,  such as terminal handling, application 
scheduling, and database management, and also 
have  responsibilities  for  managing the efficient  use 
of  system  resources and protecting the information 
assets  of the facility  from unauthorized access. 

These data centers are often  linked  with other data 
centers in large  network  configurations, but funda- 
mentally  each data center is an independent, auton- 
omous facility. The central system  is  always man- 
aged  by a computing center staff  whose job it is to 
operate, maintain, and administer its facilities.  Ne- 
gotiations  with this staff are required  whenever  usage 
requirements change. 

The data and services  available to a  user  of  a  centrally 
structured system tend to be bounded by the domain 
of the system or data center to which the user  is 
connected. Thus, the recurring theme of the classical 
large  system  is  “central”-central  processing, central 
data, central applications, central management. 



The central  system  contrasts  with  a  distributed sys- 
tems structure where  multiple  systems  are  intercon- 
nected  with  processing, data, application, and con- 
trol facilities  distributed in some  fashion  among the 
systems.  Many  of the systems  might ‘be single-user 
workstation-type  systems, and others  might  perform 

The  investment  associated  with 
large  systems  has  always  resulted 

in  a  strong  interest  to  maximize 
their  effective  utilization. 

specialized  roles  such  as data servers,  network  gate- 
ways, or shared  application  systems.  The  facilities 
available to a  user in a  distributed  system structure 
are not bounded by the specific  system to which the 
user  is  connected.  Instead,  they tend to be bounded 
by the facilities  of  the  network and the access  rights 
of the user. 

With  the  very nature of  large  systems  being  large, 
leading-edge  systems,  they  have  always  represented 
a  significant  investment. The cost of early  large 
systems  ranged  from hundreds of thousands to mil- 
lions of dollars and today’s  large  systems  still  range 
from  hundreds of thousands to several  million  dol- 
lars,  though  their  processing and storage  capabilities 
have  increased  manyfold. The large-systems  market- 
place  has,  therefore,  been  primarily that of  big cor- 
porations,  government,  education,  research, and 
other large  institutions.  These  organizations  have 
had the large-scale computational requirements, the 
facilities, and the assets  necessary to purchase and 
profitably  utilize  such  systems. The primary  com- 
putational  tasks  in this marketplace  have  been  those 
associated  with  general-purpose  business  informa- 
tion  processing.  These  tasks  encompass  a  wide vari- 
ety of applications  such as payroll,  accounts  receiv- 
able,  accounts  payable,  inventory  control,  customer 
master files, information databases,  publications, 
credit/debit  processing,  electronic  funds  transfer,  air- 
line  reservations,  complex  network  scheduling  (com- 
munications,  railroads,  seaports),  manufacturing 
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control,  engineering  design, and a  plethora of other 
industry  applications. The systems  are  also  heavily 
used  for interactive  personal  computing,  program 
development, office applications, and a  variety of 
scientific  applications  such as geological data map- 
ping,  modeling, simulation, and computer-aided  de- 
sign.  Many  of  these  applications  can run concur- 
rently on a  single  system. The systems  have  general 
applicability to a very  wide  variety  of  uses, and much 
of the world‘s corporate and institutional business  is 
conducted on them  today. 

The  large,  very  visible  investment  associated  with 
large  systems  has  always  resulted in a  strong  interest 
on the part of the customer to maximize their effec- 
tive  utilization.  Customer  requirements  have  been 
dominated by the  desire  for  both  cost  reduction and 
the ability to scale  up, or “grow,” their business 
applications. The inability to grow  a  business  appli- 
cation  is an inhibitor to growing the business  sup- 
ported by that application. The lack of available 
capacity  can  also  impede  efforts to develop new 
applications. If the largest  system  available  is  com- 
pletely  utilized by 8 single  growing  application,  ma- 
jor costs and schedule  delays  may  be  experienced 
while the application is restructured to improve its 
efficiency, or the data and applications are somehow 
partitioned to allow  multiple  systems to be  utilized. 
Business  growth  can  be  gated  by  such  activities, and 
large,  complex  applications  can  take  years to redo. 
Such  activities  are  generally  undesirable  from  a  busi- 
ness  perspective  as  they  require  investment to redo 
something that already  works  satisfactorily,.  except 
for  applying  more computing power to it.  It  is  much 
more  desirable to invest  in  activities that introduce 
new products or services  which  result  in  new and 
additional  business  revenues. 

Restructuring  business  applications  for  purely 
growth  reasons  can  also  result  in  ongoing additional 
business  costs  when  such  restructuring  results in the 
disintegration of business data or applications. Ap- 
plications that could  readily  share data on the same 
system  very  efficiently  might  be  forced into less 
optimal  sharing  techniques  across  multiple  systems. 
Or, data which  was  previously  only  required on a 
single  system  might  need to be split apart, or main- 
tained in replicated  copies  across  multiple  systems 
with attendant procedures to keep the copies  in 
synchronization  with one another. Whole  classes  of 
transaction  processing  applications  requiring  high- 
volume  processing can become  impractical  when the 
data to be  accessed  is not local to the system s u p  
porting the application. 
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The focus of much of IBM’S large-systems evolution 
has  therefore  been oriented toward  rapidly  bringing 
new hardware and software  technologies to market 
to continue to lower the cost of information process- 
ing and maximize the ability to scale up existing 
business applications. Operating systems such as MVS 
and VM, with their attendant system products such 
as Information Management System (IMS), Customer 
Information Control System (CICS), Conversational 
Monitor System (CMS), and Database 2 ( D B ~ ) ,  have 
evolved through the years  with a strong focus on 
internal efficiency, the ability to take advantage of 
available  system  resources, and the ability to be 
effective  over a broad range of problem  scale. 

Common themes of product announcements, in ad- 
dition to the introduction of  new technology,  have 
been the raising of architecture or design  limits, and 
the improvement of algorithms in areas of  efficiency, 
parallelism,  responsiveness, throughput, control, or 
behavior in the face  of  increasing  scale. It would not 
be  useful to try to summarize here the long litany of 
product evolution that has occurred over the last  two 
decades  relating to such  characteristics.  But it should 
be  useful, and relevant, to characterize a few  of the 
key  design parameters that require continuous re- 
evaluation as  technology and problem  scale  change. 

One of the major design  factors in large  systems is 
the very  wide imbalance in the time scale that exists 
across the different  system  elements. One can under- 
stand this situation by simplistically thinking of the 
computer system as being  comprised of three basic 
types of  devices:  instruction-processing  devices (the 
computation units and main memory); data storage 
devices  (disk, tape); and end-use devices  (devices to 
get information into and  out of the computer, such 
as  keyboards,  displays, printers, and card  readers). 
The technologies used in each of these  devices are 
quite different. The computational and main mem- 
ory elements are  built of electronics  with no me- 
chanical motion and can therefore  be made to per- 
form  extremely  rapidly.  Most  bulk data storage and 
end-use  devices  involve  mechanical motion and 
communications protocols that operate at signifi- 
cantly  slower  rates than the instruction-processing 
units. On the time scale  of modern computers, a 
person sitting at a terminal takes an unbearably  long 
time to complete the simple  task of striking a key. 

As an example, a person  modestly  skilled at typing 
might  type at a rate of 30 characters per  second. In 
that same second, a single  processing element of the 
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IBM 3090 Model 600s processing  system  might  proc- 
ess 15 to 20 million instructions. That is a half to 
two-thirds of a million instructions processed in the 
time a person takes to type a single character. 

Similarly,  accessing  stored data is also very  slow 
compared to instruction-processing  speeds. Obtain- 
ing a record  from an unbuffered  disk  storage  device 
might take on the order of 25 milliseconds (thou- 
sandths of a second). In  that same amount of time, 
a 20-million-instruction-per-second  processor could 
execute a half-million instructions. Many transac- 
tions require fewer than a half-million instructions 
to be  processed in their entirety. 

If the processing  system  had to wait  for input/output 
(I/o) operations such  as  these, a tremendous percent- 
age  of the computing potential of a large  system 
would  be  wasted. 

Even  personal computers are fast in relation to I/O 
operations. Utilization of their full  processing poten- 
tial  is  typically quite low,  even  when  they are being 
actively  used.  However, as the cost of an item de- 
clines, the concern for the degree of utilization of it 
also  declines. We do not generally concern ourselves 
with the degree  of utilization of pencils and calcula- 
tors when making a purchase  decision. Other factors 
such  as  convenience, functionality, usability, and 
even  styling  become more important as cost  declines. 

The high cost and the sheer  scale of large  systems 
make it essential that they  be very  effectively utilized, 
and techniques for improving utilizations receive 
unending attention. One of the primary techniques 
for improving utilization is multiprogramming. 

The concept of multiprogramming is  somewhat 
analogous to juggling.  While  waiting  for a single  ball 
to rise and fall, the juggler can grab  several more 
balls in succession,  throwing  each one up in the air 
for about the same amount of wait time, thereby 
keeping them all in motion without dropping any. 
Similarly, a control program can load multiple pro- 
grams into the computer memory, and when the 
currently executing  program  makes a request that 
requires  waiting  (such  as obtaining some data from 
disk  storage or getting a screen of input from a 
display), the control program can save the state of 
that program and switch to working on another that 
is not waiting  for anything to complete. The use  of 
the processor can thereby  be  overlapped  with the 
waiting  for  slower I/O operations. Multiprogramming 



significantly improves the utilization of the resources 
of the large  system,  allowing much larger  workloads 
to be  processed  per unit of time. 

A control program such as MVS with its related 
subsystems will have hundreds or thousands of pro- 
grams in varying  stages of execution at any instant 
in time, and depending on the nature of the tasks, 

Multiprogramming  significantly 
improves  the  utilization of the 
resources of the large system. 

such a  system  might  process  millions  of  user trans- 
actions per  day.  Small  changes in multiprogramming 
efficiency and control can have  significant  influence 
on overall  system performance and throughput. 

A second major approach to improving the efficiency 
of  large  systems  is to utilize algorithms or techniques 
which shorten the wait time within  programs. A 
significant amount of wait time is  associated  with 
the 110 operations needed to gain  access to stored 
data. Data buffering and data caching techniques 
have  therefore  been  developed either to anticipate 
the need  for data  in advance and bring the data into 
high-speed memory before the program  actually 
needs it, or to keep data that has  been  recently 
referenced in high-speed memory longer than is  nec- 
essary in anticipation of its being  referenced  again 
soon. Processing  a sequential file  of customer records 
is an example  where the next data reference of a 
program can be anticipated on the basis of its last 
one. Database  index files and program  directories 
are examples of data that are likely to have high 
reference  rates. 

There are many design  trade-offs to be  considered 
when  performing optimizations on systems as com- 
plex  as  these. For data caching techniques one needs 
to consider the amount of memory that can physi- 
cally be attached, the higher  costs of  high-speed 
memory, the value of alternative uses  of the memory, 
and the effectiveness  of the available  buffering  algo- 

8 AKEN 

rithms for any given  workload.  But minimizing pro- 
gram  wait time is  generally  well worth some added 
effort,  as it has  several  positive effects. It reduces the 
number of programs that must be kept in memory 
simultaneously in order to fully  utilize the system 
resources (memory overhead); it reduces the amount 
of system  resource required for  switching  between 
programs  (processing  overhead); it improves the re- 
sponsiveness of the system to its users (shorter wait 
times); and it minimizes the time that programs hold 
shared  resources, thereby minimizing the probability 
of contention for  those  resources and further reduc- 
ing  wait  times. 

Data sharing is  a cornerstone of many of today’s 
important large-systems  applications. This is  espe- 
cially true for  high-performance transaction process- 
ing applications developed  for the IMS and CICS trans- 
action processing  subsystems, but it is  equally true 
for the rapidly  growing relational database applica- 
tions based on the D B ~  and Structured Query Lan- 
guage/Data  System (SQLIDS) products. The perform- 
ance of these application environments can be dra- 
matically  affected by small  changes in data access 
performance,  system  overheads, or resource  hold 
times. Thus, the clever  use  of  high-speed electronic 
storage  for improving the performance of these sys- 
tems has  been an ongoing  focus of system  design. 

Large corporations and institutions have  developed 
extremely  large and complex information systems 
based on today’s  technologies.  Large installations 
will  generally  have multiple large computers. They 
have hundreds of  large-capacity data storage  devices 
(literally  occupying  acres of  floor  space)  with thou- 
sands of data files and databases  encompassing tril- 
lions of bytes of data. The storage  devices  will  gen- 
erally  be connected to multiples of the computers 
through complex  switching  devices to allow sharing 
of the data and to allow continued access to the data 
in the case of system  failures. The ability to grow 
these databases and efficiently  process the data 
within them is  a  significant competitive factor. As a 
result, it is also  a  significant  business opportunity for 
the large-systems  vendor.  Changes in system  archi- 
tecture or design that can significantly improve the 
performance and scale-up  characteristics of the sys- 
tems are continuously sought. 

The continuing scale-up of any system, be it a com- 
puter system,  a  biological  system, or simply an or- 
ganizational system, requires ongoing attention to 
the appropriateness of the underlying architectural 
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assumptions upon which it is  based.  Periodic, and 
sometimes fundamental, change is mandatory for 
systems to remain efficient in the face  of continued 
growth and changing  technology. The continual ev- 
olution of IBM’S large-system architecture and system 
products from  System/360 through 370-XA  over a 
period  exceeding  two  decades  reflects an ongoing 
attention to the need  for  system architecture and 
system  software to evolve. The continuing evolution 
of these  systems in the face  of  today’s  rapidly  evolv- 
ing  technology was again a driving factor leading to 
the development of ~ ~ ~ 1 3 7 0 .  

The  evolving  large-systems  environment 

In addition to the traditional requirements for  evo- 
lutionary bigger, better, and lower-cost  systems, 
other factors  have  also  had  significant  influence on 
the evolution of large  systems and the development 
of ~ S ~ / 3 7 0 .  As might  be  expected,  technological 
change  is  again the primary catalyst. 

The last  two  decades  have  seen tremendous advances 
in technology and a flood  of  exciting  new products 
resulting from it. This steady flow  of technological 
progress  has  resulted in major enhancements to the 
capabilities and capacity of  large computer systems, 
as well as a stampede of  lower-cost, smaller systems 
of all  types. The cost  of computing has come down 
to the point where quite sophisticated  personal com- 
puter systems are virtual commodity items today. 
Such  technological  advances  have profound impli- 
cations on the structure of computing systems. 

Many of the design  choices  still  visible in today’s 
large  systems  have  historical roots in a period of time 
when  technology  costs were much different than 
today. In the 1960s  when  System/360  was  being 
conceived, computational, storage, and print facili- 
ties  were  very  expensive  resources, as well as being 
environmentally constrained in the sense of size, 
power, and cooling requirements. Centralizing the 
use of this technology was a very optimal thing to 
do, as it minimized the amount of  expensive  tech- 
nology required and made the systems  affordable to 
a broader marketplace. Such considerations strongly 
influenced the central-system structure that still 
tends to characterize the large mainframe systems of 
today. For example, the terminal device  with  which 
a user  accesses the computer was  designed to have 
virtually no processing  intelligence. It would  merely 
perform a series of simple commands as directed 
from the central computer. The central computer 
had all the intelligence  as to what to display,  where 
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to display it, and what to  do in the case of errors. 
Therefore, the terminal could  be built as a relatively 
low-cost  device, and more users  would  be  able to 

Computers are increasingly  being 
bought because  an  application 

is available for  them. 

~~~ ~ ~ 

have  access to the computer. Similarly,  storage  de- 
vices  were built to have a minimum of local  proc- 
essing intelligence so that their costs  could  be mini- 
mized and data storage  space  would be more afford- 
able.  Applications and data were managed and stored 
at the central system, and operating systems  emerged 
to tackle the complex  tasks of controlling the proc- 
essor and devices and managing  user  access to the 
applications and data. 

The cost of providing  “intelligence” in devices today 
has  been  reduced to the point of near irrelevance. 
Whereas a computer was a very expensive  resource 
in the 1960s,  you can walk into many a shopping 
mall today and purchase a complete personal  system 
for a few hundred to a few thousand dollars. You 
can carry it away,  plug it in anywhere, and begin 
productively  using it almost immediately.  These sys- 
tems even come in laptop versions  which operate on 
battery  power.  With the addition of a relatively 
inexpensive communications adapter and some soft- 
ware, the personal  system can communicate and 
cooperate with other computers virtually  anywhere 
in the world. 

Computers are  becoming  pervasive in the market- 
place, and there has  been an explosion of  easy-to- 
use personal,  business, and scientific applications 
developed  for  these  systems. Computers are  increas- 
ingly  being  bought  simply  because an application is 
available  for them. It is  often more cost-effective to 
buy an application and a separate computer to  run 
it than to negotiate  with a central system support 
staff for the capability to install and use a comparable 
application on a mainframe. Mainframes have a 
tendency to already  be  heavily loaded with  critical 
business applications. 



But  even more important, these  personal computers 
can also  provide  highly  responsive,  user-friendly 
forms of interaction. The personal computer is con- 
tinuously attentive to the keyboard, and information 
can  be  placed on its display  screen at internal mem- 
ory speeds rather than communications line speeds. 
Action  bars,  mice,  roller  balls,  pop-up/pull-down 
menus, icons, animation, real-time  graphics, touch 
screens, and voice  synthesizing are some of a list of 
user-friendly,  highly interactive interfacing  tech- 
niques that continues to grow.  Many  of  these  tech- 
niques are simply impractical when controlled from 
a remote large  system. The communications delays 
erode the responsiveness  characteristics  for the end 
user, and the need to be  highly attentive to a large 
number of users  would  result in unacceptable mul- 
tiprogramming system  overheads in the large  system. 

One of the implications of this technological  progress 
is quite clear. The personal computer, or intelligent 
work station (IWS), will increasingly  become the 
dominant interface to the end user.  These  systems 
are  also  capable of performing  sophisticated  user- 
application functions today, and their local  process- 
ing and data storage potential will continue to in- 
crease  as improvements in technology  show no signs 
of  slowing down. Local  user applications can be 
expected to track this technological  progress, becom- 
ing  increasingly  sophisticated  as the power of the IWS 
increases.  Many  end-use applications and large 
quantities of stored data will either exist at these 
systems or be readily  accessible  via  service  machines 
in local-area  network  type  configurations. The cen- 
tral-system  model will certainly not be the model 
that these end users will have of the computing 
services  available to them. 

A second  significant factor influencing the evolving 
role of large  systems is the growth in the quantity of 
data being captured on line and the inherent business 
value in performing more complex operations 
against it and extracting  higher order information 
from it. 

There is inherent value  in  lower-cost data processing. 
It can be  used to extract  valuable new  levels  of 
information, provide more timely information, re- 
duce the cost or duration of activities, and so on. 
Corporations use this technological  progress to lower 
their business  costs, improve their service to cus- 
tomers, and introduce new revenue-producing  serv- 
ices that are made possible by the improvements in 
technology. To stand still and not move  forward 
with  technology  would be to become stagnant and 
uncompetitive. 

10 AKEN 

The classical  large-system applications continue to 
exist, but the sophistication and the scale  of  these 
applications tend to grow as  technology  makes new 
forms of processing  viable, and as the parent enter- 
prise expands its customer and services  base. In 
addition, entire new  classes  of applications emerge 
each time technology  significantly  lowers  costs and 
increases the capabilities of the systems. 

Behind  these applications is an ever-growing  collec- 
tion of data which continues to become  increasingly 
more fundamental to the very operation of the en- 
terprises. Customer files, employee files,  payrolls, 
inventories,  revenues,  expenses, product specifica- 

The trend  in  society  continues 
toward  a  more  service-oriented 

economy. 

tions,  design  databases,  credit  files,  process control 
data, research  studies, document libraries, phone 
directories, patent portfolios, competitive analysis 
data, market trend data, demographics,  mailing 
lists-the databases continue to increase in numbers, 
size,  complexity, and diversity  as it becomes  possible 
to capture the information and profitably  process it. 
Processing  power can look  for new relationships and 
trends in growing  bases of data and assist in making 
more timely  decisions.  Emerging  technologies  such 
as  digital  imaging and digital  voice  recording further 
explode the quantities and forms of data that can be 
readily captured. Information is the goal  of infor- 
mation processing, and information is extracted 
from data. 

Entire new  classes  of applications are emerging  based 
on increased  volumes of on-line data and higher 
levels  of data and application integration. Computer- 
aided design (CAD) and computer-integrated manu- 
facturing (CIM) applications allow an engineer to 
interactively  develop  designs on high-resolution 
graphics  workstations and move those designs di- 
rectly into manufacturing in a fraction of the time 
required  with traditional techniques. Desktop pub- 
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lishing  packages and laser printers allow  virtually 
anyone to produce  high-quality,  multifont  publica- 
tions with  integrated  text,  image, and graphics.  In- 
tegrated  office  products  bring  facilities  for  electronic 
mail,  time  management, document creation, docu- 
ment filing,  meeting  scheduling, and decision  sup- 
port  systems  together into a  single  cohesive  set  of 
applications  supporting the day-to-day  tasks of the 
business  professional and connect  everybody into 
the extensive  information  processing and network 
facilities of the larger  enterprise.  Digital  imaging of 
such items as personal  checks,  credit  card  slips, 
insurance  forms, or library documents has the poten- 
tial to provide  tremendous  cost  savings by reducing 
paper  handling,  eliminating  lost  records, and allow- 
ing  electronic  processing,  mailing, and filing. Artifi- 
cial  intelligence  offers an entire new  field  of  appli- 
cations. 

The trend in  society  in  general continues toward  a 
more  service-oriented  economy, and this reflects it- 
self in the business  community. Home banking, 
automatic teller  machine (ATM) services,  videotext, 
computer shopping,  financial  market  services,  poll- 
ing  services,  on-line  travel  services, and  on-line  library 
services are all  indicators  of  the  type  of  service- 
oriented  economy  emerging. Tremendous business 
opportunities are associated  with  it. The trends con- 
tinue to bring  more data on line,  keep that data more 
current, and require  broader,  more  responsive  access 
to the data in order to derive  higher-quality,  more 
valuable information from the data. 

New technologies  for  capturing information not  only 
increase the sources of data and the rate at which 
data can be captured,  they  also  increase the density 
of the captured data.  Where  a  record  of  a  personal 
check  might  require  only  a few hundred characters 
(or bytes) of text information to be  represented,  a 
digital  image of a  check  requires on the order of 50 
thousand  bytes of information.  Similarly, the data 
content of digital  voice  recordings  is  considerably 
more  dense than the equivalent  character  represen- 
tation of the recorded  message.  Such  increases in 
data density  result  in  both  increased  storage  capacity 
requirements and increased  processing and data ma- 
nipulation  requirements. 

As the size  of data elements  increases, the impor- 
tance of minimizing 110 processing  delays  also in- 
creases.  The data representation  of  images  can  often 
be  significantly  reduced in size  by  applying data 
compression  algorithms. Thus, it also  becomes  im- 
portant to consider  utilizing  some of the processing 
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power  of the computer to compress and decompress 
images to reduce the quantity of storage  required 
and reduce the amount of information that must be 
transferred  between  system  elements. 

These trends in, data capture and information proc- 
essing  growth  show  a continued business opportunity 
for the highest-performance,  largest-capacity  infor- 
mation  storage and processing  systems that technol- 
ogy  will  allow. 

These  combined  factors point to one of the major 
emerging opportunities for the large  systems of the 
future: that of the  high-performance,  large-applica- 
tion and data-service  facility in an integrated  infor- 
mation  processing  network.  Although  many of the 
services  provided  by  today’s  large  systems,  such as 
high-volume  transaction  processing,  background job 
scheduling, or central  management and control of 
assets,  will continue to evolve on these  systems, 
many of the personal-use and less-demanding  appli- 
cations  (from the point of  view  of not requiring  a 
large  system) will  be performed  outside of the large 
system.  But  significant new business opportunities 
and requirements will  exist  for connectivity  from the 
growing  population of intelligent  workstations and 
other  network-connected  systems to the large-appli- 
cation and complex data services that continue to 
evolve  from  today’s  large  systems. The key to ena- 
bling this opportunity will  be the connectivity and 
cooperative  processing  capabilities of the large  sys- 
tems,  as well  as their  ability to provide the very  high- 
performance,  complex data services  cost  effectively. 
The ~ ~ ~ 1 3 7 0  facilities are directly  focused on the latter 
of these  two  areas. 

Enterprise  Systems 

The Enterprise  Systems announcements of 1988 are 
focused on a  set of evolutionary  steps to provide  very 
large,  cost-effective,  complex data- and application- 
server  systems. The hardware  system  architecture 
and capacity enhancements of the ~ S ~ / 3 7 0  systems 
are the foundations for the software  system  products 
that were announced and are  yet to follow. 

The major  enhancements  are  in the areas of memory 
addressability,  program  linkage,  storage  hierarchies, 
system-managed  storage, and system  logical  parti- 
tioning. Also  very important is the continued in- 
crease  in the quantities of electronic  storage that can 
be attached to the systems. 

The importance of these  facilities can be  clearly 
related to the earlier  discussions of areas of contin- 
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uing  focus  in  large-systems  design.  One of the prime 
factors  limiting the ability to take  maximum  advan- 
tage of  large-systems  processor  performance en- 

Significant  processing  potential 
is  spent  switching  between  tasks 

while  waiting  for  data  to  arrive 
in memory. 

hancements  is the relatively  slow  technologies  avail- 
able  for  access to stored data. Significant  processing 
potential  is  spent  switching  between  tasks  while  wait- 
ing  for data to arrive in memory.  Techniques that 
cache or buffer data in  high-speed  storage  have  been 
effective in reducing  system  overhead  for  selected 
classes  of data, but the quantities of electronic  storage 
available  have  been  limited, and the bulk of data 
requests are still  satisfied  today  from  relatively  slow 
direct-access  storage  devices. 

With  technology  advances continuing to improve 
the cost and density of electronic  storage, the possi- 
bility  of  using  very  large  electronic  memories  either 
directly  as data storage  devices, or configured as part 
of  a  system-wide  storage  hierarchy,  emerges  as  a  cost- 
effective  technique to significantly  improve data ac- 
cess times. The ~ S ~ / 3 7 0  Model 600s processing sys- 
tem  can /attach 5 12  megabytes (million  bytes) of 
byte-addressable  main  memory and 2  gigabytes  (bil- 
lion  bytes) of electronic  block-addressable  memory, 
thereby  providing  significant opportunities in this 
area. The use  of electronic  memory  for data access 
has the potential to significantly  increase the trans- 
action  processing  rates  sustainable by these  systems 
as well as provide  higher  levels of responsiveness 
to large,  relational data loperations. The paper by 
Cohen,  King, and Brady in this issue  discusses the 
subject of storage  hierarchies  in depth. 

The ability  of  programs to efficiently  manipulate 
large quantities of data in  memory will also be  very 
important for  these  systems, and E S ~ l 3 7 0  includes 

significant  enhancements in this arena. The prior 
370-XA  architecture  increased the addressability  of 
programs  from 16 megabytes to 2  gigabytes  of  linear 
address  space.  In  this  architecture, the operands of 
the instructions for the program  all  referred to ad- 
dresses  within the address  space  containing  the  pro- 
gram.  Although  special  operations and modes  were 
provided to allow data to be  moved  between  address 
spaces or to allow  programs to call  programs  in other 
address  spaces,  the  program  was  basically  limited  in 
its domain of addressability to the single  2-gigabyte 
address  space in which it existed, 

The ~ ~ ~ 1 3 7 0  architecture  provides  several important 
enhancements  in the area of addressability.  Most 
importantly, ESA significantly  extends  program  ad- 
dressability by allowing the entire processor  instruc- 
tion  set to operate  against  multiple  address  spaces. 
Each  operand of an instruction can point to an  object 
in  a  different  address  space. The potential  program 
addressability  is  thereby  increased  from that of a 
single  2-gigabyte  address  space to 2  gigabytes  times 
the maximum number of allowable  address  spaces. 
With the current architecture,  this  is an increase in 
excess  of three  orders of magnitude,  allowing  for 16 
terabytes of addressability. 

Secondly, the ESA addressing  architecture  extensions 
make  possible the concept of a “data only”  address 
space,  referred to as a data space. The data space 
becomes  a  very  useful  construct  for  providing  higher 
levels of data object  encapsulation and for  mapping 
persistent  stored data objects  (such  as  files,  directo- 
ries,  indexes, or databases)  directly into program- 
addressable  virtual  memory. By simply  manipulat- 
ing the addressability  tables of the  system, entire data 
objects (or portions  thereof)  can  become  directly 
addressable in the virtual  memory of a  program. 

Thirdly,  the ESA extensions  include new improve- 
ments  for  interprogram  linkages.  With ESA, new 
hardware  assistance  is  provided to automatically 
stack and unstack  program status across  program 
calls and assist  in the automatic establishment of 
recovery  environments to deal  with  unanticipated 
error  conditions.  These  assists  provide further per- 
formance and RAS (reliability,  availability, and ser- 
viceability)  improvements  for  programs  using the 
new linkages and can help  reduce  multiprogram- 
ming  overheads. 

New  system  services are  provided  within MVS to 
support  the new architectural  facilities and to enable 
the  mapping of data into the  memory  hierarchy. 
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The ESA/~;O architecture is  described in detail by 
Plambeck.  Additional  perspectives on the technical 
motivations and rationale for the architecture will 
be  foun? in the paper by  Scalzi, Ganek, and 
Schmalz. The MVS operating  system support $f the 
new archite5ture  facilities  is  described by Clark and 
by Rubsam. 

In addition to the requirements for  rapid  access to 
data, large installations are  faced  with  significant 

Managing  large-storage 
configurations  involves  a  number 

of complex  tasks. 

challenges in managing and controlling their infor- 
mation assets.  Large installations today  have 
hundreds of  high-capacity  direct-access  storage  de- 
vices, and the pace  of new data capture seems  des- 
tined to continue to outpace the technology im- 
provements in storage  densities.  Managing  large- 
storage  configurations  involves  a number of complex 
tasks  such  as  performance tuning, database  reorga- 
nization,  migration of unreferenced data to lower- 
cost  storage, maintenance of backup copies  of data, 
maintaining  disaster  recovery  capability,  installing 
new  storage  devices and removing  old  ones,  protect- 
ing data from unauthorized access, and generally 
administering data access  rules. The complexity and 
time required to perform  these  tasks tend to scale 
with the complexity of the configurations and the 
amount of data being  stored.  At the same time, a 
continuing trend toward  24-hour-per-day,  seven- 
day-per-week operations leaves  less and less time 
available to perform the tasks. There are long-stand- 
ing large-system customer requirements for more 
automated storage  management  facilities  which 
never  require  making the data unavailable to users. 
The Data Facilities  Storage  Management  Subsystem 
(DBMS”) products announced with ESA are a  major 
step in realizing  this  concept  of  system-managed 
storage. A storage-management architecture is  estab- 
lished to allow the system to manage the extensive 
data storage  facilities of the installation on the basis 
of individualized administrative rules appropriate to 
it. This architecture  is  integrated  with the large data 
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addressability and large  electronic  memory  hierarchy 
of the E S A ~ ~ O  systems to provide  synergism  across 
the entire collection of hardware and software ele; 
ments of the data storage  facility. The paper by Gelb 
describes  these  system-managed  storage  facilities. 

The last  major  element of the ESA enhancements 
is the Processor  Resource/Systems  Manager” 
(PR/sM“). PRISM enhances the system architecture by 
providing the capability to logically partition a  large 
system into multiple independent system  environ- 
ments. Thus, a  single  system can act as  multiple 
smaller  ones. 

There are many  reasons why such  a  facility  is  useful 
to customers today, but as the size and complexity 
of  these  system  configurations continue to grow, it 
will  be  increasingly  valuable to be able to temporarily 
configure  test,  migration, or development  systems 
out of the production system  resources rather than 
be  forced to take production systems  down, or pur- 
chase  completely  separate  systems  for  those pur- 
poses.  The, paper by Borden,  Hennessy, and 
Rymarczyk  describes the facilities  of PR/SM. 

Summary 
In summary, the role that the large,  leading-edge 
systems  play in the industry continues to evolve  as 
technological  progress continues to occur.  Low-cost 
computing and end-user  interfacing  technologies are 
driving  significant  end-user application and data re- 
sources out into the network,  whereas new data 
capture technologies and value-added information 
processing opportunities are  stressing the perform- 
ance and capacity  offerings  of the largest data proc- 
essing  systems  available. The affect  of these  evolu- 
tionary forces on large  systems will be toward  shap- 
ing  large  systems into very  high-capacity,  high- 
performance  application and data servers in highly 
interconnected peer  network  configurations. The ar- 
chitectural extensions of E S A ~ O  with their attendant 
system product support are foundational in making 
new strides  towards  larger-capacity,  higher-perform- 
ance,  more  cost-effective data server  systems to ad- 
dress  these  emerging requirements. 

Enterprise Systems Architecture/370, ESA/370, DFSMS, Proces- 
sor Resource/Systems Manager, and PR/SM are  trademarks of 
International  Business Machines Corporation. 
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