OSI-SNA interconnections

As Open Systems Interconnection (OSI) becomes an
international standard, it is gaining support in both
industry and government agencies. One of the major
applications of OSl is to act as an intermediary be-
tween heterogeneous networks. This paper discusses
a scheme for interconnecting a Systems Network Ar-
chitecture (SNA) network with OSI. This scheme is
based on a joint study between IBM Japan and Nippon
Telegraph and Telephone Corporation conducted dur-
ing 1984. Fundamental relationships between OSI ses-
sion and transport layers and SNA Logical Unit type
6.2 are explored. An OSI-SNA gateway structure is ex-
amined, and data units, address translation, and ex-
ception handling are discussed.

In the last decade, computer manufacturers have
experienced a tremendous growth in the devel-
opment of communications facilities. With advances
in technology and greater customer demands, var-
jous computer manufacturers have developed their
own communications networks, each with its own
architecture and protocols. The result is that net-
works and systems from different manufacturers
cannot easily communicate with one another. This
difficulty in communicating is a major stumbling
block to growth and flexibility for many users. It is
apparent that a standard network architecture is
needed that will allow various computer networks
and systems to communicate with one another. In
1977 the International Organization for Standardiza-
tion (150) Technical Committee 97 (TC97) established
a new subcommittee (SC16, currently sc21) on Open
Systems Interconnection (0sI). In the spring of 1983,
the os1 Basic Reference Model' became an interna-
tional standard. However, while computer manufac-
turers worked with 150 in developing these standards,
they continued to develop and enhance their own
communications architectures and networks. For ex-
ample, 1BM had over 10 000 Systems Network Ar-
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chitecture (SNA) networks installed by the time the
ost Basic Reference Model became an international
standard.

One application of 0SI is to use it as an intermediate
protocol to interconnect various heterogeneous net-
works. Several research and development efforts
have focused on the interconnection of dissimilar
networks. The SNATCH Gateway between SNA and
TRANSDATA,” the studies of Frangois and Potocki on
connecting and interfacing SNA with osI standards,’
and Green’s study on general protocol conversion®
are some examples of the growing work done in
interconnecting heterogeneous networks.

In 1984, 1BM Japan and Nippon Telegraph and Tele-
phone Corporation (NTT) conducted a feasibility
study to interconnect an SNA network and NTT’s Data
Communication Network Architecture (DCNA) net-
work through os1. The study focused on protocol
conversion through a gateway between 0sI session>®
and transport™® layers and the related SNA/DCNA
protocols. The IBM/NTT work was a theoretical study
and is not related to any 1BM development plan.

This paper, which is based on the results of the 1BmM/
NTT study, addresses the OSI-SNA interconnection.
Functions of osI and SNA are compared, mapping
techniques and a gateway structure are introduced,
address translation is explained, and exception han-
dling is discussed.’
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Figure 1 Layer structure of OSI Basic Reference Model
and SNA

" APPLICATION | AN
LAYER SERVICE”
PRESENTATION PRESENTATION
LAYER SERVICE
SESSION DATA FLOW
LAYER CONTROL
TRANSPORT TRANSMISSION
LAYER CONTROL
NETWORK - PATH
LAYER CONTROL
DATA LINK DATA LINK
LAYER CONTROL
PHYSICAL PHYSICAL
LAYER CONTROL

Overall framework

Francois and Potocki® identified two approaches to
interconnect 08! and SNA:

~ Convert the protocols of one system to the se-
mantically equivalent protocols of another system.

& Implement one protocol in the products of an-
other protocol. An example would be the imple-
mentation of 0sI protocol in SNA products, or vice
versa.

The first approach was the focus of the joint study
and is the subject of this paper. Alternatives other
than protocol conversion are not discussed in this
paper. The following steps were taken to study osI-
SNA interconnection based on protocol conversion:

&~ Comparison of 0s1 and sNA functions and identi-
fication of the common subset of 0s1 and SNA
functions

& Definition of the protocol conversion procedure
between 0sI and SNA

& Establishment of the address translation method
between 0s1 and SNA

» Study of exception handling
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OSI-SNA relations

osI and SNA have similar layer structures, as shown
in Figure 1. Although the layer structures are similar,
they do not allow osI application programs and SNA
application programs to communicate without pro-
tocol conversion. This section identifies the func-
tions which are common to osl and SNA and then
defines mapping between these architectures.

Functional comparisons. In SNA, in order for an end
user to communicate with another end user, their
respective logical units (LUs) must be connected in a
mutual relationship called an LU-LU session. There
are several LU types, differing in the specific SNA
protocols and options supported. LU type 1 is for a
session between an application program and a ter-
minal. LU type 2 is for a session between an appli-
cation program and a display using the 1BM 3270
data stream. LU type 3 is for a session between an
application program and a printer using the 3270
data stream. LU type 4 is for a session between an
application program and a terminal or a session
between two terminals. LU type 6 is for a session
between two application programs.

In this paper, LU type 6.2 (LU 6.2), a version of LU
type 6, was chosen for the following reasons:

& LU 6.2 offers peer-to-peer communication which is
conceptually the same as that offered by os1.

&~ LU 6.2 has a well-defined interface which makes
mapping comparatively easier than with the other
LU types.

Hereafter “SNA LU-LU session” means an “LU-LU

session of SNA LU 6.2” unless otherwise specified.

OSI session connection and SNA LU 6.2 conversa-
tion. Examining the OSI session connection and SNA
LU 6.2 conversation,'® one will find that many func-
tions are similar, although the terminologies are
different. os1 session connection provides the means
necessary for associated service users to organize and
synchronize their dialogue and to manage their data
exchange. In contrast, SNA LU 6.2 conversation pro-
vides a logical interface through which the transac-
tion program can access the SNA network and its
resources. It provides the structure for programs to
communicate with one another in order to process
a transaction.

Table 1 lists some of the functions common to OSI
session connection and SNA LU 6.2 conversation.
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osI session protocol specifies a kernel functional unit
and either half-duplex or full-duplex functional units
as basic mandatory functions. The kernel includes a
session connection establishment and release as well
as data transfer, whereas the half-duplex functional
unit includes the token management. The 0sI func-
tions listed in Table 1 satisfy the basic 0sI session
protocol mandatory requirements.

SNA LU 6.2 also specifies a series of conversation verbs
of mandatory requirements. These mandatory verbs
are ALLOCATE, DEALLOCATE, CONFIRM, CONFIRMED,
GET_ATTRIBUTE, RECEIVE_AND_WAIT, REQUEST_
TO_SEND, SEND_DATA, and SEND_ERROR.'? The SNA
LU 6.2 functions described in Table | satisfy all of
the mandatory verbs.

Figure 2 schematizes the relationship between 0SI
session protocol and SNA LU 6.2 conversation. The
shaded area represents the common functions, which
consist of the following categories:

1.

Common functions that are mandatory in both
0sI session connection and SNA LU 6.2 conversa-
tion:

OSI Session Connection SNA LU 6.2 Conversation

Kernel ALLOCATE
Half-Duplex DEALLOCATE
SEND_DATA

RECEIVE_AND_WAIT
REQUEST_TO_SEND

Although both duplex and half-duplex are al-
lowed in the oslI session protocol, only half-duplex
is chosen in this study since SNA LU 6.2 operates
half-duplex only.

. Common functions that are mandatory in 0SI

session connection but optional in SNA LU 6.2
conversation:

OSI Session Connection SNA LU 6.2 Conversation
None None

. Common functions that are mandatory in SNA

LU 6.2 conversation but optional in OSI session
connection:

OSI Session Connection SNA LU 6.2 Conversation

Major Synchronize CONFIRM
Exception Report CONFIRMED
SEND_ERROR

. Common functions that are optional in both the

OSI session connection and SNA LU 6.2 conversa-
tion:
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Figure 2 OSI Session-SNA LU 6.2 Conversation relationship

COMMON SNA LU 6.2
FUNCTIONS CONVERSATION

Table 1 Functions common to OSI Session Layer and SNA
LU 6.2 Conversation

OSl Session SNA LU 6.2 Conversation
Session connection establish-  Allocate a conversation
ment
Data exchange Send data to a transaction
program
Receive data from a transac-
tion program
Token management Request control of the flow
(Half-duplex) between two programs
Yield control of the flow be-
tween two programs
Exception report Send error information to a
transaction program
Synchronization Synchronize the processing
activities of the two pro-
grams
Session connection release Deallocate a conversation

OSI Session Connection SNA LU 6.2 Conversation
None None

We also considered the mandatory functions that
are unique to OSI or to SNA LU 6.2. Such functions
are covered in the nonshaded area in Figure 2.

One category in this nonshaded area comprises the

functions that are mandatory in OsI session connec-
tion but have no corresponding function in SNA LU
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Table2 Functions common to OS| Transport Layer and SNA
LU-LU Session

LU~LU mon cstahhsh» .

Table3 OSI Session Layer—SNA LU 6.2 Conversation
functional mapping

o .‘ Etror chomng (m Send/

xXceplion |
Recewe St.ate otﬂy) - Receive State)

6.2 conversation. There are no items in this category,
because all the mandatory functions that are re-
quired in osl have corresponding functions in SNA
LU 6.2

Another category in this nonshaded area includes
the functions that are mandatory in SNA LU 6.2
conversation but have no corresponding function in
osI session connection. There are two items in this
category: (1) the SEND_ERROR verb in send state, and
(2) conversation initiated from either partner.

For the first item, SNA LU 6.2 conversation allows a
SEND__ERROR verb to be issued in both the send and
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receive states, whereas 0sl session protocol only al-
lows an EXCEPTION DATA function to be sent in the
receive state.

For the second item, SNA LU 6.2 allows a conversation
to be initiated from either partner, whereas os1 allows
a session connection to be initiated only from the
side that initiated the underlying transport connec-
tion.

In this study, the above items are restricted at the
SNA side to achieve the interconnection to 0sI, be-
cause these items are derived from the fundamental
architectural difference between 0S1 and SNA LU 6.2.
In other words, the SEND_ERROR verb in the send
state and conversation initiation from the receiver
of an LU-LU session are restricted to the SNA side.

OSI transport connection and SNA LU-LU session.
Comparable functions can also be observed between
the osI transport connection and an SNA LU-LU ses-
sion.

In os1, the transport layer is concerned with creating
a uniform transport service that is defined on an
end-system-to-end-system basis with respect to char-
acteristics such as error detection and recovery, mul-
tiplexing, addressing, and quality of service.

InSNA LU 6.2, an LU-LU session is a logical connection
between two LUs that can be activated, tailored to
provide various connection protocols, and deacti-
vated, as requested. The session activation request
and response determine connection options relating
to such functions as the rate and concurrency of data
exchange, the control of contention and error recov-
ery, and the characteristics of the data stream.

Table 2 gives the functions common to the 0SI
transport protocol and SNA LU-LU session protocol.

Unlike the higher layer, the 0sI transport connection
and an SNA LU-LU session cover each other’s man-
datory functions. Therefore, no protocol restrictions
are required for either osI or SNA LU 6.2. These
mandatory functions are connection establishment,
data transfer, and connection release.

OSI-SNA functional mapping. We obtained the func-
tional mapping of os1 and SNA LU 6.2 based on the
functional comparison.'!

Table 3 summarizes the functional mapping between
oSl session connection and SNA LU 6.2 conversation,'2
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and Table 4 summarizes the functional mapping
between the 08I transport layer and the LU-LU session
of SNA LU 6.2.

Data unit comparison. Aside from the functional
relationship between ost and SNA, an important area
to be considered is the data unit relationship between
the two.

In os1, data units are expressed in terms of protocol
data units (PDUs) and service data units (SDUs). Each
layer has its own PDUs and SDUs.

In SNA, data units are expressed in terms of logical
records, request/response units (RUs), basic infor-
mation units (BIUs), and path information units
{(r1Us). The mapping between os1 and SNA data units
can be shown as follows:

0s1 SNALU 6.2

Session SDU (SSDU) Logical record(s)

Session PDU (SPDU) Request/Response Unit

Transport PDU (TPDU) Basic Information Unit (BIU = RH +
RU)

Network PDU (NPDU)  Path Information Unit (PIU = TH +
BIU)

OSI-SNA gateway

A gateway that converts 0s1 and SNA LU 6.2 protocols
can be designed on the basis of the functional map-
ping and data unit relationship between these net-
work architectures. There are various alternatives to
implement 0sI-SNA gateways. This section introduces
a chosen one, and the characteristics of its protocol
conversion specifications are discussed.

Gateway structure. Conceptually, the chosen OSI-SNA
gateway structure consists of three components:

1. os1 Element—the portion of the 0SI-SNA gateway
that communicates with the partner os1 node. It
only handles osi protocol, and is divided into two
subcomponents, the Session Layer Sub-Element
(osi-sL) and the Transport Layer Sub-Element
(OSI-TL).

2. sNa Element—the portion of the OSI-SNA gateway
that communicates with the partner SNA node. It
only handles SNA LU 6.2 protocol.

3. Protocol Conversion Element (PcE)—the portion
of the 0s1-sNA gateway that converts 0sI protocol
t0 SNA LU 6.2 protocol and vice versa. It is divided
into two subcomponents, the PCE Session Sub-
Element (PCE-SSE) and the pCE Transport Sub-
Element (PCE-TSE). PCE-SSE converts OSI session

IBM SYSTEMS JOURNAL, VOL 26, NO 2, 1987

Table4 OSl Transport Layer—SNA LU-LU Session

functional mapping

T-Connection Control -
o Establishment/Release .

o Parameter Negotiation . -
. Muluplexmg/Sphmng to

N-Connection R
Data Transfer on T-Connec-  Data Transfer on SNA Ses— -
tion : sion
. Data Unit Concatenation  « (No Function) T
. Data Transfer Comrol ' Data Flow Control
[ - Normal Data Flow -

- - Expedited Data Flow

- Sequentlal‘Numbenng
Fluw Contml ) :

e o e s

. (No Function)

protocol to SNA LU 6.2 protocol and vice versa.
PCE-TSE converts OSI transport protocol to SNA
LU-LU session activation/deactivation protocol
and vice versa.

A pictorial representation of the OsI-SNA gateway is
shown in Figure 3. There are two control paths in
the 0s1-sNA gateway. The first path accomplishes the
mapping of the 0si transport connection and the SNA
LU-LU session with respect to connection establish-
ment and release, using PCE-TSE as the focal point.
(In Figure 3, note that the representation of the TSE
between the transport element and the session ele-
ment does not correspond to a function insertion
between the osI transport and session layers; rather,
it corresponds to an interlock mechanism meant to
ensure correct gateway handling of the protocols.)
The second control path is used to accomplish the
mapping of 0sI session protocol and LU 6.2 conver-
sation verbs using PCE-SSE as the focal point and as
the data exchange between the two interconnected
end nodes.

The path establishment and data exchange flows do
not operate concurrently; therefore, the multiplicity
of flows shown in Figure 3 is not meant to imply
that at any given instant a flow is split and then
recombined.

There are six boundaries defined in this OSI-SNA
gateway. They are used for communication among
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Figure 3 OSI-SNA gateway structure

O8I ELEMENT

NETWORK LAYER

PATH CONTROL

various elements within the gateway. These bound-
aries are as follows:

a. PCE-SSE-OSI-SL. Used for communication between
PCE-SSE and OsI-sL and is based on OSI session
service primitives.’

b. PCE-SSE-SNA element. Used for communication
between PCE-SSE and the SNA element and is based
on the SNA LU 6.2 conversation verbs.'°

¢. PCE-TSE-OSI-TL. Used for communication be-
tween PCE-TSE and OsI-TL and is a subset of the
oslI transport service primitives.’

d. os1-sL-0sI-TL. Used for communication between
osi-SL and OSI-TL and is the remaining subset of
oSl transport service primitives.’

¢. PCE-TSE-SNA element. Used for communication
between PCE-TSE and the SNA element and deals
with the establishment and the release of an SNA
LU-LU session.

f. PCE-TSE-OsI-SL. Used for communication be-
tween PCE-TSE and 0si-SL and is a subset of the
osl transport service primitives.” This subset deals
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with the establishment and release of an 0OsI trans-
port connection.

With the exception of Case e, all of the boundaries
are based on the existing definition of 0s1 session
and transport services and SNA LU 6.2 architecture.

When an incoming command related to the estab-
lishment of osI transport connection is received by
the gateway from the partner osi node, it is changed
to the appropriate service primitive, which is then
forwarded to PCE-TSE. If the transport connection has
been established and the command is related to the
session or higher layers, the command is changed to
the appropriate service primitive, which is forwarded
to OsI-SL. OSI-SL then generates the appropriate ser-
vice primitive, which is forwarded to PCE-SSE.

When the incoming command is from the partner
SNA node and is related to the establishment of an
SNA LU-LU session, an appropriate service primitive
will be forwarded to PCE-TSE. If the SNA LU-LU session
has been established and the incoming command is
related to a conversation, the appropriate parameters
that were returned to the conversation verbs will be
forwarded to PCE-SSE.

Both pCE-SSE and PCE-TSE perform the protocol con-
version on the basis of the service primitives or the
returned parameters to the conversation verbs that
they received.

Characteristics of the gateway structure. The major
characteristics of the gateway structure are summa-
rized below.

» Protocol conversion is performed layer by layer.
For example, if a Connection Request (CR) trans-
port protocol data unit (TPDU) is initiated from an
osI node, that CR TPDU is converted by the gateway
to a BIND request unit (RU), which is then for-
warded to the partner SNA node. Nothing is re-
turned to the 0s1 node until the response is re-
ceived from the partner sNA node. A transport
connection initiated by an osI node to the gateway
will cause an SNA LU-LU session to be established
between the gateway and the partner SNA node.

» Session and transport layer service primitives are
preserved. As explained earlier, the boundaries
between the PCE and the 0s!1 elements are based
on the service primitives defined in the 0sI proto-
cols,>” and one of the boundaries between the PCE
and the SNA element is based on the conversation
verbs that are defined in the LU 6.2 architecture.'?
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Table5 Command conversion from OSI Session to SNA LU
6.2 Conversation

Table 6 Command conversion from SNA LU 6.2
Conversation to OSI| Session

0SI SPDU

APl Mapped
Conversation Verbs

RH/RU

SNA RH/RU

APl and the Associated Mapped
Conversation Verbs

0Si SPDU

Connect (CN)

Accept (AC)
Refuse (RF)

Data Transfer
(DT)

Finish (FN)

Disconnect
(DN)

Abort (AB)

Give Tokens
(GT)

Please Tokens
(PT)

Major Sync
Point (MAP)

Major Sync Ack
(MAA)

Exception Data
(ED)

Exception Re-
port (ER)

MC_ALLOCATE

MC_DEALLOCATE

MC_SEND..DATA

MC..DEALLOCATE

MC_DEALLOCATE
(ABEND)

MC_RECEIVE._.
AND_WAIT (in
send state)

MC_PREPARE_.
TO_RECEIVE

MC..REQUEST_
TO_SEND
MC_CONFIRM
MC._CONFIRMED
MC..SEND_ERROR

MC_DEALLOCATE
(ABEND)

Begin Bracket
(BB), FM
Header
(FMH) 5

Conditional End
Bracket (CEB),
FMH7

Data

CEB

CEB, FMH7

Change Direction
(CD)

SIGNAL (0001)

Definite Request
(RQD) 2

Definite Response
(DR) 2

FMH7

CEB, FMH7

BB, FMHS5

CEB, FMH7

SIGNAL

RC = OK from
MC_ALLOCATE

RC = ALLOCATION_ERROR
from MC_ALLOCATE

WHAT_RECEIVED = DATA
from MC_RECEIVE_AND_
WAIT

RC = DEALLOCATE_
NORMAL from
MC_RECEIVE_AND_WAIT
or MC_SEND_ERROR

RC = ‘derived from FMH7’
MC_RECEIVE_AND_WAIT
or MC_SEND_ERROR or
MC_PREPARE_TO_
RECEIVE or
MC_CONFIRM or
MC_DEALLOCATE or
MC_SEND_DATA

RC = PROG_ERROR__
PURGING from
MC_RECEIVE_AND_WAIT
or MC_SEND__ERROR or
MC_PREPARE..TO_
RECEIVE or
MC_CONFIRM or
MC._DEALLOCATE or
MC_SEND_DATA

WHAT_RECEIVED = SEND
from MC_RECEIVE_AND_
WAIT

REQUEST_TO..SEND_
RECEIVED from
MC._RECEIVE_AND_WAIT
or MC_CONFIRM or

CN
AC

RF

¢ Data transfer between end nodes is optimized in
the gateway. The data transfer through the gateway
has been optimized so that the additional delay
caused by the gateway will be minimized. This is
accomplished in the following ways:

e Dual control paths are defined in the gateway.
Data transfer between the end nodes will bypass
PCE-TSE, thus increasing the efficiency of the
data movement.

* No segmentation or assembly is performed in
the PCE. In both the 0s1 and SNA architectures,
the service provider may choose to group the
user data into smaller data segments. In the
gateway, these segments are passed from one
network to another on an “as is” basis to prevent
delay of the data transfer. In order to accomplish

MC_SEND_DATA

WHAT_RECEIVED =
CONFIRM from
MC_RECEIVE_AND_WAIT

RC = OK from
MC_CONFIRM

this, boundary information is provided between
the PCE and OSI-SNA elements to indicate the
end of the user data.

Protocol conversion specifications. Once the gateway
structure is defined, the next step is to define the
protocol conversion specifications. Protocol conver-
sion consists of command conversion and parameter
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Figure 4 Transport connection initiated by OS! node

Table7 Command conversion from OS! Transport to SNA
LU-LU Session

OSi NODE GATEWAY SNA NODE
CRTPDY :
e———————>
" BIND
+ RSP(BIND)
CC TPDU
e —— ]
SSE
3
p
TSE
PCE @
CC CR BIND  +RSP(BIND)
TPDU TPDU

conversion. Command conversions for PCE-SSE are
summarized in Tables 5 and 6. Command conver-
sions for PCE-TSE are summarized in Tables 7 and 8.

A set of parameter conversions is associated with
each command conversion. Given a command con-
version, parameters of both the input and output
commands can be grouped as follows:

~ Parameters that need to be converted

» Parameters that are not forwarded but are man-
aged in the gateway

~ Parameters that are generated by the gateway
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OSsl TPDU SNA RU Remarks

Connection  BIND
Request
(CR)

Connection  Positive Response for
Confirm BIND
(CC) (+RSP(Bind})

Disconnect Negative Response If Transport Connec-
Request for BIND tion is pending
(DR) (—RSP(BIND))

DR UNBIND If Transport Connec-
tion has been
established

Disconnect  Positive Response for If DR is converted
Confirm UNBIND from UNBIND
(DC) (+RSP(UNBIND))

DC If DR is initiated

from Gateway

TPDU Error —RSP(BIND) If Transport Connec-
(ER) tion is pending

ER UNBIND If Transport Connec-
tion has been
established

Data (DT) Data

Table 9 is a list of the parameters that need to be
converted by the gateway and their associated com-
mands.

Examples of the OSI-SNA gateway operation. Fig-
ure 4 shows a sample flow in which a transport
connection request is initiated by the os1 node. This
flow goes as follows:

1. An incoming Connection Request (CR) TPDU
from the partner osi node is changed to “T-CON-
NECT request” and is forwarded to PCE-TSE.

2. PCE-TSE converts the “T-CONNECT request” to a
“BIND request” and sends it to the SNA element,
which then sends a BIND RU to the partner SNA
node.

3. A positive response for BIND (+RSP(BIND)) from
the partner SNA node activates “BIND confirm”
between the sNA element and PCE-TSE.

4. PCE-TSE converts the “BIND confirm” to a “T-
CONNECT indication” and sends it to OSI-SL.

5. OSI-SL returns a “T-CONNECT response” t0 PCE-
TSE.
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6. PCE-TSE fqrwards the T-CONNECT response” to Table 8 Command conversion from SNA LU-LU Session to
osI-TL, which causes a Connection Confirm (cc) 0S| Transport
TPDU to be sent to the partner 0sI node. SNARU | OSI TPDU Remarks

: : ; BIND CR
Figure 5 shows a sample flow in which data transfer +RSP(BIND) oC

is requested by the 0s1 node. This flow is as follows: ~RSP(BIND) DR

UNBIND DR -

. An incoming Data Transfer (DT) TPDU from the Data DT . L

partner OSI ngode is changed to a “T-DATA indica- +RSP(UNBIND) bc if g}:ﬂ?g& ?P%’gvem
tion” in 0sI-TL, which is then sent to OSI-SL. +RSP(UNBIND) If UNBIND is initiated .

. OSI-SL processes the “T-DATA indication” and gen- from Gateway '
erates appropriate service primitives to PCE-SSE.

. PCE-SSE converts the appropriate session service
primitives to the corresponding conversation
verbs, which causes an appropriate RU to be sent
to the partner SNA node.

damental differences between 0sI and SNA LU 6.2.
This section presents the addressing concept in each
architecture, discusses the mapping technique cho-
sen in this study, and gives examples illustrating how
the scheme works.

Address translation

Naming and addressing in OSI. Two naming au-
One of the basic problems in OSI-SNA interconnection thorities are proposed in Sc21 in order to allocate
is address translation. Addressing is one of the fun- names independently.'?

Table 9 Parameter conversion between OSI and SNA LU 6.2

[0 1] 0si SNA
Commands Parameters Parameters

CN SPDU Token Setting Items End Chain Indicator (ECI)
User requirement Change Direction
Called SSAP Indicator (CDI)
Calling SSAP Sync. Level information
TP Name (TPN)
Calling TPN (to be in the PIP)

RF SPDU Reason Code FMH7, CEB Sense Data
DT SPDU Enclosure Item Data RU LL

GT SPDU Token Item RH CDI

PT SPDU Token Item SIGNAL SIGNAL Code
ED SPDU Reason Code FMH7 Sense Data
ER SPDU (None) FMH7 Sense Data
AB SPDU Type FMH7 Sense Data

CR TPDU Request Code BIND Request Code
Calling TSAP PLU Name
Called SSAP ID SLU Name

CC TPDU Request Code +RSP(BIND) Request Code
Calling TSAP ID Primary LU (PLU) Name
Called SSAP ID Secondary LU (SLU) Name

DR TPDU Request Code —~RPS(BIND) Request Code

ER TPDU Request Code —RSP(BIND) Request Code
Reject Cause Sense Code

DR TPDU Request Code UNBIND Request Code
Reason UNBIND Type
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Figure 5 Data transfer initiated by OSI node

5 OSt NODE GATEWAY SNA NODE

. CORRESPONDING AU >

- 8SE

L TSE

BiU

The first naming authority provides addresses for
network service access points (NSAPs) in such a way
that there is a one-to-one correspondence between
NSAP addresses and NSAPs throughout the entire 0OSI.
Associated with this naming authority is a directory
that provides the mapping between an NSAP address
and the routing information used below the network
service boundary to access the NSAP.

The second naming authority provides application
titles in such a way that there is a many-to-one
correspondence between application titles and appli-
cation entities. Associated with this naming author-
ity is another directory that provides the mapping
between the application title and the addressing in-
formation needed to access it.
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Within the scope of the transport entity identified by
a single NSAP address, a transport selector is allocated
in such a way that there is a one-to-one correspon-
dence between values of the selector and transport
service access points (TSAPs), which can be accessed
locally by the transport entity attached to that NSAP.
The tuple (NsAP address, transport selector) is a TSAP
address that is unique throughout the osI.

Within the scope of the session entity identified by a
single TSAP address, a session selector is allocated in
such a way that there is a one-to-one correspondence
between values of the selector and session service
access points (SSAPs), which can be accessed locally
by the session entity attached to that TSAP. The tuple
(Tsap address, session selector) is an sSAP address
that is unique throughout the 0sl.

There is a one-to-one correspondence between pre-
sentation service access points (PSAPs) and SSAPs, and
the ssap address is equivalent to the psap address.'

In order to ensure that all routing decisions are taken
below the network service boundary, all layer entities
above the network layer have a single point of at-
tachment to their lower service access point. Thus,
there is a many-to-one correspondence between ap-
plication titles and NSAP addresses.

This is summarized as shown in Figure 6.

Names and addresses in SNA. A network addressa-
ble unit in an SNA network could be a logical unit
(LU), physical unit (PU), or system services control
point (sscp). Each of them has a unique network
address in a given SNA network. The network address
consists of two parts: a subarea address and an
element address. The subarea address is the same for
all network addressable units in the same subarea.
The element address is unique to each network
addressable unit within that subarea. Network ad-
dresses are used only within the SNA network. End
users refer to network addressable units by their
network names. Each network addressable unit
within an SNA network must have a unique name. A
network directory service is used to map the network
names to their corresponding network addresses.

A transaction program (TP) uses the LU to commu-
nicate with another TP. An LU may run many TPs
successively or concurrently, or both. Within a net-
work, TP names need not be unique; however, within
the same LU, TP names must be unique. The rela-
tionship between TP and LU is shown in Figure 7.
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Address translation for OSI-SNA interconnection.
As discussed earlier, an SNA LU 6.2 conversation is
mapped into an OSI session connection and an SNA
LU-LU session is mapped into an 0OSI transport con-
nection. Therefore, the TP names and LU names in
the SNA network are mapped into SSAP and TSAP in
the ost network and vice versa.

The mechanism for mapping is based on the SNA
Network Interconnection (SN1).!* A TP name and an
LU name are represented respectively by sSAP and
TSAP addresses in the osi network. Similarly, an ssap
address and a TSAP address are represented respec-
tively by a TP name and an LU name in the SNA
network. The mapping is performed in the gateway,
as shown in Figure 8. In this figure, TP-A and LU-A
are represented respectively by ssap-x and TsAP-X for
the os1 network in the gateway, and SSAP-A and TSAP-

Figure 6 Proposed OSl addressing structure
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SSAP
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Figure 7 Relationship between LU and TP

- PATH

A are represented respectively by Tp-x and LU-X for
the sNA network in the gateway. When TpP-A wishes
to communicate with SSAP-A, it only sees the exis-
tence of TP-X. Likewise, when SSAP-A wishes to com-
municate with TP-A, it only sees the existence of
SSAP-X.

To accomplish the mapping, assume that all nodes
in the osI network are connected via an x.25 packet-
switched network. The NSAP address is then equal to
the Data Terminal Equipment (DTE) address that is
assigned by the x.25 packet-switched network. In this
paper, we assume that NSAP addresses DTE#1 and
DTE#2 are assigned to an OSI node and to the OSI-SNA
gateway, respectively (Figure 8).

According to Figure 6, the TSAP address and ssap
address are defined as follows:

TSAP address = NSAP address + transport selector
sSAP address = TSAP address + session selector
= NSAP address + transport selector
+ session selector

Since the Nsap address is nothing but the DTE address
of the gateway, the uniqueness of the DTE address
guarantees the uniqueness of the TSAP address and
the ssaP address in the particular 0S1 network.
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Figure 8 Address translation for OSI-SNA interconnection

08I NETWORK

08! APPLICATION

SNA NETWORK

SNA APPLICATION

TSAP-X, which represents the Lu-A to the 0s1 network,
must be assigned a unique TSAP address for address-
ing in the 0sI network. Since the LU name, LU-A, is
unique in the SNA network, the TsAp-x can be
uniquely represented in the 0sI network by using the
LU name as a transport selector.

SSAP-X, which represents the TP-A to the 0sI network,
must be assigned a unique SSApP address for address-
ing in the 0s1 network. Since the TP name, TP-a, is
unique in a particular LU, the TP name can be used
as a session selector. !

With these rules, the TSAP address (TSAP-X) and SSAP
address (ssap-x) have the following values:

TSAP-X = DTE#2 + LU-A
SSAP-X = DTE#2 + LU-A + TP-A

Similarly, the OSI entities, TSAP-A and SSAP-A, must
be assigned an LU name and a TP name for the SNA
network. As shown in Figure 8, the transport entity
and session entity are mapped to LU and Tp. With
use of this mapping, an LU name, LU-X, and a TP
name, TP-X, are assigned to the TSAp address and
SSAP address, respectively. The values of LU-X and
TP-X are given as follows:
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LU-X = DTE#1 + TSAP-A
TP-X = DTE#1 + TSAP-A + SSAP-A

As a result of the above mapping, translation tables
A and B can be established, as shown in Figure 9.
Table A is the translation table between the LU name
and the TSAP address. Table B is the translation table
between the TP name and the ssap address. All the
tables are predefined and established in the gateway
prior to the connection.

Given the network configuration in Figure 8, Figure
10 shows the sequence including address translation
when connection is initiated from the sNA network.
Tables A and B in Figure 9 are used to translate LU
names and TP names to their corresponding TSAPs
and ssAPs, and vice versa. Figure 11 shows the se-
quence including address translation when connec-
tion is initiated from the 0sI network. Tables A and
B are also used to translate TSAPs and SSAPs to their
corresponding LU names and TP names.

Exception handling

Another topic to be considered in designing a pro-
tocol conversion is exception handling. Both os1 and
SNA LU 6.2 define two major categories of exceptions:
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(1) user error, which means an error detected by
service users, and (2) provider error, which means
an error detected by service providers. Since the
detailed categorization of exceptional cases and re-
lated recovery actions are quite different in the two
architectures, it is difficult to map error information
between os1 and SNA networks.

In os1, all exceptions that occur on top of the 0Osi
session layer must be handled as session service user
(ss-user) exceptions by definition. In SNA LU 6.2, all
exceptions that occur on top of the conversation are
defined as user errors. As a result, it is not possible
for the remote user to distinguish between real user
exceptions issued by applications and provider ex-
ceptions detected by protocol converters inside the
gateway.

On the basis of the above discussion, we designed
the osI-SNA gateway to handle exceptions as follows:

e A user error is propagated to the partner node as
a user error.

¢ A provider error is not converted. The gateway
requests abnormal connection release to both net-
works.

Usually, a provider error causes an abnormal con-
nection release in the network that detected the error.
Therefore, the above gateway design is a reasonable
choice to handle a provider error in an intercon-
nected network environment.

Concluding remarks

The 0sI-SNA gateway described in this paper provides
a theoretical mechanism to interconnect an SNA
network and non-SNA networks using OSI as an in-
termediate network. With the technique described
in this paper, a gateway between 081 and another
network architecture can also be designed. If the 0s1-
SNA gateway and another gateway between 0sI and
the third network have a common subset of func-
tions, then, subject to common syntax and seman-
tics, application programs in an SNA network and
application programs in the third network can com-
municate with each other.
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