Prospects and design
choices for integrated
private networks

This paper reviews some of the choices that will be
available in the next few years, as the much-discussed
move toward implementing voice and data integration
within a single wide-area integrated private network
proceeds. After the term wide-area integrated private
network has been defined, a discussion is given of
requirements the network ought to satisfy for its users.
Then two particularly promising approaches, fast
packet switching (FPS) and hybrid switching (HS), are
defined, and specimen design points for FPS and HS
are postulated, so that the two can be compared.
While a definitive comparison would require systematic
cost and performance studies, much insight can be
gained from the qualitative comparison that we pre-
sent here. We assess some of the arguments that have
been put forward in favor of FPS or HS and conclude
that, although today both architectures have promise,
and research on both should continue, FPS appears to
be slightly simpler to implement and operate.

Today’s corporate telecommunication networks
are composed of at least two stand-alone net-
works. One network is dedicated to voice—and pos-
sibly facsimile and teletype applications—and the
other network is dedicated to data communications.
Each network has its peculiar interfaces, transport,
and switching mechanisms. A widely recognized ob-
jective is to combine these switched services into the
same network, which should result in lower equip-
ment and communications costs, higher level of
service, and greater flexibility for introducing and
distributing new services.

The Integrated Services Digital Network (ISDN)
concept' is the most comprehensive step in this
direction. The 1sDN standards effort defines the dif-
ferent classes of service that a network may provide.
ISDN also defines a unique integrated interface for
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access to these services. However, it does not dictate
how the network transport and switching mecha-
nisms are to be architected and implemented.

In this paper we examine these transport and switch-
ing questions for wide-area integrated private net-
works of the 1990s. This emphasis means that we
shall not deal with questions that are specific to local-
area networks only, nor with the many problems
that are specific to integrated common-carrier facil-
ities. Common-carrier-integrated networks are in
many ways a more complicated issue than private
networks. The reasons for this are the need to coexist
with and migrate from the extensive installed base
of circuit-switched voice networking technology and
the fact that the volume of traffic is much greater for
a carrier than it is for a single business.

Several basic switching approaches may be consid-
ered when designing an integrated network to carry
voice, data, and some image. These approaches in-
clude circuit switching, packet switching, and hybrid
combinations of the two. In this part, we focus our
attention on the following two particularly promising
approaches:

~ Fast packet switching (Fps),> which retains the
main characteristics of conventional packet
switching but emphasizes the exploitation of high-
speed switching and transmission technology and
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Figure 1 A typical private wide-area network of the 1990s
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minimizes intermediate-node processing for flow
control, routing, and error recovery.

o Hybrid switching (us),? in which conventional cir-
cuit switching is used for voice and voice-like
traffic, whereas fast packet switching is used for
data traffic. One way of implementing Hs is to
have two different switching architectures and dif-
ferent network architectures. Another way is for
voice and data to share the same transmission and
switching facilities under the guidance of a com-
mon network architecture, even though the voice
and data would be processed differently in terms
of details of buffering, blocking, etc. The second
approach is considered in this paper.

Although the focus is on these two approaches, men-
tion is also made at the appropriate point of two
other switching methods, known as fast circuit
switching® and burst switching.’

First, a definition is given of what pieces might make
up a corporate integrated telecommunications net-
work. A set of realistic requirements for such a
structure is then defined, and sample design points
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for Fps and Hs are postulated, so that the two may
be compared. The comparison leads to identification
of deficiencies possessed by one or the other. Re-
moval of these deficiencies is a challenge for future
invention and research.

Wide-area integrated private networks

We now consider the model of a future wide-area
integrated network for a typical corporation. Such a
network, illustrated in Figure 1, is made up essen-
tially of two parts. The first part is a backbone
consisting of network nodes interconnected by high-
speed trunks. The second part is the collection of
peripheral nodes that connect into the backbone by
lower-speed subscriber lines. The peripheral nodes
are the users’ installed base of computer terminals,
controllers, processors, telephones, and other termi-
nal equipment. There might be from less than a
dozen to several hundred or even a thousand net-
work nodes in the backbone. The trunks might num-
ber up to ten per network node, and the local attach-
ment of the peripheral nodes, i.e., /ines, might num-
ber up to thousands per network node.
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Network nodes are of two kinds. Intermediate nodes
can do intermediate routing, and they support only
trunk interfaces. End nodes can do both intermediate
routing and line attachment; thus they support both
trunk and line interfaces. Peripheral nodes are not
part of the backbone and do not participate in the
intermediate node routing process.

End nodes might or might not be running applica-
tions, in addition to executing network-node func-
tion. In another variation, an end node could be split
into two physically separated pieces connected by a
high-speed link, one piece supporting the lines and
the other piece supporting the trunks.

In facing the design choices for the backbone net-
work, some of the elements in Figure 1 must be
assumed given, whereas others may be varied. The
technology and performance parameters available
for the trunks are defined by the common carriers.
The subscriber lines are provided by carriers, al-
though some of them may take the form of metro-
politan-area networks (such as connections provided
by cATv franchisers) or local premises connections,
such as local-area networks. Like the trunks, the
subscriber lines are not easily changed. Thus, the
design choices to be made by the provider of the
private network concern the design of the network
nodes individually and their organization into a
collective network architecture.

New ways of designing integrated networks are now
possible, using emerging new technologies. Trunk
speeds are going from today’s T1 rates (1.5 megabits
per second) using twisted pair locally and microwave
relay for long haul to rates of hundreds of megabits
per second both locally and long-haul by the use of
optical fibers. Satellite trunks with multimegabit
rates, but undesirable propagation delay character-
istics, are also being supplanted by optical fibers,
especially in high-traffic backbone situations. Faster
switching is being developed, based on silicon today
but with the expectation of even higher-speed gal-
lium arsenide circuitry within a few years. The largest
switches today already have throughputs in the mul-
tiple-gigabit-per-second range, and this maximum is
expected to increase. Eventually, fully photonic
switching of optical signals from optical fiber lines
and trunks will be practical, and thus as signals flow
across the network nodes, the signals will never be
converted from photons to electrons and back again
but will remain in optical form.
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The availability of high transmission speeds and
nodal throughput speeds has important conse-
quences, not only for the sorts of services that can
be provided to the user, but also for the network
design itself. For example, end-to-end delay can al-
ready be made so short that operations that formerly

Availability is a prime requirement.

had to be conducted on a hop-by-hop basis can now
be conducted end-to-end. An example of this is data
link control error recovery using automatic repeat
requests.

Several issues that must be faced in designing the
backbone are discussed in this paper. The principal
issue is the choice of basic form of switching: should
packet switching or some hybrid combination of
packet and circuit switching be used? A subsidiary
question concerns the method of network control;
1.e., should it be centralized or decentralized?

Requirements

In order to decide among the various options avail-
able for designing the backbone of a wide-area inte-
grated private network, it is necessary to be clear on
exactly what such a network should do.

Availability. For integrated private networks of the
1990s, such as that in Figure 1, availability is a prime
requirement. The availability issue is one of ensuring
the provision of a connection when requested, and
of maintaining that connection in the presence of
possible failures. For many businesses, availability is
being ranked today as often the most important
system requirement, even ahead of cost.®

The first aspect of availability is whether a requested
call can be set up. Call setup is the process by which
the logical object at the source peripheral node orig-
inates dialing information that the backbone trans-
lates into a completed end-to-end path to the desired
target logical object in some target node. When this
is determined to be impossible, the call attempt is
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rejected; i.e., the call is blocked. Thus, a key avail-
ability parameter is the maximum probability of
blocking a new call setup during the peak busy hour.
We have adopted the one-percent figure widely used
in telephone system design’ as the requirement for
both voice and data.

The second aspect has to do with continuous avail-
ability of the call, once it is set up. This is expressed
by the probability of failure of an existing cail. To
reduce this number to as low a value as possible, it
is useful (for both voice and data) to provide nondis-
ruptive route switching if possible. This term refers
to the process of rapidly diverting traffic on a failed
connection onto another backup connection in such
a way that the two end users do not have to experi-
ence a new connection setup.

Integrity of voice and data messages. Individual mes-
sages may be lost accidentally, for example because
of transmission errors on the trunk. Other causes
might include buffer overflow in nodes where mes-
sages are accumulated in buffers of finite size, or
whenever messages are lost on purpose, for example
as one method of congestion control. Voice users
can tolerate occasional short dropouts of the speech
signal as long as the probability of such loss stays
within prescribed limits. The permissible maxima
have been standardized in a number of places.
Roughly speaking, the various detailed standards®
specify that there shall be no more than 0.5 percent
probability of dropout (“clipping”) of greater than
15 ms duration at both the edges and the middle of
talkspurts. Unlike voice, the loss of data messages,
once the connection is established, is intolerable, and
the standard error-recovery techniques, based on
error detection and retransmission, are required. As
mentioned earlier, these can be used on an end-to-
end rather than on a hop-by-hop basis.

End-to-end delay. There is no clear answer to the
question of how much delay to allow over and above
the propagation delay (25 ms one way over carrier
facilities coast-to-coast in the United States®). Long
delays are an issue in satellite links and also in
classical low-speed, packet-switched services based
on modest node throughput and trunk speeds. One
of the most pernicious effects of delay for voice traffic
is the problem of echoes, which arise whenever there
are impedance mismatches involving the far-end
subscriber line using two-wire technology, a technol-
ogy that is expected to persist in the installed plant
indefinitely. As the round-trip delay of the backbone
becomes longer, the subjective annoyance level of a
given amplitude of echo signal increases.®
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By making widespread use at end nodes of modern
echo-canceler technology,'! it is possible today to
control echoes to a low enough level of audibility,
even for the 250-ms one-way delay that would exist
if a satellite link were used. The effect on a conver-
sation of the bulk delay then enters the picture in a
complex psychophysical way.'? Although the existing
ccItT standards'? speak of several hundreds of mil-
liseconds as being tolerable, apparently a re-exami-

The voice quality of the integrated
network should be as good or better
than toll quality.

nation of the suitability of satellites for voice is taking
place, and it appears quite likely that competitive
integrated networks of the 1990s will have to obey
considerably stricter delay standards. For present
purposes, instead of allowing delays of the order of
satellite delays, we shall use a value of 160 ms, i.e.,
twice the CCITT’s number of 80 ms maximum one-
way propagation delay'?® for terrestrial voice circuits
spanning two countries. It is assumed that none of
the trunks are satellite connections.

For data, the pertinent question about delay con-
cerns how much more productive an interactive
session will become as the delay seen by the user is
reduced to small values. A recent study'* shows that,
for many applications, user performance s consid-
erably degraded for response times of several seconds
compared to that achievable at less than 500 ms.
Therefore, 250 ms is assumed as an upper limit on
one-way delay for interactive data.

Voice quality. There is some debate about whether
today’s toll-quality voice standards® in telephone net-
works will be adequate for the indefinite future. In
the new competitive environment, it seems likely
that those price-competitive offerings with higher
voice quality will be preferred. For purposes of this
paper, the requirement will be adopted that the
integrated network should be as good or better than
toll quality.
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Complexity of implementation. In comparing ap-
proaches to integrated network design, the intrinsic
complexity of the software and hardware implemen-

A few standard bit rates will become
dominant.

tation at each node must be considered. In addition
to this, however, the complexity of understanding
and managing the network, once it is built, must
also be taken into account.

Trunk utilization. It is a somewhat controversial
question just how important a given percentage dif-
ference in throughput will be in designing the net-
work. One school of thought argues that the new
technologies (especially fiber) are driving down the
fractional system costs represented by transmission
to levels that are sufficiently low that maintaining
high trunk utilization is no longer very important.
On the other hand, all indications are that users will
continue to invest in methods of avoiding large
transmission inefliciencies. These methods have typ-
ically included dial-up service, statistical multiplex-
ing (e.g., with packet switching or multidropping),
low-rate voice encoding, interpolation of data into
speech gaps, time-assigned speech interpolation
(tas1) (which we shall discuss subsequently), and
similar measures. It is significant that, according to
current ISDN plans, users (including builders of pri-
vate networks from ISDN trunks, as in Figure 1) will
be charged by the bit, independently of distance and
bit rate, as they are today for packet carrier service.
There will be two consequences of tariffs that are
based principally on the number of bits transmitted.
For voice, there will be pressure to invest in the
silicon necessary to do speech encoding to lower bit
rates. For data, the pressure will be for high-speed
lines, since users will not want the poorer response
time and throughput of a lower-bit-rate service that
is no cheaper. A reasonable judgment is that, when
comparing two network designs, only if the differ-
ence in trunk utilization exceeds ten percent will it
be considered significant.
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Arbitrary bit rates of attached lines. ISDN envisions
that a few standard bit rates, such as 16 kilobits per
second (D-channel), 64 kilobits per second (B-chan-
nel), and so forth will become dominant. Unfortu-
nately, if this ever becomes the case it will only be
after many years of living with the present high
degree of variegation. For some years it will be
necessary to support attachments ranging from to-
day’s speeds to the latest in trunks (e.g., optical fibers)
and lines (e.g., high-speed local-area networks—
LANs). The leading-edge trunk and line technologies
will become geographically pervasive only slowly,
and meanwhile the lower-bit-rate subscriber connec-
tions and trunks are likely to remain in widespread
use for a long time. An example of the latter is T1
at 1.544 megabits per second (2.048 megabits per
second in Europe). Examples of subscriber line
speeds that will need to be supported indefinitely
include terminals and heavily compressed voice
(around 8 kilobits per second), Adaptive Differential
Pulse Code Modulation (ADPCM) voice (32 kilobits
per second), PCM voice, ISDN B-channel, and heavily
compressed conference video (64 kilobits per sec-
ond), T1, and conference video (1.5-2 megabits per
second), local-area networks (2-10 megabits per sec-
ond), computer input/output channels (about 30
megabits per second), and T3 multiplexed voice at
44 megabits per second (34 megabits per second in
Europe).

Two comments should be made about our list of
subscriber line-speed requirements. First, note the
absence of broadcast quality video, even though
point-to-point and one-to-several conference video
are included. Video broadcast service was excluded
from our list of requirements on the grounds that
the extremely large bit-rate volume and the pecu-
liarly one-to-many topological nature of digital
broadcast video means that it is best left to a separate
service. This is what is planned in Nippon Telephone
and Telegraph’s Integrated Network System.'> Sec-
ond, something needs to be said about the relative
proportion of voice/video and data traffic. We shall
assume here that overall voice/video traffic on the
backbone will dominate data traffic by a factor of at
least five to one in aggregated bit rate and ten to one
for many situations.

Fast connect/disconnect. The speed with which a
virtual circuit is set up for data, or a real circuit for
voice, should be as fast as possible. Certainly the
setup time should be no slower than that afforded
by today’s technology. It was mentioned earlier that
fast switching and transmission technologies allow
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reconsideration of familiar assumptions about, for
example, per-hop DLC error recovery. The same is
true of call setup. A network that allows one-way,
end-to-end delays of 160 ms at most may provide
new possibilities for rapid call setup and clearing,
and these possibilities should be exploited.

Growth and change. A large private network should
be able to accommodate classes of traffic and mag-
nitudes and bit rates of traffic offered by new ap-
plications with the maximum flexibility possible.
Telecommunication networks, once installed, are
widely known to have a much longer lifetime be-
tween upgrades than, for example, the hardware in
a typical computer center—even more so with re-
spect to software upgrades. It is relatively easy to
upgrade software corresponding to the upper proto-
col levels as system requirements evolve, but it is
considerably more difficult to change the hard-wired
and microcoded implementations of the physical
layer, which is where much of the switching and
transmission expressed in Figure 1 take place.

Migration and coexistence. Any new form of net-
work will have to be compatible with the very large
installed base of circuit-switching technology repre-
sented by the world’s existing telephone plant. This
is true for both voice and data. In addition, for data,
there is an analogous but less severe compatibility
problem posed by the installed base of such widely
used designs as Systems Network Architecture (SNA),
Digital Network Architecture (DNA), Transmission
Control Protocol/Internet Protocol (Tcpsip), and
x.25, as well as the emerging Open System Intercon-
nect. All these conditions, which will only be more
severe by the time of deployment, must be taken
into account in deciding among alternatives for to-
morrow’s integrated private networks.

Fast packet switching

In order to allow fast packet switching and hybrid
switching to be compared with respect to the require-
ments, we now postulate arbitrary design points for
both of them that seem to reflect the current state of
the art. In both cases we define what the term means,
summarize how network control is to be done, and
show how voice and data are to be handled.

Definition. The fast packet switch design point as-
sumed is essentially that described in Reference 2,
with the addition of some recently developed ideas
about decentralized network control.'® The term fast
packet switching refers to the exploitation of classical
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packet switching in a high-speed technology environ-
ment. The use of high-speed trunks and low-delay
switches allows certain protocol complexities of clas-

The path along which the packets
flow is a latched-in or frozen virtual
circuit.

sical packet switching to be avoided. For example,
one may dispense with some of the complex proc-
essing of individual packets at all nodes along the
path in order to do routing, to control flow and
congestion, and to maintain message integrity. At
the entry end node, individual packets are assembled
from the bit streams arriving from separate attached
lines and are buffered awaiting transmission on the
high-speed outgoing trunks. At each remaining node
along the path, packets are similarly queued awaiting
service by the appropriate output trunk. At the final
end node, the packets are routed to the appropriate
line adaptor for transmission at the assigned bit rate
to the peripheral node. A packet length of about
1000 bits and a header length of about 100 bits are
assumed, so that there is a built-in loss of bit effi-
ciency of about ten percent.

Control. The path in the network along which the
packets flow is a latched-in or frozen virtual circuit
(vc). That is, successive packets that flow between
two logical objects in communication with each
other always flow along the same physical path for
the lifetime of the vc, and this physical path is the
same in both directions.

For various reasons, it is desirable to apply the
decentralized form of network control to establish
and maintain virtual circuits. Experience has re-
cently been gained in this form of network control
with the recently announced Advanced Peer-to-Peer
Networking (APPN).!%!7 In this approach, each net-
work node maintains a constantly updated topology
data base containing the current layout and charac-
teristics (e.g., capacities and delays) of the various
trunks making up the backbone. The topology data
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bases of all nodes are updated whenever a topology
change occurs (addition or deletion of trunk or node)
by sending topology-update messages around the net-
work according to a certain fail-safe and minimal-
traffic distributed algorithm.'¢

The topology data base provides each source end
node with the information necessary to do the call
setup by itself along some desired route. When either
a voice or data vc is requested terminating in a
logical object associated with some particular target
end node, the source end node looks at the topology
data base, computes a good route, builds a header
containing a field that defines the route as a succes-
sion of outgoing links at successive nodes along the
path, and sends an exploratory packet to the far end
and back. If this route is not acceptable, the next
best route is tried. If there is no good route or the
target resource is busy, then the call is blocked. The
preparatory packet and each succeeding packet on a
successfully established vC are internally routed at
each node to the outgoing trunk specified in the
header.

One may also decentralize the preparatory directory
lookup that tells at which physical node a logical
resource is located. If the source node does not
already know which physical node is the target node,
it can initiate a distributed search for it.!

Nondisruptive route switching can be carried out as
follows. When the route to be used is first computed
at the source node, a stack of several backup routes
is also computed, and their headers are built and
stored. An obvious candidate for a backup route
would be one that is topologically disjoint with the
primary route. When failure of the primary route is
detected at the source node, the next header on the
stack is immediately substituted. The receiving end
node is expected to follow suit so that the reverse
direction of the vC follows the new physical path.

There are felt to be many advantages to the decen-
tralized mode of network control. The avoidance of
the single- (or few-) point-of-failure condition is cer-
tainly one, but at least as significant is the ability of
the network to be reconfigured without significant
software and table reloads in the nodes. The possi-
bilities for increasing the speed of call setup and of
nondisruptive route switching by having routing in-
formation prepared in advance at each originating
network node are particularly interesting, and they
will be discussed later in this paper. If requests for
call setup had to travel to special control centers and
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Figure 2 Typical network node implementation
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back to all nodes along the path before even the
exploratory route test packet could be sent to and
reflected from the target end node, route setup would
take somewhat longer.

For both the FpPs and HS design points, it is assumed
that the particulars of subscriber line signaling pro-
tocols are beyond the scope of this discussion, be-
cause up to a point they are common to both ap-
proaches. In both the Fps and HS cases, the node—
whether an end node or an intermediate node—
consists of one or two high-speed switches (one for
FPS and two for HS), a control processor (controller),
an assortment of line interface cards (adaptors) that
are possibly able to provide some multiplexing and
low-speed switching, and some sort of high-speed
internal communication structure, such as a system
bus, that interconnects all these elements. The block
diagram of Figure 2 shows one possible node archi-
tecture. Subscriber line signaling at the end node
consists of a series of interactions between adaptor
and controller, the ultimate result of which is to
invoke the establishment of a virtual circuit across
the backbone (for Fps) or a real circuit (for the circuit-
switched portion of Hs). The details of adaptor-to-
controller interaction are irrelevant to the compari-
son we wish to make, but details of the controller-
to-switch interaction and the interactions between
controllers in the backbone nodes are important and
are discussed later in this paper.

Modularity and commonality are two important
implementation objectives in both Fps and HS. The
network nodes of a network of the 1990s, such as
that in Figure 1, should be designed so that they are
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available in a wide range of total throughput sizes to
accommodate a range of user traffic volumes. Also,

A variety of trunk and line speeds
must be supported.

for a given network node capacity, a variety of trunk
and line speeds must be supported. Growing and
changing the network will be facilitated in this way.
It is also desirable to have a common implementa-
tion for intermediate nodes and end nodes as far as
possible. The principal difference between the inter-
nal architecture of an intermediate node and that of
an end node should be that the latter supports not
only the small number of high-speed trunk adaptors
but in addition a large number of lower-speed line
adaptors. The bus-oriented structure of Figure 2
supports the objectives of modularity and common-
ality for both Fps and HS.

Voice. Voice and conference video are served by
assembling at the first node packets of about 1000
bits duration and then sending them to the user at
the final end node over a virtual circuit, the delay of
which has been so controlled that all packets expe-
rience the same delay. This requirement for uniform
delay is not present in the case of data. Among other
differences 1s the fact that error control and other
matters are handled differently for voice vCs and
data VCs.

Before voice packets are formed, a speech activity
detection operation is performed on the speech sig-
nal. Packets are generated only during active speech
intervals, a step that is considered necessary because
of the large utilization saving obtained by not trans-
mitting silences. A factor of more than two in utili-
zation is available in principle, because most of the
time only one of the two conversing parties 1s speak-
ing. Moreover, during periods of talking there are
gaps between sentences, words, and syllables.

Packet switching has the ability to serve attached
lines of arbitrary bit rate, but there is one special
provision that needs to be made for low-bit-rate voice
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attachments. In order to minimize the audible effects
of losing voice packets and to keep voice packetizing
delay to reasonably low values, the buffering of voice
bits for packetizing at the first node is limited to
about 30 ms. This means that low-rate digital voice
subscribers using rates less than 32 kilobits per sec-
ond will be using packets shorter than 1000 bits.
There will then be a greater than ten percent loss of
bit efficiency because of the use of a larger fraction
of the packet for the header. This design point is felt
to be reasonable, because if low-rate voice traffic ever
becomes a large component of the total voice traffic,
transmission costs are likely to have dropped at least
as much by that time.

At each node along the route, packets must be buff-
ered awaiting transmission on an outgoing trunk. To
minimize voice end-to-end delay, voice packets are
given a higher priority than data packets. The buffer
management scheme must be designed so that the
maximum permitted queue length before overflow
occurs is made shorter for voice packets than for
data packets. This is the case because, with voice,
minimizing path delay is more important than pre-
venting the loss of an occasional packet, whereas the
converse is true for data.

Special corrective means must be provided to ensure
that the delay that the users see after the packet has
passed across the backbone is constant and as small
as possible,’® in spite of the variability of buffering
delays of packets in the nodes along the route. One
procedure is illustrated in Figure 3. At the entry node
a special “accumulated time delay” field in the
header of each packet is initialized to zero, and as
the packet passes through each successive node, this
field 1s incremented by the observed intranode delay.
Each node measures its own intranode delay using
only a crude local clock. In the figure, the total
accumulated nodal delay reading at the exit node for
the ith packet 1s shown as D(i). Thus, by using this
scheme, the delays of the various packets arriving at
the final node will have been measured to within a
constant equal to the unknown sum of all the trunk
transmission delays. This constant, C in Figure 3,
which will not vary during a call, can be computed
roughly from knowledge of the topology. At the exit
node, a variable amount of delay V(/) is deliberately
added to the observed accumulated delay D(i) + C
so as to equal a total delay 7. Occasionally, it will
happen that D(i) + C is already greater than 7. That
is, the actual time of flight of the /th packet exceeds
T. In such cases, the packet is discarded. T is period-
ically readjusted so as to maintain the end-to-end
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delay as small as possible, while never allowing the
frequency of packets lost by deliberate discard plus
buffer overflow to exceed one percent. The maxi-
mum value that T is allowed to attain before starting
to block voice calls is 160 ms.

Data. Although congestion control for voice packets
1s a matter of discarding overflow packets for existing
calls and of blocking calls when the overflow rate
becomes excessive, a different procedure is appropri-
ate for data. Deliberate discard of packets cannot be
tolerated. Flow control may be exerted between the
end nodes on each data virtual circuit or on individ-
ual hops on the vC. It may be possible to use only
end-to-end flow control if propagation delays are
small, because the high transmission speed of the
system allows it to react quickly to local congestion
along the route and to do so from the route ends.
The particular way in which flow control is exercised,
on either an end-to-end or a per-hop basis, is to use
a variable-window (number-of-permits) scheme such
that the receiving end tells the sending end how
many packets it is now allowed to send in addition
to those already sent.

The integrity of data vCs must be maintained by the
usual method of error detection followed by requests
for retransmission. Packet loss may occur because of
line errors or buffer overflow. As with flow control,
this error-recovery procedure can be carried out on
an end-to-end basis rather than hop-by-hop and still
maintain rapid response to congestion conditions,
again not only because of the high speed of the
system but also because of the low error rates ex-
pected with high-speed trunks, compared with the
error rates that are common today with subscriber
lines. Data packets, which are all of lower priority
than voice, themselves are assigned one of several
internal priority classes, interactive traffic being
given a higher priority than batch traffic, for exam-
ple.

Hybrid switching

Definition. The second approach for integrating
voice and data into a single communication network
is hybrid switching,?® in which circuit switching is
used for voice connections and packet switching for
data transmission. Integration may be achieved in
different degrees, the ultimate one being reached
when voice and data not only access the transport
network through a single interface, but also share
with network control information the same physical
trunks, and are processed by the same multiplexing
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Figure 3 Time reassembly of successive voice packets to
form a constant-delay virtual circuit

and switching equipments under the guidance of the
same network management architecture.

The fact that circuit switching® is used for voice
implies that synchronization has to be maintained
across network nodes. It is assumed that network
nodes will derive their timings from the trunk signals,
for which synchronization is provided by the com-
mon carrier. The conventional concepts of framing
and time division multiplexing apply. That is, the
bit stream on each trunk arrives in repetitive frames,
and different s/ots within each frame may be allo-
cated to different connections. We shall assume that
the slot widths are multiples of one bit, so as to
support subscriber lines at integral multiples of a
fairly low bit rate. Specifically, for the standard 125-
microsecond frame length of T-carrier and ISDN
designs, trunks whose speeds are integral multiples
of 8 kilobits per second can be supported without
intermediate levels of multiplexing.

The hybrid switching design point considered in this
paper assumes that circuit and packet connections
are sharing trunk capacity in two ways, as shown in
Figure 4.

First, for each frame on the trunk comprising, say,
N slots, there are a given number of slots, say M,
reserved for packets, i.e., slots that voice circuits
cannot use. Packets appear sequentially, not inter-
leaved, so that one packet might be spread over the
packet capacity of several successive frames. Second,
circuit-switched connections have priority over the
N — M remaining slots, but packet traffic is allowed
to “grab” those of the slots that are left unused at
any moment by circuit-switched traffic. In the figure
a portion of the circuit capacity is shown being
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Figure 4 Frame structure for movable boundary hybrid switching
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grabbed as “temporarily added packet capacity.” Be-
cause the relative proportion of voice and data traffic
may vary from one node to another, or as a function
of the hour of the day, multiplexing and switching
equipment must be engineered in such a way that M
will be a changeable system parameter.

Many systems being implemented today as part of
ISDN may be viewed as HS systems with the boundary
fixed. (See, for example, Reference 21.) They em-
body separate packet and circuit switch fabrics and
share trunk slots between packet and circuit traffic
in a fixed pattern.?? It is possible that future HS
systems will continue to use fixed boundary schemes,
because, although there are utilization advantages to
making the boundary movable and allowing grab-
bing, there is a price in the form of added control
complexity. However, in the present study we as-
sume M to be a variable and grabbing to be permit-
ted, because we are trying to compare the best fast-
packet-switch case with the best hybrid-switch case.

Control. The same decentralized control principle is
assumed for the HS design point as was used for Fps.
For example, route determination is done by the
source end node using its topology data base. The
control information that has to be exchanged be-
tween network nodes for updating the topology data
base as well as for call setup is transmitted by packets.
Thus, control packets are handled in exactly the
same way as in the Fps case. The procedure for
establishing a voice circuit is also very similar to that
used for setting up a virtual circuit. The source end
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node sends an exploratory packet, the header of
which contains routing information, as well as the
capacity requested for the call. As this packet flows
through the network, it reserves the capacity required
so that it cannot be used by packet traffic or by
another circuit. Control packets are echoed back to
the source end node, indicating that the connection
has been established, or that the destination is busy,
or that the requested capacity is not available on a
given trunk. In the latter cases, the packet that is
echoed back releases the trunk capacities that had
been reserved so far, and another route is tried. If no
routes are available or the destination has been found
busy, the call is blocked.

As with the Fps design point, control traffic in the Hs
design point is assumed to flow in packets over
virtual circuits between the controllers in the various
nodes. A bare minimum packet capacity, shown in
Figure 4 as M,,;,, must be reserved for that purpose.

The partitioning of capacity between packet and
voice traffic, as shown in the figure, is managed on
individual trunks by the interaction of the controllers
at the two trunk ends.

Voice. A constraint of the circuit-switching approach
is that the bit rate presented by the end user must be
a submultiple of the trunk bit rate. If, for the sake of
bandwidth conservation, low-bit-rate sources are to
be attached to the network (e.g., those using vocoders
at or below 1-2 kilobits per second), additional
adapters carrying out bit-rate matching and multi-
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plexing are necessary in order to build up the bit rate
to fill out at least one bit per frame.

Another characteristic of conventional circuit
switching is that the bandwidth associated with a cali
is made available continuously during the whole
duration of the call, whether active speech is present
or not. Instead, we shall consider here a more elab-
orate definition of circuit switching designed to ex-
ploit the gaps in human speech, so as to optimize
trunk bandwidth utilization, as in the case of Fps.

In hybrid switching, it is possible to take advantage
of the pauses in speech either to transmit data pack-
ets during the silences (using grabbing, already re-
ferred to) or to interpolate additional talkers onto
the trunk. The latter technique, called digital speech
interpolation (Ds1),” is the digital equivalent of an-
alog time-assigned speech interpolation (TAsI).'° The
way TASI and Ds1 work is to fill time intervals in the
outgoing trunks that would otherwise contain only
silence with the “talkspurts” from various incoming
lines. Enough incoming lines must be aggregated so
that the probability of finding no empty place to put
a new talkspurt is low. In this way, one may often
fit a number of (intermittent) incoming speech cir-
cuits onto a number of (continuously occupied) out-
going circuits equal to as little as half the number of
incoming circuits.

Given our projection that overall voice traffic on the
backbone dominates data traffic, there is a strong
incentive to favor efficiency in handling voice traffic
at the expense of data. Therefore, the use of DsI in
hybrid switching will be assumed in comparing HS
with Fps. The grabbing of circuit capacity for packet
traffic will occur only if some circuit capacity is left
over and not needed for DsI.

A fundamental difference that remains between this
extended form of circuit switching (i.e., using DSI)
and packet switching is that talkspurts for which no
trunk bandwidth is available® at the time they are
produced are frozen out instead of being queued.”
A second difference is that the psI functions are
performed at the trunk level, and not only at the
end-user subscriber line-adapter level.

Data. Data are handled by the HS network in exactly
the same way as by the Fps network, as described
earlier in this paper. It is worth mentioning in addi-
tion, that congestion control must take into account
the fact that the overall bandwidth allocated to
packet traffic is made variable.
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Specific comparisons

In this section we compare the capabilities of the
two forms of switching to satisfy the various require-
ments discussed earlier in this paper.

Availability and integrity. Fast packet switching has
an advantage over hybrid switching in the relative
ease with which nondisruptive route switching may
be implemented for voice circuits. The circuit-

With digital speech interpolation, the
required number of slots are held in
reserve.

switched component of Hs uses dedicated slots to
carry real circuits. If nondisruptive route switching
were to be implemented for real circuits, the backup
capacity would have to be preallocated. That is, the
computation to identify the slots would have to be
made beforehand. Without hop-by-hop DsI, the spe-
cific slots are held in reserve. With DslI, the required
number of slots are held in reserve. Either way, this
is an unsatisfactorily wasteful procedure. With Fps,
a stack of routes and the associated routing headers
may be prepared in advance at the source node, and
the next one popped from the stack when needed.
For data connections, FPs and HS have comparable
availability, because packet-switched vcs are used in
both cases.

As for message integrity, hybrid switching would
have an integrity advantage for voice. This would be
true if DSI freezeouts were absent, in that none of the
voice waveform would be deliberately thrown away,
as is done with occasional FpS voice packets, either
from buffer overflow or delay overflow. (See Figure
3.) However, Dsl is considered important enough for
trunk utilization reasons that it was included in the
HS design point. Since DsI freezeouts with HS lose
about the same fraction of the voice waveform as
voice packet discard does with Fps, the two ap-
proaches are comparable in this respect.?

A minor additional integrity drawback of Hs is the
occasional loss of one 8-bit TDM sample for all voice
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and data channels within the trunk service provided
by the carrier that will occur due to “slips” of one
integral frame length in clocking. This happens only

Hybrid switching is a better solution
from the delay standpoint.

once per day or less with the clock technology that
the common-carrier plant uses today.'°

End-to-end delay. Hybrid switching is certainly a
better solution from the delay standpoint, because it
is voice traffic that is most sensitive to delay, and
real circuits are used for voice—not virtual circuits,
as with Fps. Although the 160-ms figure adopted for
the Fps design point meets the requirements stated
for voice, under heavy load conditions, both this
figure and the 250-ms figure for data will occasionally
be exceeded.

It should be pointed out that if digital speech inter-
polation is not used, movable-boundary hybrid
switching has one pernicious property that must be
reckoned with in designing the flow-control algo-
rithms for data. When the extra capacity for packets
that is temporarily available on the circuit-switched
side of the boundary (see Figure 4) is reclaimed for
circuits, it is reclaimed for a long time, i.e., of the
order of minutes. Simulation studies®” have shown
that if this extra capacity had been pooled with the
other packet capacity and treated as though both
had the same statistical properties as the latter, then,
when an attempt is made to reclaim the extra capac-
ity, extremely long packet queues may build up
waiting for some circuit capacity to be relinquished.
This problem is mitigated when Ds1 is used, because
it is much more likely that grabbable circuit capacity
will appear after a short interval (seconds) than if DsI
is not used, and the occurrence of long data-packet
queues is thus not likely.

Voice quality. Overall time delay, which is signifi-
cantly greater for Fps than for HS, may be considered
an aspect of voice quality. With the overall delay
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figure of 160 ms assumed as a requirement, the
perceptual experiments reported in the literature in-
dicate that no noticeable degradation of speech qual-
ity or ability to converse will occur, so long as echoes
are absent. However, the listener tolerance to an
echo of a given amplitude degrades rapidly with echo
delay, and at 160 ms, echo control using echo can-
celers is definitely required. The data on listener
tolerance'® show that the amplitude of the echo after
processing in the canceler can be about 6.0 dB poorer
at 160 ms than at 250 ms, the corresponding satellite
delay, for the same subjective speech quality.

When low-bit-rate voice encoding is used with Fps,
the loss of individual packets is likely to be more
audible than with higher bit rates. Even under the
assumption in the section on fast packet switching
that the packet duration does not increase with lower
encoding rate, the effect may still be present for some
encoding algorithms. This is true because, as the
amount of bandwidth compression in the encoder
increases, the decoding algorithm may depend on
the availability of a longer and longer preceding
sample of reliable speech.

The effect on voice quality of packet dropping with
FPS and DSI freezeout with HS was discussed earlier
under the topic of availability and integrity.

Complexity of implementation. Relative complexity
of Fps and HS can only be precisely quantified by
designing and implementing both approaches.?
However, it is worth identifying the fundamental
differences between FPs and Hs that may have a direct
influence on system cost or design complexity.

Two kinds of statement can be made. The first has
to do with specific functions, algorithms, and pro-
cedures that are required by one approach and not
by the other, and that are mostly related to hardware.
Examples of these are delay equalization (Fps), global
network synchronization, and variable-boundary
adaptation (Hs). The second kind of statement deals
with the differences in network management and
network control that are reflected in software com-
plexity.

For maintaining voice quality at a sufficiently high
level, FPS requires time-stamp incrementing at inter-
mediate nodes and delay equalization at destination
end nodes, as shown in Figure 3. As stated in the
requirements section, this delay—mainly due to
packetization and queueing delays rather than prop-
agation delay-—may be as large as 160 ms. This is

IBM SYSTEMS JOURNAL, VOL 26, NO 1, 1987




not in itself an impediment to good speech quality,
on the condition that echoes caused by impedance
mismatch at two- to four-wire conversion points are
adequately canceled. In an rps network it is very
likely that all two-wire local subscriber loops will
have to be equipped with echo cancelers, whereas in
a HS network—where the only delay encountered is
essentially the fixed propagation delay—such echo
cancelers are required only if there are very long
routes having a propagation delay greater than, say,
30 ms. Although delay equalization and echo
cancellation’' algorithms may be fairly complex to

Multiplexing and switching
equipments must operate
synchronously.

design, the availability of signal processor chips
makes their implementation inexpensive, especially
considering that these signal processors may be
shared for other functions, such as speech activity
detection, speech compression, and the detection of
dialing pulses or tones.

A more significant complexity element is the global
network synchronization required by circuit switch-
ing in the HS case. Time-division multiplexing of
several digital signals requires that these signals be
synchronized and framed. All multiplexing and
switching equipments in the Hs network must oper-
ate synchronously, according to a common reference
frequency on a network-wide basis. The problem of
providing a very stable reference frequency is left to
the common carrier, so that this frequency is derived
from an attached trunk. Once all nodes have derived
the same frequency, the phase differences on differ-
ent trunks must be compensated.?’ Even if the prob-
lem of providing a very stable reference frequency
source for a node is left to the carrier in this way,
this frequency has to be recovered from one partic-
ular trunk, defined as the master trunk, and distrib-
uted down the node’s multiplexing hierarchy. Fur-
thermore, means must be provided to switch the
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derived synchronization as nondisruptively as pos-
sible to another trunk in case of failure of the master
trunk.

This 1s in contrast with packet switching, in which
the trunk transmission speed is independent of user
data rates. All multiplexing and switching operations
may be achieved in an asynchronous manner, in
intermediate as well as peripheral nodes.

Packet and circuit switching are very different meth-
odologies, and it is difficult to be precise as to which
approach is cheaper to implement or easier to design.
Just because the methodologies are different, HS can
be shown (under conditions of avoiding duplication
of buffers) to require two switch fabrics at end nodes
and intermediate nodes. On the other hand, Fps
requires only a single switch fabric with different
queues for handling voice and for data of different
priorities. Moreover, since trunk bandwidth is shared
by voice and data in a dynamic manner, each of the
two switch fabrics in the Hs case should be designed
so as to be able to handle all the bandwidth that will
ever be required of them. Then it may be expected
that a significant part of the overall Hs switch capac-
ity will be wasted on the average.

The same argument holds true for network manage-
ment and network control. In the HS network, path
setup processes are different for voice and data. Both
the “movable-boundary” concept and digital-speech
interpolation require that appropriate protocols be
implemented between the node pairs at both ends of
each trunk for specifying how trunk slots are allo-
cated at any given instant. These DSI and movable-
boundary algorithms and protocols are not needed
in the FPS case.

The next section gives more detail on why the way
that DSI uses pauses in the conversation for conserv-
ing trunk capacity adds to the complexity of Hs.

One concludes that FpS is somewhat cheaper to build
and less complicated to operate than ns. This is
because FpS does not need any network-wide syn-
chronization, speech gaps may be more easily ex-
ploited, and it uses only one switch fabric and almost
the same protocols and procedures for both voice
and data. FPS presupposes essentially one network,
which should lead to simpler software development.

Trunk capacity utilization. The HS and FpS design
points given previously assume that digital speech
interpolation (psi) and speech activity detection
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(saD), respectively, are used for optimizing trunk
utilization.*® Theoretically, HS can intrinsically make
better use of trunk capacity for the following reasons:
(1) Fps trafhc must remain below full bandwidth
utilization (say at 60-70 percent) to keep queueing
delays acceptably low, and (2) HS does not experience
the overhead inherent in transmitting the packet
headers, although there is a small overhead of a
fraction of a percent® for the slot-management pro-
tocol. DsI exploits silences in voice conversations to
approximately double the number of voice calls that
can be placed on a given trunk.

In order that there be a reasonably high probability
of finding an empty time slot to accommodate a
given talkspurt, psI is applied to a large number of
voice inputs simultaneously at the entry node. For
example,®' 70 incoming voice circuits (having speech
gaps) can be compressed in this way onto 40 outgoing
voice circuits (without gaps) with only 0.5 percent
probability of freezeout loss due to unavailability of
a slot.

When DsI is applied to a large number of voice calls
at an entry end node, in general not all these calls
are intended for the same destination end node. This
fact makes it impossible, at intermediate nodes, to
switch these voice circuits together as they stand.
Before entering a switch at an intermediate node,
the trunks have to be demultiplexed, synchronous
bit streams reconstructed for all of the voice circuits,
and, finally, remultiplexed to conform to the switch
speed (unless, of course, all the voice circuits on a
trunk happen to have the same destination). The
process of filling gaps with talkspurts must take place
all over again on each output trunk beyond the
switch if the DsI statistical advantage is to be gained
on that trunk. This is in contrast to the way SAD can
be exploited by FPS. SAD, together with nongenera-
tion of packets during silences, is performed once at
the entry end node and need not be performed again
at each node on the path.

If, therefore, HS is to achieve or surpass the trunk
capacity utilization of Fps, it requires DSI equipment
at both ends of each trunk at each intermediate node.
This difference constitutes a cost advantage of the
FPS approach when trunk utilization matters, as it
will in a practical network.

Arbitrary attached bit rates. As was pointed out in
discussing requirements for future integrated private
networks, the attached subscriber lines exhibit today
a wide variety in speed and in other specifications.
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One may expect this variegation, which exists for
both voice and data attachments, to become worse
if anything before there is some eventual conver-
gence to a small number of standards.

One of the advantages of a network based on packet
switching is its ability to accept inputs at its periphery
of any data rate below that which will saturate its
resources. The packets are formed in input buffers

The ability of fast packet switching
to accommodate arbitrary voice bit
rates constitutes an advantage.

at the line bit rate and read out at the trunk bit rate.
Because both the Fps and Hs design points use packet
switching for data, they are on an equal footing in
this respect. :

For voice, the story is different. The ability of Fps to
accommodate arbitrary voice bit rates constitutes an
advantage of FPs over HS. There is considerable
evidence that 64 kilobits per second is not the only
voice bit rate that will be popular in the future. It is
not just that voice encoding rates of 32, 16, and even
8 kilobits per second can be achieved; they can be
achieved with hardware that is becoming very attrac-
tive economically and with acceptable speech qual-
ity. It 1s thus important to provide the one-bit gran-
ularity assumed for the circuit-switched slots in Hs.
Even with this feature, Hs still does not have the
intrinsic flexibility of attachment bit rate that rps
has.

- Fast connect/disconnect. Decentralized control

should have an advantage over centralized control
in the faster speed with which a real circuit or a
virtual circuit can be set up, for the reasons depicted
in Figure 5. The figure shows a three-node backbone
network and indicates by numbers the sequence of
messages that flow in establishing a real circuit be-
tween the leftmost and rightmost nodes. With cen-
tralized control, each segment along the route must
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be set up by an exchange of messages between the
segment end points and the central control. Only
after this has been completed can the source node
be notified that the call has been set up. With decen-
tralized control, as mentioned earlier, the origin node
has enough knowledge to properly vector the path-
finder message to the correct target node, where it is
sent back again to the source. The individual seg-
ments may be set up sequentially. We see that the
number of steps is smaller for the decentralized
case.*?

In the design points of both rps and Hs, decentralized
control has been assumed for just this reason of fast
call setup, as well as to support nondisruptive route
switching. However, even with similar control archi-
tectures, the time taken to set up a circuit-switched
real circuit is likely to be more than the time to set
up a packet-switched virtual circuit, for the same
reason that nondisruptive route switching takes
longer. A packet switch call setup requires only that
a viable path be identified, not that capacity be
reserved all along the route. Once the entry node
receives word that there is a viable virtual circuit to
the destination and back and that the receiving pe-
ripheral node is not busy, transmission can begin.
Later, during use of the path, the routing header will
act to define the path as the messages flow; nothing
needs to be reserved in advance at the intermediate
nodes.

This is the appropriate point to mention fast circuit
switching, which is often proposed as an alternative
to packet switching. One well-known protocol for
doing this is the short-hold mode of x.21 circuit
switching.* From the foregoing discussion, it can be
seen that such protocols, requiring as they do the
connection and disconnection of a new physical path
for every message, simply take too long for many
practical situations. To repeat, with fast circuit
switching, it is necessary not only to check that the
path is viable but to also commit the resources.

Growth and change. Once the backbone network is
installed and begins to evolve further, the need will
arise to change the number and speed of lines and
trunks attached to each network node and to expand
or reduce the capacity of the node in an effort to
optimize the cost performance. The relative capabil-
ity of Fps and HS to accommodate a variety of
attached subscriber lines has already been discussed,
and it was pointed out that FpS imposes little con-
straint on the speed of attached lines. The same
superior ability of FPS to accommodate a variety of
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Figure 5 Comparing the number of messages exchanged in
setting up a circuit using decentralized control (top)
and centralized control (bottom)
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speeds or to change those speeds that are in use
applies to the trunks as well as the lines.

The basic reason for this superior flexibility of Fps is
that with the circuit-switched portion of HS there is
a close coupling of the trunk architecture (frame
length, bit rate, subframing, etc.) with the architec-
ture of the circuit switch (number of ports, slot
duration, length of time-slot interchange elements,
etc.). This is not true with packet switching. Thus, if
a number of new trunks are to be added, new adapter
cards will have to be added for both HS and FPs.
However, with Hs the switch configuration will prob-
ably have to change (or additional levels of TDM
multiplexing will have to be provided), even though
the switch might be only lightly loaded. With Fps,
the switch need not change as long as it is already
fast enough.

If capacity must be increased, with the packet switch
a remapping to a faster technology could be a suffi-
cient option; with HS, the switch must be redesigned.
As a specific example, if trunks are upgraded (e.g.,
from T3 to T4), fundamental redesign of the circuit
switch is required.

Migration and coexistence. One criticism that is
sometimes leveled at FpS is that circuit-switch tech-
nology is so widely installed that it is unnatural to
build a network based on any other kind of architec-
ture. The common-carrier plant carries mostly voice,
and it is all circuit-switched. On the subscriber’s
premises, voice traffic circuit-switched by PBxs dom-
inates data traffic by a large factor and probably
always will.

Our conclusions are that this is a minor issue. If Fps
is implemented within the backbone of a future
integrated network, the fact that it sends packets will
be invisible to the external line appearances and
insensitive to the way in which the circuit-switched
common-carrier lines are used to form the physical-
level resources of the backbone trunks. A time-
compensated virtual circuit ought to be indistin-
guishable from a real circuit of the same end-to-end
delay.

There is the issue of migration/coexistence not only
with existing circuit-switched voice service, but also
with existing packet-switched data service, for ex-
ample, using SNA. Because both the HS and Fps design
points use packet switching for data, to first order
both would present about the same migration prob-
lems with respect to SNA.
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The future: Possible improvements

The comparative examination of fast packet switch-
ing and movable-boundary hybrid switching given
in the last section has had to be qualitative, in the
absence of those quantitative insights that can only
be gained from extensive performance modeling,
prototyping, and testing. Nevertheless, the discussion
has been sufficient to point up several deficiencies of
each approach so as to motivate work on further
improvement.

It was assumed in the design points that there is a
sufficient premium on trunk utilization that with
FPS, no packets are generated during speech gaps,
and that with HS, digital speech interpolation is used
to statistically fill speech gaps in one voice input with
talkspurts from other speech inputs. This assumption
added considerably to the system complexity of HS.

On balance, it appears that the fast packet switching
design point more nearly satisfies the requirements
for future integrated private networks than does
hybrid switching. The reasons for making this asser-
tion are that with fast packet switching, node imple-
mentation and control complexity seem to be less;
availability enhancement by nondisruptive route
switching is more easily done; call setup time can be
made shorter; and there is greater freedom to attach
various line speeds. On the other hand, hybrid
switching possesses the advantages over rpS of
shorter propagation time (leading to reduced echo-
control requirement in order to maintain voice qual-
ity) and better trunk utilization for voice traffic.

There is clearly room for much research and inno-
vation in improving on the current Fps and Hs state
of the art, as represented by the design points dis-
cussed in the sections on fast packet switching and
hybrid switching. One high-priority item is just the
question of improving Hs trunk utilization for voice
without incurring unnecessary complexities with dig-
ital speech interpolation on each trunk along a mul-
tihop path. Ways of speeding up nondisruptive route
switching and call setup for us also clearly need
investigation. For Fps, effective delay-minimizing
buffer-management schemes for voice packets and
flow-control protocols for data are needed. Ways of
minimizing the impact on voice quality of dropped
packets or DSI freezeouts are needed. The proper
design of adaptive boundary-readjustment algo-
rithms for HS has yet to be understood. Given that
HS requires two high-capacity switch fabrics per
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node, whereas FpS requires but one, economical
switch implementations are needed for Hs, in order
that the switch fabrics will represent a small fraction
of the node cost. They should use common part
numbers wherever possible and be controlled by
unified software.

This paper has focused more on hardware than
software. If recent experience within both the com-
puter and the telecommunications communities is
any guide, software costs will dominate in the long
run. A complete comparative assessment will not be
possible until design of the software is dealt with.
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