Performance issues in
local-area networks

This paper discusses several important performance
problems in the design of local-area networks. The
questions discussed relate to various aspects of archi-
tecture, design, and implementation: (1) the delay-
throughput characteristics of the medium access pro-
tocols, (2) the performance of local-area networks on
which a file server provides file storage and retrieval
services to intelligent workstations, and (3) timing
problems in local-area network adapters. Since the pa-
per does not primarily address the performance ana-
lyst, it is descriptive in nature; analytic details are omit-
ted in favor of a more intuitive explanation of the rele-
vant effects.

he performance evaluation of local-area net-

works (LANs) is a multifaceted problem because
of the complex interaction among a potentially large
number of system components. Therefore, modeling
of LANs needs to be performed at various levels,
similar to the hierarchical approaches in the analysis
of equally complex systems, such as wide-area data
networks, telephone networks, or computer systems.
This paper summarizes some of the performance
analysis work done at the 1BM Zurich Research Lab-
oratory in the context of a LAN research project. It
discusses various aspects of LAN architecture, design,
and implementation. The paper does not primarily
address the performance-evaluation specialist; its in-
tention is, instead, to provide a sound intuitive un-
derstanding of performance problems that are pe-
culiar to LANs. Theoretical details are omitted, but
an extensive list of references to the appropriate
literature is given in which the interested reader can
find additional detailed information. For an intro-
duction to LANs in general, the reader is referred to
Clark,' Dixon,? or Kuemmerle.>
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A basic category of LAN performance questions is
related to the properties of the medium access pro-
tocol, i.€., its throughput-delay characteristics. Inves-
tigations of the access protocol can provide valuable
insight into the overall efficiency of the mechanism,
its sensitivity to essential parameters (transmission
rate, cable length, number of stations, etc.), and other
important properties, e.g., fairness of access. The
second section of this paper is devoted to an overview
of the performance characteristics of important LAN
medium access protocols.

Models of the above type are suitable to assess the
performance characteristics of different access mech-
anisms (which usually imply a certain network to-
pology) and thus are helpful in finding a good net-
work design. Such models, however, are not appro-
priate for determining application-oriented perform-
ance measures. If one is interested, for example, in
the quality of a file service, higher-level protocols,
1., Logical Link Control, Network, Transport, and
Session protocols have to be modeled. Moreover,
implementation choices, such as the user-system-to-
network interface or buffer management, may have
an important effect on the quality of service seen by
a user. In the third section, we describe a model of
this category, i.e., a file server providing file storage
and retrieval services over a LAN 1o a set of intelligent
workstations.
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Figure 1 LAN architecture reference modei
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In order to answer detailed questions about the
performance of specific components of a system,
modeling at a rather deep level of detail may be
necessary. A typical example is discussed in the
fourth section, where a model of an adapter to a LAN
is described. This model was used to study the timing
problems associated with the reception of a contin-
uous stream of information.

With these three categories of models, we cover a
rather broad spectrum of performance issues related
to LANSs; nevertheless, there are various important
topics we do not address in the present paper. Ex-
amples are problems related to the interconnection
of local subnetworks, an area where flow and conges-
tion-control problems arise. Furthermore, specific
applications, for example, transmission of voice and
images, raise challenging performance problems. Ad-
ditional important areas are traffic measurement
methodologies and the traffic-related aspects of net-
work management and configuration.

Delay-throughput characteristics of medium
access protocols

The groups concerned with LAN standardization, the
Institute of Electrical and Electronics Engineers
(1EeE) Project 802 and the European Computer Man-
ufacturers Association (ECMA) TC24, have adopted a
LAN architecture model that describes the relation-
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ship of LAN architecture and the Open Systems In-
terconnection (0s1) Reference Model.>-'* As shown
in Figure 1, the os1 data-link layer is split into two
sublayers, the medium-dependent “Medium Access
Control” (MAC) sublayer and the medium-independ-
ent “Logical Link Control” (LLC) sublayer. Peculiar-
ities of the various local-network techniques are thus
restricted to the medium, the physical layer, and the
MAC sublayer. Consequently, the quality of service
at the MAC-to-LLC interface differs between different
local-area networks. An important aspect of this
service is the delay-throughput characteristic, which
will be treated in this section.

We focus on the discussion of the three methods that
have been standardized: Carrier-Sense Multiple-Ac-
cess with Collision Detection (CSMA/CD), token ring,
and token bus.>">!1-13

CSMA/CD. Carrier-sense multiple-access with col-
lision detection can be viewed as the offspring of
csMA methods developed for broadcast systems,
mainly ground-radio packet-switching systems. Im-
mediate detection of collisions is difficult in radio
systems, whereas a rather simple collision-detection
technique can be employed on bus systems, at least,
if baseband transmission is used. Collision detection
helps to improve performance in a short-delay en-
vironment. CSMA/CD was first described in Reference
15 as the access protocol of Ethernet.' In the mean-
time, ECMA and IEEE Project 802 have produced
standards specifying a CSMA/CD-based local-area net-
work.

The following brief description of the CSMA/CD pro-
tocol follows the specification in the existing stand-
ards.>- 7!

Medium access protocol. The protocol can concep-
tually be divided into a transmission and a reception
part.

In the transmission part, when a station has a frame
ready for transmission, it monitors the cable to de-
termine whether any transmissions take place. When
the medium is found utilized, transmission is de-
ferred. When the medium is clear, frame transmis-
sion is initiated (after a short interframe delay, e.g.,
9.6 microseconds).

If multiple stations attempt to transmit at the same
time, interference can occur (see Figure 2). Overlap
of different transmissions is called a collision. In this
case, each transmitting station enforces the collision
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Figure2 CSMA/CD: example of operation (from Ref. 21)
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by transmitting a bit sequence called the jam signal.
This ensures that the duration of the collision is
sufficient to be noticed by all other stations involved
in the collision. Then stations schedule a retransmis-
sion attempt for a randomly selected time in the
future. Retransmission is attempted repeatedly in
case of subsequent collisions. Repeated collisions
indicate a heavily utilized medium; therefore stations
adjust their retransmission activity to the traffic load
perceived. This is accomplished by expanding the
mean of the random retransmission time on each
retransmission attempt.

The scheduling of the retransmissions is determined
by a process called “truncated binary exponential
backoff.” Retransmission times are an integral mul-
tiple of the so-called slot time. The slot time must
be equal to or greater than the maximum round-trip
signal propagation time of the system. For the 10-
million-bit-per-second baseband csMA/CD system, a
slot time of 51.2 microseconds has been standard-
ized. The number of slot times to be delayed before
the nth retransmission attempt is taken from a dis-
crete distribution that assumes all integer values
between 0 and 2" with equal probability. If ten
retransmissions of the same frame fail, the attempt
is abandoned, and an error is reported.

The cSMA/CD access mechanism requires transmis-
sion of frames of a minimum length. If the frame
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size is less than the minimum required, a transmit-
ting station must append extra, so-called “pad” bits
after the end of the LLC-supplied data. Standardized
minimum frame length for a CSMA/CD system with
a baseband of 10 million bits per second is 512 bits.

In the reception part, all active stations synchronize
with the preamble of an incoming frame and then
decode the received signal. The destination-address
field of the frame is checked to decide whether the
frame should be received by this station. If so, the
relevant parts of the frame are copied. The station
also checks the validity of the received frame by
inspecting the frame check sequence and proper
octet-boundary alignment.

Performance characteristics. The performance of
csMA and CSMA/CD systems has formed the subject
of numerous studies. The groundwork for the un-
derstanding of the performance properties of CSMA
was laid in References 17 and 18. csMA/cD perform-
ance has been studied in References 15 and 19
through 23 for different variants of the access prin-
ciple. To provide a basic understanding of the delay-
throughput characteristic of the standard csMa/cD
protocol, an analysis based on the work by Lam?
appears attractive because the approach is rather
straightforward, the underlying assumptions are
close to the standardized csMa/CD protocol, and the
results are simple to evaluate numerically.
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Figure 3 CSMA/CD delay-throughput characteristic
(exponentially distributed information-field lengths)
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The assumptions underlying the analysis in Lam??
are as follows. The traffic offered to the network is a
Poisson process with a constant and state-independ-
ent arrival rate. Each station is allowed to store at
most one frame at a time. The generation of a new
frame is equivalent to increasing by one the number
of stations ready to transmit a frame. Frame trans-
mission times are generally distributed.

The following assumptions are made regarding the
medium access protocol: (1) Following a successful
transmission, all ready stations transmit within the
next slot. (2) Following a collision, stations use an
adaptive retransmission algorithm in such a way that
the probability of a successful transmission within
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any of the slots subsequent to a collision is constant
and equal to 1/e (= 0.368). For a large number of
stations, this assumption is well justified.'*22 (3)
Operation is assumed to be slotted in time, i.e.,
transmission attempts are made only at the begin-
ning of a slot.

Under the above assumptions, the mean queuing
delay of the frames was determined in Lam.?? The
examples shown below have been computed with
the aid of this solution; however, we modified the
analysis in the following three points:

1. It has been assumed in Lam? that after every
successful transmission, a time interval equal to
the end-to-end signal propagation time expires
before stations sense end-of-carrier and start to
transmit. This represents a slightly pessimistic
view of the operation as described in the previous
subsubsection. For our results, we assumed that
end of transmission is detected with zero delay
by all stations.

2. A consequence of assuming a slotted channel is
that, even if the channel utilization approaches
zero, frames have to wait for half a slot length on
the average. Such a delay, of course, does not
occur on a nonslotted system, such as the one
described in the last subsubsection. We therefore
reduce the mean delay according to Lam?? by half
the slot length.

3. As pointed out above, the CSMA/CD access proto-
col requires a minimum frame length of at least
the slot length measured in bits. This fact has not
been taken into account in Lam.?> However, it
can be easily incorporated through an appropriate
modification of the distribution function of the
frame transmission times.

In Figures 3 to 5, we show basic results for delay and
throughput of CSMA/CD systems. As parameters for
these examples, the values standardized for the 10-
million-bit-per-second baseband CSMA/CD system
have been used.>"!!

Figure 3 shows the mean transfer delay of the trans-
mitted frames as a function of the information
throughput. The frame transfer delay is the time
from the generation of a frame until its successful
reception at the receiver. The information through-
put is defined as the number of bits contained in the
LLC-Information field of the frames transmitted per
unit time. An exponential distribution for the infor-
mation-field lengths is assumed. As described above,
padding bits are added when the frame length is
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shorter than the minimum required. We observe Figure 4 CSMA/CD delay-throughput characteristic

from the figure that the delay-throughput character- (constant information-field length)
istic depends strongly on the mean length of the — R— N
information field. The shorter the frame length, the ~ MEANTRANSFER ol AY[MS] T
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also the smaller the maximum throughput and hence L7

the steeper the increase of the delay curves. The L&

reason for this behavior is that with a decreasing
ratio of frame transmission time to slot length, the
protocol overhead increases significantly in terms of L4
the fraction of time lost for collisions and their
resolution. L 4

In Figure 4, the behavior of the same system, how-
ever, for constant information-field lengths of 1000, 2
2000, and 4000 bits is shown. It can be seen that the
delays are smaller than for the exponential distribu-
tion. However, the general tendency is the same, in
particular, the location of the vertical asymptotes;
i.e., the maximum throughput is very insensitive to 1
the information-field length distribution. Generally, r

the type of this distribution can have an impact on 08
the maximum throughput because of the minimum o7
frame-length requirement. As comparison of Figures o6
3 and 4 shows, this impact is relatively small for the 05
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In the above-described approach to determine the
mean delays, a constant, state-independent frame Figure 5 CSMA/CD maximum information throughput versus
arrival rate has been assumed. If, under this assump- transmission rate for 51.2-microsecond slot length
tion, the traffic load reaches the system capacity, the
probability of a collision after a successful transmis-
sion will approach one. As described above, the
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A more optimistic assumption is that in an overload
case, the probability of a successful transmission in
the first slot after a successful transmission is equal
to 1/e. Under this assumption, the average time
between subsequent successful transmissions 1S one
slot length shorter than for the more pessimistic o
assumption first described. The optimistic assump-
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Figure 6 Token-ring queuing model (from Ref. 32, reprinted
with permission of North-Holland Publishing
Company)

tion underlies the analysis given by Metcalfe and
Boggs."” This solution has been used to determine
the upper bound of the shaded areas in Figure 5. It
can be seen that, even under the optimistic assump-
tion, the efficiency of the csMA/CD protocol decreases
significantly with increasing speed, especially in the
case of a 1000-bit mean information-field length.
Measurements performed on an Ethernet showed a
mean frame length of 976 bits.”*

Token ring. Compared to the other LAN techniques,
token rings have a relatively long technical history.
Experimental systems showed the feasibility of the
ring technique long before alternative methods, e.g.,
CSMA/CD or token-passing bus systems, were consid-
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ered.”-?” However, because of a lack of applications,
token rings were not implemented on a broad basis.
With the advent of local-area networks, the token-
ring principle was reconsidered and found to provide
an attractive solution because of its favorable attri-
butes regarding wiring, transmission technology, per-
formance, and the potential for low-cost implemen-
tation.!">?7-3® Moreover, recent work showed that
what had been considered a potential problem of
token rings, namely, lack of reliability, can be over-
come by a suitable access protocol and an appropri-
ate wiring strategy.’®? The above arguments led the
standards groups concerned with LAN standardiza-
tion to consider token rings as one of the candidates
for a LAN standard.

The following description is based on the specifica-
tion of the token-ring operation given in the existing
IEEE-802 and ECMA standards.®'?

Medium access protocol. A token ring consists of a
set of stations serially connected by a transmission
medium, e.g., twisted-pair cable. Information is
transferred sequentially from one active station to
the next. A given station (the one having access to
the medium) transfers information onto the ring. All
other stations repeat each bit received. The addressed
destination station copies the information as it
passes. Finally, the station which transmitted the
information removes it from the ring.

A station gains the right to transmit when it detects
a token passing on the medium. The token is a
control signal comprised of a unique signaling se-
quence that circulates on the medium following each
information transfer. Any station, upon detection of
a token, may capture the token by modifying it to a
start-of-frame sequence, and then appends appropri-
ate control and address fields, the LLC-supplied data,
the frame check sequence, and the frame-ending
delimiter. On completion of its information transfer
and after appropriate checking for proper operation,
the station generates a new token which provides
other stations the opportunity to gain access to the
ring.

A token-holding timer controls the length of time a
station may occupy the medium before passing the
token.

Multiple levels of priority can be provided on a token
ring through an efficient priority mechanism. This
mechanism is based on the principle described in
Bux et al.?® whereby higher-priority stations can in-
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terrupt the progression of lower-priority tokens and
frames by making “reservations” in passing frames.
This scheme requires that stations do not issue a new
token before having received back the header of their
transmitted frame. This so-called “single-token”
rule?'?® also leads to improved reliability of the ac-
cess protocol because each transmitting station can
check the proper functioning of the ring at the begin-
ning of its transmission.

Performance characteristics. The basic operation of
a token ring can be described by a performance
model as shown in Figure 6. The active stations are
represented by their transmit queues. These queues
are serviced in a cyclic manner symbolized by the
rotating switch that stands for the token.

The time needed to pass the token from station i to
station (i + 1) is modeled by a constant delay 7. On
an actual ring, the delay r; corresponds to the prop-
agation delay of the signals between stations i and
(i + 1) (approximately five microseconds per km
cable) plus the latency caused within station { by the
repeater and by actions such as alteration of the
token bit. The station latency is usually in the order
of one bit time.

In token rings, the sender is responsible for removing
the frames it transmitted from the ring. Therefore,
the location of frame destinations on the ring relative
to the location of the sender does not affect the ring
performance.

Queuing models applicable to token rings have been
extensively studied, primarily in the context of poll-
ing systems.20-21:27:3142 However, analytic results, and
especially those that lend themselves to numerical
evaluation, are scarce. This is particularly true for
models in which the transmission time of a station
per access opportunity is limited through a bound
on either the token-holding time or the number of
frames to be transmitted per token.

Subsequently, we discuss some fundamental results
for the token-ring delay-throughput characteristic
obtained through simulation and analysis (where
applicable).

As pointed out above, a fundamental performance
characteristic of any LAN medium access protocol is
its sensitivity to transmission speed and distance.
Figures 7 and 8 show how token rings perform for
various speeds and distances. Figure 7 shows the
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Figure 7 Token-ring delay-throughput characteristic (four-
million-bit-per-second transmission rate;
symmetrical traffic pattem)
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mean frame transfer delay as a function of the infor-
mation throughput for four-million-bit-per-second
rings with one- and five-kilometer (km) cable lengths.
It is assumed that all 100 stations generate the same
amount of traffic; other traffic patterns lead to very
similar results for the delay averaged over all stations.
A further assumption is that frames are generated
according to Poisson processes. Stations follow the
single-token rule described in the last subsubsection;
i.e., they wait until the header of their frame has
returned before generating a new token. Only one
frame per access opportunity can be transmitted. It
can be seen that increasing the ring length from one
to five km has virtually no impact on the delay-
throughput characteristic.
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Figure 8 Token-ring delay-throughput characteristic (16-
million-bit-per-second transmission rate;
symmetrical traffic pattern)
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Under the same assumptions, except for a transmis-
sion rate of 16 million bits per second, Figure 8
shows the same performance measures as the pre-
vious one. Increasing the cable length from one to
five km leads to more noticeable differences here,
primarily because of the single-token rule; however,
the overall effect is still minor.

Overall efficiency of an access protocol is the most
basic performance property; a further important cri-
terion is the quality of service given to individual
stations, especially in case of unbalanced traffic sit-
uations. This service can differ significantly, depend-
ing on the rule defining the time a station is allowed
1o transmit per access opportunity. As mentioned in
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the last subsubsection, the standards specify the use
of a token-holding timer that limits the time a station
is allowed to transmit continuously. To demonstrate
the impact of this timer, we subsequently consider
two extreme cases, a very short timer, such that
stations can only transmit one frame per token (Fig-
ure 9), and a very long timer, such that stations can
always empty their transmit queues completely on
each transmission opportunity (Figure 10).

For both examples, Poisson arrival processes have
been assumed. However, the arriving data units are
not single frames but entire messages, the lengths of
which are distributed according to a hyperexponen-
tial distribution with a coefficient of variation equal
to two. In cases where a message is longer than the
maximum information-field length of a frame (256

Figure 9 Token-ring delay-throughput characteristic (one-
million-bit-per-second transmission rate,
asymmetrical traffic pattern, short token-holding
time-out) (from W. Bux, F. Closs, K. Kuemmerie, H.
Keller, and H. R. Mueller, “Architecture and Design
of a Reliable Token-Ring Network,” IEEE Selected
Areas in Communications SAC-1, No. 5, 756-765
(November 1983).
©1983 IEEE
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bytes), the message is segmented. In both examples,
the assumed traffic pattern is very unbalanced: two
of the 20 stations (Nos. 1 and 8) each generate 40
percent of the total traffic; each of the other 18
stations generates only 1.1 percent of the total traffic.

For the single-frame-per-token operation, Figure 9
shows the mean transfer delay of the messages (not
frames!) as a function of the total information
throughput. Of course, the delay averaged over all
stations increases with increasing ring throughput.
The same is true for the delay of the messages
transmitted by the heavy-traffic stations 1 and 8.
However, the delay experienced by the light-traffic
stations remains rather small even for very high
utilizations. In this sense, the token-passing protocol
combined with a single-frame-per-token operation
provides fair access to all users.

From Figure 10, it can be seen that the relationship
of the delay experienced by light and heavy users is
reversed when the token-holding time is long. Here,
the mean message transfer delay of light-traffic sta-
tions is even higher than the one of heavy-traffic
stations. This is due to the fact that messages gener-
ated at a heavy-traffic station have a relatively good
chance that their station is holding the token and, in
this case, are transmitted before frames waiting in
other stations. These two examples demonstrate that
the token-holding timer can be used to control the
station-specific quality of service.

Token bus. The token-bus technique is the third
method being considered by the LAN standards bod-
ies. The intention behind developing this technique
has been to combine attractive features of a bus
topology (e.g., use of broadband transmission) with
those of a controlled medium access protocol (e.g.,
good efficiency under high traffic load, speed-dis-
tance insensitivity, and fairness of access).

The subsequent description follows the specification
of the token bus given in References 9 and 12.

Medium access protocol. The essence of the token-
bus access method can be characterized as follows.
A token controls the right to access the medium; the
station that holds the token has momentary control
over the medium. The token is passed among the
active stations attached to the bus. As the token is
passed, a logical ring is formed (see Figure 11). Since
the bus topology does not impose any sequential
ordering of the stations, the logical ring is defined by
a sequence of station addresses.
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Figure 10 Token-ring delay-throughput characteristic (one-
million-bit-per-second transmission rate,
asymmetrical traffic pattern, long token-holding
time-out)
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Steady-state operation simply requires the sending
of the token to a specific successor station when a
station has finished transmitting. A more difficult
task is establishing and maintaining the ring (initial-
ization, station insertion in, or removal from, the
logical ring). Each participating station knows the
addresses of its predecessor and its successor. After a
station has completed transmitting data frames, it
passes the token to its successor by sending a special
MAC control frame, called an “explicit token.” The
maximum transmission time of any station is con-
trolled by a token-holding timer.

After having sent the token, the station monitors the
bus to make sure that its successor has received the
token and is active. If the sender detects a valid
frame following the token, it will assume that its
successor has the token and is transmitting. If the
sender does not sense a valid frame from its succes-
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sor, it must assess the state of the network and, if
necessary, take appropriate recovery actions to re-

Conceptually, token passing on
buses and rings is very similar.

establish the logical ring. Details about establishment
and re-establishment of the logical ring are specified
in References 9 and 12.

The token-bus access method also allows defining of
a priority mechanism, which is not further discussed
here.

Performance characteristics. Conceptually, token
passing on buses and rings is very similar; hence, the
same type of performance model can be used to
describe the two techniques. It is obvious, however,
that the model parameters are rather different; this
is particularly the case for the token-passing over-

head. In a token ring, the time to pass the token
from one station to the next consists of the signal
propagation time between the two stations (approx-
imately five microseconds per km cable) plus the
delay caused within a station. As pointed out in the
previous subsubsection, the latter delay can be kept
as small as one bit time. In contrast to this, on a
token bus, passing the token from a station to its
successor requires the transmission of an explicit-
token frame, which in the standard for the token bus
is 152 bits long. To this the signal propagation delay
between the two stations has to be added. The third
component of the token-passing overhead is the
reaction time of the station, i.e., the time a station
needs from reception of a token until it has prepared
either a token or a data frame for transmission.

In Figure 12, we show the delay-throughput charac-
teristic of one-million-bit-per-second token-bus sys-
tems with 100 and 200 stations attached. Further
assumptions are: two km cable length, exponentially
distributed information-field lengths with means of
1000 and 2000 bits, and zero reaction (processing)
delay in the stations. For this example, the traffic is
assumed to be completely symmetrical; i.e., all sta-
tions generate the same amount of traffic. Further-
more, for this and the following example, a token-
holding time is assumed that is sufficiently long for
stations always to be able to completely empty their

Figure 11 Token bus: logical ring on physical bus
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transmit queues at each transmission opportunity.
The figure shows that the mean transfer delays are
remarkably high compared with one and two milli-
seconds, respectively, the time it takes to transmit
an information field of average length. This is due
to the relatively large token-passing overhead of the
token-bus technique.

As the next figure demonstrates, the token-passing
overhead is reduced in case of asymmetric traffic.
The parameters assumed for Figure 13 are a rate of
five million bits per second (which is another one of
the standardized speeds), a two-km cable length, 100
stations, and exponentially distributed information-
field lengths with a mean of 1000 bits. Three different

Figure 12 Token-bus delay-throughput characteristic (one-
million-bit-per-second transmission rate,
symmetrical traffic pattern)
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Figure 13 Token-bus delay-throughput characteristic (mean
transfer delay averaged over all stations for
different symmetrical and asymmetrical traffic
patterns)
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traffic patterns are assumed: (1) a totally symmetrical
situation, (2) a situation where two stations each
generate 40 percent of the total traffic, the rest being
generated by the other stations in equal amounts,
and (3) a situation with one station generating 80
percent of the traffic while again the rest is generated
by the other stations. For each of these traffic pat-
terns, the figure shows the mean frame transfer delay
averaged over all stations as a function of the total
ring information throughput. We observe that with
increasing asymmetry of the traffic, the average delay
decreases slightly, because—per frame transmis-
sion—the overhead to forward the token is smaller.
It should be noted, however, that this is only true
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when the token-holding time-out is sufficiently long;
for a short token-holding time-out, the effect is re-
versed.

Other local network techniques. In addition to the
three “standard” approaches discussed previously,
various alternative LAN techniques have been devel-
oped and used. Among the most attractive tech-
niques are slotted rings,”** buffer-insertion
rings,?”** buses with controlled-type access,*”*°
or buses employing a combination of random and
controlled access.’”**-%* Because of a lack of space,
we cannot discuss these methods in detail; for the
interested reader, we subsequently list references in
which performance questions related to the above
systems are discussed.

The performance of slotted rings is discussed in
References 21, 31, 54 and 55. Analyses of buffer-
insertion rings can be found in References 56
through 58. Controlled and hybrid-access schemes
for buses have been analyzed in References 21, 49,
and 59 through 64.

End-to-end flow and error control

Introduction. Models of the type discussed in the
previous section are useful in understanding the
quality of service provided by the local network at
the MAC-to-LLC interface. Apparently, the perform-
ance characteristics seen at this interface are not the
ones experienced by a user at the application level.
To determine application-oriented performance
measures, additional levels of architecture need to
be modeled, such as an end-system-to-end-system
protocol providing means for flow and error control.

The need for flow control arises in cases of a speed
mismatch between the communicating partners,
limited buffer sizes in the end systems and/or net-
work adapters, and applications where, e.g., one
station provides a certain service simultaneously to
multiple workstations.

Means to detect and recover from errors are needed
for various reasons: (1) Data units can be corrupted
by transmission errors; (2) Frames may be lost be-
cause of buffer overflow in the receiving end system
and/or its adapter; (3) Timing problems in the re-
ceivers may cause loss of frames (see the following
major section on LAN adapter design).

Protocols providing the functionality needed for flow
and error control in LANs are, for example, Class 4
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of the 150/ECMA Transport Protocol,®>® or the Type

2 Logical Link Control protocol defined by the IEEE
Project 802.'° Depending on this choice, end-to-end
flow and error control is performed in layers corre-
sponding to either layers 4 or 2 of the osI reference
model.

In the next subsection, a scenario consisting of a file

server and workstations attached to a local-area ring
network is described. The subsection after that de-

Flow control is implemented by a
window mechanism.

scribes a model developed to study performance
issues of such systems.®” Results of this study are
summarized in the subsequent subsection.

Network operation. The configuration of the local-
area network under consideration is shown in Figure
14. It consists of user systems (file server and work-
stations) attached to a token-ring network through
ring adapters. Each adapter has a number of trans-
mit/receive buffers. It also contains a processor
whose major tasks are to control the data transfer
between the ring and the transmit/receive buffers, to
manage these buffers, and to control the interface to
the user system.

File transfer is performed over a logical connection
between the file server and the workstation. The file
server can manage multiple connections simultane-
ously. The protocol under consideration is a subset
of the 1EEE 802.2 Type 2 Logical Link Control pro-
tocol.'® It provides procedures for connection estab-
lishment, connection termination, flow control, and
€ITor recovery.

A file is transmitted as a series of Information (I-)
frames. For the file transfer environment, informa-
tion flow on a given connection is unidirectional;
i.e., on one connection, I-frames are either sent from
the file server to a workstation, or vice versa.

Flow control. Flow control is implemented by a
window mechanism; i.e., a sender is permitted to
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Figure 14 File-service scenario

FILE
SERVER

WORKSTATIONS

transmit up to W (the window size) I-frames without
having to wait for an acknowledgment. The receiver
uses Receive Ready (RR-) frames to acknowledge
correctly received I-frames and to indicate to the
sender that more I-frames can be transmitted.

Error recovery. Any I-frame received with an incor-
rect Frame Check Sequence (Fcs) is discarded. If a
received I-frame has a correct FCs, but its send se-
quence number is not equal to the one expected by
the receiver, the receiver will return a Reject (REJ-)
frame. The receiver then discards all I-frames until
the expected I-frame has been correctly received.
The sender, upon receiving a REJ-frame, retransmits
I-frames starting with the sequence number received
within the REJ-frame.

In addition to REJECT recovery, a time-out mecha-
nism is used. At the instant of transmission of an I-
frame, a timer will be started if it is not running
already. When the sender receives an RR-frame, it
restarts the timer if there are still unacknowledged I-
frames outstanding.

When the timer expires, the station performs a
“checkpointing” function by transmitting an RR-
frame with a dedicated bit (the “P-bit”) set to one.
The receiver, upon receiving this frame, must return
an RR-frame with the “F-bit” set to one. When this
RR-frame has been received by the sender, it either
proceeds with transmitting new I-frames or retrans-
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mits previous I-frames depending on the sequence
number contained in the RR-frame received.

Simulation model. A simulation model employed to
study the above scenario is illustrated in Figure 15
and subsequently described.®’

Medium access protocol. The token-ring protocol for
medium access is modeled by a multiqueue, single-
server submodel with cyclic service (cf. the earlier
section on performance characteristics of the token
ring). A queue in this submodel represents the frames
waiting in the transmit buffers of an adapter.

Ring adapter and system interface. The adapter
transmit buffers contain frames to be transmitted
onto the ring. The adapter receive buffers temporar-
ily hold frames received from the ring until they can
be transferred to the user system. When upon arrival
of a frame no receive buffer in the adapter is avail-
able, the frame is lost and has to be recovered
through the LLC protocol. Transmission errors are
assumed to have negligible effect and are not in-
cluded in the model. Furthermore, it is assumed that
timing problems associated with the receive opera-
tion, such as the ones described in the next major
section, do not exist here.

The adapter processor, together with the system in-
terface, is modeled by a single server with two
queues: the receive buffer queue in the adapter and
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Figure 15 File-service performance model

P
LLC XMIT LLC XMIT
QUEUES QUEUE
FILE
SERVER WORKSTATION
RCV ‘
| BUF @
XMIT
BUF
ADAPTER y ADAPTER
& SYSTEM & & SYSTEM
INTERFACE INTERFACE
TOKEN
RING
the transmit buffer queue in the user system (see of the time to set up a transfer by the adapter
Figure 15). The service time corresponds to the sum processor and the data-transfer time across the sys-
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tem interface. The adapter processor handles frames
in its receive buffer with nonpreemptive priority over
those in the transmit buffer.

File server. The processor in the file server is modeled
by a multiqueue, single-server model. One of the
queues is the receive-buffer queue in the file server;
the others are for the various connections, containing
frames to be prepared for transmission to the work-
stations. The receive-buffer queue is given non-
preemptive priority over the transmit queues.
Among the transmit queues, service is cyclic. Re-
ceived I-frames are copied to the mass storage of the
file server.

Workstations. From the modeling viewpoint, a
workstation appears as a special case of a file server
with only one file transfer.

It is assumed that both file server and workstations
are always able 1o accept I-frames (i.e., remove them
from the LLC receive buffers) and that all traffic
sources always have a backlog of I-frames to be
transmitted.

Frame lengths and buffer management. The length
of I-frames is assumed to be constant and equal to
the maximum frame length. This is motivated by
our assumption of a permanent backlog of frames at
the sources. Each frame is assumed to occupy a
complete buffer in the user system or adapter. In the
file server, separate sets of buffers are dedicated to
the transmit and receive directions; both buffer sets
are shared by all logical connections. Similarly, each
adapter has two separate sets of transmit and receive
buffers.

Results. The results subsequently presented are
based on the following selection of parameter values:
one million bits per second ring speed, two million
bits per second effective system interface speed, 500
bytes constant I-frame length, and 20 microseconds
set-up time at adapter processor. We shall refer to a
logical connection for file transfer from file server to
workstation as a “get-file transfer,” and that from
workstation to file server as a “put-file transfer.” The
scenario considered consists of a file server handling
an equal number of get-file and put-file transfers.
The mean time to process an I-frame (RR- or REJ-
frame) at the file server is assumed to be 10 millisec-
onds (2 milliseconds). The corresponding values for
a workstation are 50 and 10 milliseconds. Each
adapter/user system has the same number of trans-
mit and receive buffers.
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Figure 16 Total throughput and throughput per file transfer
versus number of workstations
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In Figure 16, we show the throughput per file transfer
and the total throughput versus N, the number of
workstations. The assumed window size is four. Each
adapter has four send and four receive buffers. The
number of send and receive buffers in the file server
is equal to the product of window size and number
of workstations; those in the workstations are equal
to the window size.

The figure shows that for a small number of work-
stations, the total throughput increases roughly lin-
early with N. The reason is that, as long as N is small,
the workstations are the bottleneck, and the addition
of a workstation does not cause much interference
at the file server. When N is large, the bottleneck is
shifted from the workstations to the file server. The
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considered: N = 2, 6, and 10 workstations. The
assumptions regarding the buffer sizes are identical
to the ones underlying Figure 16.

Figure 17 Total throughput versus window size
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For the case of small W, both the workstation and
the file-server processors are not busy all the time.
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8 put. However, when W is larger, either the file server
or the workstation processor is busy almost all the
time; hence, increasing the window size does not
cause an increase in total throughput.

10 WORKSTATIONS

AN

6 WORKSTATIONS

Consider now the effect of file-server buffer size on
performance. In Figure 18, we plot the loss proba-
— 60 bilities at the file-server adapter versus the number
of file-server receive buffers for a configuration with
N = 10 workstations. The window size is four. Re-
sults are shown separately for put-file transfers (loss

L 40 Figure 18 Loss probability at file-server adapter versus
number of file-server receive buffers
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The ring is not heavily utilized; its utilization in-
creases from 14 percent when N = 2 to 34 percent
when N = 10. Also, the loss probability due to buffer
shortage at the file-server adapter is less than 0.2
percent for all cases.

We next study the effect of window size W on the
total throughput. In Figure 17, we show the total
throughput for different values of W. Three cases are
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of I-frames) and get-file transfers (loss of RR- and
REJ-frames). The results show that a significant frac-
tion of frames is lost when the number of file-server
receive buffers is small, but the loss probability de-
creases quickly with this number. The loss probabil-
ity also decreases with an increasing number of
buffers in the adapter, because in an overload situa-
tion, the adapter receive buffers function as an “ex-
tension” of the file-server receive buffers.

In view of the fact that the five workstations involved
in put-file transfers may have a total number of 20
I-frames simultaneously outstanding, it is surprising
that the loss probabilities are rather small already for
six file-server receive buffers. This result can be ex-
plained as follows. In the implementation of the LLC
protocol, each I-frame is separately acknowledged by
an RR-frame. Since the file-server processor gives
priority to frames received from its adapter, the
preparation of frames for transmission is delayed.
When the processor is ready to prepare an RR-frame
for a put-file transfer, a number of I-frames for this
connection may have been received, but only one of
them is acknowledged. This RR-frame authorizes
the workstation to transmit one I-frame only. It
follows that the windows of the workstations and
hence the arrival rate of I-frames to the file server
are self-regulated.

Generally, high loss probabilities are an indication
of insufficient receive buffers at the file server and its
adapter. In other words, these receive buffers may
have been over-sold to the various logical connec-
tions. Under this condition, it is of interest to study
the effect of frame losses on throughput. Figure 19
shows the throughput per file transfer as a function
of the number of file-server receive buffers for the
same scenario as for the previous figure. The put-file
transfers suffer significant degradation in throughput
when the number of file-server receive buffers is
small and hence the loss probability is high (cf. Figure
18). This is due to the fact that both REJECT and
time-out recovery result in a delay period before an
I-frame with the correct sequence number is retrans-
mitted by the workstation. For lost I-frames and I-
frames received out of sequence, no acknowledg-
ments have to be generated (except for a REJ-frame
generated when the first out-of-sequence I-frame has
been received). Furthermore, out-of-sequence I-
frames are not copied, and hence less time is required
for processing. This results in more processing re-
sources available to the get-file transfers, which there-
fore experience an improvement in throughput.
Consequently, the total throughput is very insensi-
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Figure 19 Throughput per file transfer versus number of file-
server receive buffers
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tive to frame losses because the throughput degra-
dation of the put-file transfers is compensated by the
throughput increase of get-file transfers.

Local-area network adapter design

In a local-area network, user systems are attached to
the transmission medium through network adapters,
also called network controllers. An essential feature
of an adapter is that it is able to receive frames
arriving with no or very small gaps between them. If
adapters were frequently unable to receive such
frames, the performance of the local network—as
seen by the user—would be unacceptable. Subse-
quently, we describe-a study, the goal of which was
to understand the timing problem associated with
the reception of back-to-back frames.5%¢°
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Figure 20 Structure of local-area network adapter (from
Ref. 68)
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Adapter operation. The structure of the network
adapter under consideration is shown in Figure 20.
It contains the circuitry necessary to transmit data
onto and receive data from the transmission medium
and memory for buffering both outgoing and incom-
ing frames. It also has one or more direct memory
access (DMA) channels for data transfer between the
transmission medium and the adapter memory. Fur-
thermore, the adapter contains a processor that man-
ages the frame buffers and pMA channel(s), and
controls the interface to the user system.

When a frame is received, its destination address is
compared with the address of the adapter to deter-
mine whether the frame is to be copied. If so, the
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frame is transferred into the adapter memory, pro-
vided a DMA channel has previously been set up by
the processor. Arriving frames can get lost if no
receive buffer is available or if a buffer is available
but the processor was unable to set up a DMA early
enough. At the end of each bMA transfer, an interrupt
to the processor is generated. When servicing this
interrupt, the processor searches for a free receive
buffer and then sets up the DMA channel to receive
into the acquired buffer.

The design goal is that a DMA channel is enabled
when the first bit of a frame is received. Obviously,
the chance of achieving this goal is higher, the smaller
the DMA set-up time and the more DMA channels
provided. In addition, one may employ a Firo buffer
at the adapter front-end to temporarily store incom-
ing data in case no DMA channel is enabled. A further
possibility to achieve zero (or very small) frame-loss
probability is to define the medium access protocol
in such a way that a minimum gap is guaranteed
between subsequent frames. In this paper, we do not
consider the latter possibility, although the analysis
can be modified to cover this case.®

Data flow on transmit operations is essentially the
reverse of the receive operation described above.
Since our study concentrates on the most critical
part of the adapter operation, namely, frame recep-
tion, we do not elaborate on details of the transmit
operation.

An alternative to the adapter structure under consid-
eration is a design where received frames are trans-
ferred (by DMA) directly into the user system memory
without being buffered in the adapter. This, of
course, places more constraints on the architecture
and performance of the attaching station; an advan-
tage is, however, that intermediate buffering is not
needed in the adapter. It should be noted that in
such a system, basically the same problem has to be
solved regarding the reception of back-to-back
frames. Again, a DMA channel must be enabled when
the first bit of a frame needs to be buffered.

The model subsequently developed is oriented to-
wards the adapter structure shown in Figure 20.
However, the basic mechanism modeled is general
enough for the analysis of this model also to be
applicable to other adapter structures, e.g., one with-
out buffers.

Performance model. The major assumptions under-
lying this study are as follows. Frame losses due to
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shortage of receive buffers are negligible, either be-
cause sufficient receive buffers are provided or be-
cause the frames received can be moved very rapidly
to the user system. A fixed number of DMA channels
is always dedicated to the receive direction. We shall
restrict our discussion to the situation where a series
of frames arrives back-to-back at an adapter. Upon
arrival of the first frame, all bMA channels are as-
sumed to be enabled.

The structure of our model is shown in Figure 21;
its operation can be described as follows. When the
first bit of a frame is to be copied, the state of the
front-end buffer is checked; if the front-end buffer is
not empty, the frame will be lost. Otherwise, two
different situations may occur:

¢ At least one DMA channel is enabled: In this case,
the frame is transferred via one of the enabled

Figure 21 Adapter performance model (from Ref. 68)
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Table 1 Probabilities PB(n) (in percent) that nth back-to-
back frame has been lost (one DMA channel; B is in
bytes)

Speed (million bits per second)
4 8 16

B=0 B=10 B=0 B=20 B=0 B=40

PB (1) 0 0 0 0 0 0

PB(2) 100 0 100 0 100 0

PB (3) 0 0 0 150 326 654
PB@d) 100 0 100 127 674 272
PB (5) 0 0 0 108 546 174
PB(6) 100 0 100 114 561 410
PB (7) 0 0 0 116 588 322
PB(8) 100 0 100 115 557  26.1

DMA channels into a receive buffer at medium
transmission speed.

¢ No DMA channel is enabled: At medium transmis-
sion speed, the frame is written into the front-end
buffer. If the front-end buffer is filled before a DMA
channel is enabled, the frame will be lost. Other-
wise, the newly enabled DMA channel will transfer
the contents of the front-end buffer into a receive
buffer at bMa channel speed, which is higher than
the medium transmission speed. Once the front-
end buffer has been emptied, the remainder of the
frame is, of course, transferred at medium trans-
mission speed.

An interrupt to the processor is generated at the end
of the pMA operation. When servicing this interrupt,
the processor acquires a free receive buffer and sets
up the pMa channel with the starting address of this
buffer. It is assumed that processing of the interrupt
takes a constant time and that this interrupt has
preemptive priority over the other processing tasks.
Our model takes into account that, at interrupt
generation time, the processor may still be busy
processing an earlier interrupt of the same type, or—
in an even worse situation—that previously gener-
ated interrupt requests from other pMA channels
may still be waiting to be processed.

Analysis. It is relatively straightforward to determine
conditions under which back-to-back frames are al-
ways successfully received (see Wong and Bux%%%),
In practice, these conditions may not be met for
reasons of hardware/software constraints or cost. If
this is the case, knowledge of the probabilities of (a)
losing the nth back-to-back frame and (b) being able
to receive n back-to-back frames successfully will be
very useful in designing an adapter. We subsequently
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outline how analytic results for these probabilities
can be obtained.

The basic approach is to study the time-dependent
behavior of a two-dimensional stochastic process
(i), j(1)) defined as follows: i(#) measures the occu-
pancy of the front-end buffer at time ¢, expressed in
terms of the time it takes to transfer the buffered
data to the adapter memory at DMA speed; j(¢) is the
total amount of unfinished work of the adapter
processor (relevant to the DMA set-up task). Since the
DMA set-up time is constant, the number of enabled/
disabled bMA channels can be simply deduced from
J(?) at any point in time. Figure 22 shows a sample
path of this process and the corresponding states of
the bMA channels.

Define an “observation instant” to be a point in time
immediately after the last bit of a frame has been
copied, under the condition that a DMA channel is
available. It is not difficult to see that the process
(i(r), j(t)) possesses the Markov property™ at these
observation instants. Furthermore, one can deter-
mine whether or not a frame has been lost from the
state of the process at the previous observation in-
stant. We can therefore obtain answers to our basic
performance questions if the state probabilities at
the observation instants are known.

Details of the analysis are given in Reference 68;
Reference 69 also describes efficient numerical al-
gorithms to compute the relevant performance mea-
sures.

Results. For the subsequent results, the transmission
speeds considered are 4, 8, and 16 miilion bits per
second. The pMma channel speed D is assumed to be
32 million bits per second. Frame lengths are distrib-
uted according to the discrete analog of a truncated
hyperexponential distribution;%* the mean and coef-
ficient of variation of this distribution are 100 bytes
and 1.2, respectively. The choice of these values is
motivated by the measurement data reported in
Shoch and Hupp.?*

Adapter model with one DMA channel. Consider first
the case of one DMA channel. In Table 1, we show
the probabilities PB(#) that the nth frame in a se-
quence of back-to-back frames is lost for a DMA set-
up time of 20 microseconds and different medium
transmission speeds. The front-end buffer size B is
either zero or equal to the product of DMA set-up
time T and ring transmission speed R.
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Figure 22 Sample path of front-end buffer occupancy, adapter processor and DMA channel activities (from Ref. 68)
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Table 2 Probability NB(n) (in percent) that first n back-to-
back frames have been successfully received (one
DMA channel; 16-million-bit-per-second
transmission rate)

DMA Setup Time (microseconds)
4 8 12 16 20

NB(1) 1000 1000 1000 1000  100.0
NB(2) 1000 1000 1000 1000  100.0
NB(3) 1000 78.6 58.2 44.2 34.6
NB(4) 1000 61.6 338 19.2 12.0

NB (5) 100.0 48.5 19.7 8.7 4.2
NB (6) 100.0 38.1 1.5 3.8 1.4
NB (7) 100.0 20.0 6.7 1.7 0.5
NB (8) 100.0 23.5 39 0.8 0.2

Table 3 Probability NB(n) (in percent) that first n back-to-
back frames have been succcessfully received (16-
million-bit-per-second transmission rate)

DMA Channels
2 3
No F/E 40-byte No F/E
buffer F/E buffer buffer
NB (1) 100 100 100
NB (2) 100 100 100
NB (3) 67.4 100 100
NB (4) 45.4 95.4 100
NB (5) 30.6 90.1 98.7
NB (6) 20.6 85.1 97.1
NB (7) 13.9 80.4 95.5
NB (8) 9.4 75.9 94.0

Apparently, the adapter performs poorly when front-
end buffering is not employed. Every other frame is
lost for medium speeds of 4 and 8 million bits per
second. The results for the case of 16 million bits per
second are different because more than one frame
may arrive during DMA set-up.

If front-end buffering is employed, all frames are
successfully received at the four-million-bit-per-sec-
ond transmission speed. However, frame loss is ob-
served when the speed is doubled. For the case of 16
million bits per second, the use of front-end buffering
results in only a slight improvement in the loss
probability. This ts an indication that the DMA set-
up process is too slow and the processor is the system
bottleneck. This observation leads us to subsequently
study the adapter performance as a function of the
DMA set-up time.

In Table 2, we show the results for NB(n), the
probability that the first » frames in a sequence of
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back-to-back frames have been successfully received
for different values of the pMA set-up time 7. The
medium transmission speed is 16 million bits per
second. The front-end buffer size isequalto T * R.
All frames have been successfully received when
T = 4 microseconds. For other values of 7, frames
may be lost, and the results in Table 2 show the
performance degradation when T is increased.

Adapter model with two or more DMA channels.
Finally, we consider the effectiveness of using more
than one DMA channel to prevent loss of frames. For
the case of a transmission speed of 16 million bits
per second, Table 3 shows results for three different
designs: (1) two DMA channels, no front-end buffer;
(2) two DMA channels, 40-byte front-end buffer; (3)
three DMA channels, no front-end buffer. The bMA
set-up time is 20 microseconds.

We observe substantial improvements offered by the
use of front-end buffering or the use of an additional
DMA channel. The addition of an extra DMA channel
is slightly more effective than front-end buffering in
alleviating the timing problem associated with bma
setup. Any further increase in the number of DMA
channels is not expected to improve performance
significantly.
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