An overview of computer
security

Presented is an overview of computer security, includ-
ing concepts, techniques, and measures relating to the
protection of computing systems and the information
they maintain against deliberate or accidental threats.
Motivations for security measures are discussed. Secu-
rity strategies are considered. Actions and events that
threaten security are described, along with technical
problems that can prevent the computer from ade-
quately dealing with threats. Security models are sur-
veyed. Specific technical and administrative measures
for promoting security are described. Among the tech-
nical measures discussed are design of secure sys-
tems, hardware and operating systems, identification
of users, encryption, and access control packages. Ad-
ministrative measures include personnel, physical se-
curity of the computing system, and auditing. Also pre-
sented is the establishment of a security program. Re-
viewed are special problems and their solutions, in-
cluding communications and networks, data base
management systems, and statistical data bases. This
paper is based on a paper by the author published in
The Handbook of Computers and Computing, edited
by Arthur H. Seidman and Ivan Flores, Van Nostrand
Reinhold Company, Inc., New York (1984).

As organizations automate their record keeping
and other operations, computer security be-
comes more and more vital to the functioning of the
organizations. The purpose of this paper is to give
those who are not working professionally in the field
an appreciation for the wide range of topics within
computer security.

The computer has become the main repository for
most of an organization’s records. Some of the rec-
ords represent or are used for controlling resources
such as money and inventory that can be lost to the
organization through manipulation of the records.
Some records are essential to the operation of an
organization, some contain trade secrets, and some

IBM SYSTEMS JOURNAL, VOL 23, NO 4, 1984

by R. C. Summers

describe persons whose privacy must be protected.
Thus one aspect of computer security is the protec-
tion of information against unauthorized modifica-
tion, destruction, or disclosure.

Equally critical is the role of the computer in process
control and on-line applications. Process control at
a chemical plant, for example, involves the sensing
of such process variables as temperature, pressure,
and reaction products, followed by computation and
feeding back of signals to control the process. Airline
reservation systems are on-line applications that con-
trol the airline’s only products—space and time. The
needed data must be protected, and the computing
system must be available to carry out the computa-
tions in a timely way. Thus another aspect of com-
puting security is the maintenance of the integrity
and availability of the computing system and its
applications.

An additional impetus for security comes from the
legal requirements of many countries and states that
prescribe how personal records are to be handled.
Other laws and regulations require organizations to
control their assets properly. This includes assets
maintained or controlled by a computing system.

The objective of computer security is to put the
hardware, software, and data out of danger of loss.
In this paper, the term computer security includes
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concepts, techniques, and measures that are used to
protect computing systems and the information they
maintain against deliberate or accidental threats. We
first consider motivations for security measures, then
list possible strategies for computer security, includ-
ing the controlling of access to information. Next we
consider actions and events that threaten security
and describe technical problems that can prevent the
computer from adequately dealing with the threats.

Because a conceptual framework is essential for re-
search in security, as well as for the intelligent appli-

One reason for security measures is
to protect the privacy of individuals.

cation of security techniques, formal models of se-
curity have been developed. We survey some formal
models and consider informal models that are im-
plicit in many software systems and application en-
vironments.

After developing the necessary framework, we con-
sider two kinds of measures for promoting security:
technical measures implemented within the com-
puting system and administrative measures outside
the computing system.

For measures within the system, we summarize gen-
eral principles that have proved useful in designing
secure systems. We describe techniques used in both
hardware and operating systems to protect programs
and data. We survey ways of identifying users who
attempt access to a computing system. We describe
encryption, a technique that can be used to guard
against a wide variety of security threats. We discuss
software packages that can control access to data and
other resources.

Among the administrative measures we consider are
those involving personnel, physical security of the
computing system, and auditing and controls as they
relate to computerized systems, Described next are
ways by which an organization can establish a secu-
rity program using the measures discussed.
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Because computing systems are accessed over com-
munication lines and are connected into networks,
we review the special security problems introduced
by communications and networks, and discuss the
use of encryption as a security measure. Security
aspects of local networks are discussed.

Data base systems have their own special require-
ments, which are discussed. Security features of data
base management systems are introduced, and re-
search on the security of statistical data bases is
summarized.

Motivations and strategies for computer security

One reason for security measures is to protect the
privacy of individuals,'= so as to give them some
control over information about themselves that is
maintained in computerized systems. Personal in-
formation appears in the records of banks and credit
institutions, doctors’ offices and hospitals, taxing
agencies, and in many other places. More and more,
such information is being collected and kept, and
wrong decisions have been made on the basis of
inaccurate information, or sensitive personal data
have been wrongly revealed. A number of countries
now have privacy legislation. In the U.S., the Privacy
Act of 1974 applies to all federal record systems, and
other laws apply to specific areas of the private sector,
such as credit and banking. Many states also have
privacy laws. Although the various laws differ, com-
mon principles underlie them. We summarize here
the principles of privacy* adopted by the member
nations of the Organization for Economic Coopera-
tion and Development (OECD):

¢ There should be limits to the collection of personal
data, and the data should be obtained lawfully and
fairly, with the knowledge or consent of the subject
where appropriate. Here, the subject is the person
about whom the data are being collected.

* Data should be relevant to the purposes for which
they are collected, as well as accurate, complete,
and up-to-date.

¢ The purposes for collecting the data should be
specified when the data are collected and again
whenever the purposes change. The new purposes
must be compatible with the old ones.

* The data must not, in general, be used for other
purposes.

* Data should be protected by reasonable safeguard
against “loss or unauthorized access, destruction,
use, modification, or disclosure....” In other words,
data security should be provided.
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« It should be possible to find out what personal
record systems exist, their main purposes, and the
names of the persons who are responsible for
controlling the records.

¢ An individual should be able to find out whether
a data bank has information about him, and, if
s0, to obtain access to the information. The subject
should also be able to challenge the data, and, if
successful, have it erased or corrected.

¢ A data controller should be accountable for com-
plying with measures that implement these prin-
ciples.

As another motivation for security-related controls,
U.S. legislation (the Foreign Corrupt Practices Act
of 1977°%) requires all publicly held corporations to
maintain internal accounting controls to ensure that
transactions are executed in accordance with man-
agement’s authorization, transactions are properly
recorded, and access to assets is permitted only in
accordance with management’s authorization.

Computer-related crime as a motivation for com-
puter security is perhaps better publicized than doc-
umented,® but there is reason to believe that it causes
substantial losses.”

There is no single strategy for achieving security.
One approach to security is access control, that is,
ensuring that data are accessed by authorized persons
in authorized ways only. Access control is not con-
cerned with how the authorized person uses infor-
mation legitimately obtained. Access control is con-
cerned with access to the physical system, system
software, applications, and data.

With a general strategy of access control, there is still
a choice as to whether to try to prevent all unau-
thorized access or to allow access while at the same
time detecting it and taking action against the viola-
tor. Another technique of access control is that of
information flow control, which is the attempt to
control the flow of information within the comput-
ing system and as it leaves the computing system. A
longer-range goal, rarely aimed at in current systems,
is that of inference control® An inference, in this
case, may be the result of combining a statistical
summary with other facts one is aware of.

Another strategic approach to security is based on
the concept of integrity. This approach, which can
supplement approaches that control interaction, is
designed to ensure that interactions leave data or
systems in a correct or available state. Data integrity
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means ensuring that data are neither destroyed nor
improperly modified. These data are correct or rea-
sonable and accurately reflect the real objects they
describe. Application integrity means ensuring that
an application, which is typically viewed as a system,

Preventing access by an
unauthorized user also helps to
protect the integrity of the data.

continues to operate according to its specifications
and continues to be available. System integrity aims
at the availability and correct operation of the entire
computing system.

Clearly, these strategies require different kinds of
security techniques. Information flow control, for
example, is much more demanding of an operating
system than is access control and may also involve
special programming languages. It is also true that
one security measure can contribute to more than
one strategy. For example, preventing access by an
unauthorized user also helps to protect the integrity
of the data, because such a user may change the data
improperly.

A later section of this paper discusses models of
access control and information flow control. Infer-
ence control is discussed as applied to statistical data
bases. Measures to protect application and system
integrity are discussed later in various sections. This
paper does not deal specifically with data integrity,
but References 1 and 9 do introduce this important
topic.

Sources of security threats

Consider threats to computer security from outside
the computing system. The computing system hard-
ware (including data storage devices) can be physi-
cally damaged by flood, fire, earthquake, sabotage,
traffic accident, and so forth. The same events can
likewise damage data stored away from the system
on tapes, disks, or diskettes. Information may be
accidentally destroyed if a wrong data volume, such

sumvers 311




as disk pack or tape reel, is used on the system. Off-
line storage can be stolen or copied, as can printed

Without safeguards authorized users
can perform improper actions either
deliberately or by accident.

output. Communication lines are vulnerable to
eavesdropping or to the insertion of unauthorized
messages.

A person can gain unauthorized access to data by
masquerading as a different person. An application
program can be improperly modified by using the
normal procedures for changing programs. If an
application lacks adequate safeguards, its authorized
users can perform improper actions either deliber-
ately or by accident. An authorized user may act as
a spy, passing restricted information outside the
system.

The people who are sources of threats may have
legitimate access to the system—such as application
users, application programmers, system program-
mers, operators, system administrators—or they
may be outsiders who succeed in penetrating the
system.

Looking now within the computing system, we can
have errors in application programs or operating
systems, inadequate protection mechanisms in the
hardware and operating system that result in failure
to isolate user programs properly, or hardware fail-
ures. The immediate result is usually the unauthor-
ized reading or writing of data in memory or on
disk. That, in turn, may lead to a system crash with
consequent denial of service, or theft or improper
modification of data, theft of proprietary software,
or other dire results.

Certain generic problems in system software may
cause the system to fail in its protection against
threats. One of these is known as the “TOCTTOU
problem,” which is derived from its longer name,
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the time-of-check-to-time-of-use problem.'® The
TOCTTOU problem results from an event such as the
following. Information, such as a parameter of a
request to the operating system, is checked and found
valid, but the information is changed by the user
before the system actually carries out the request.
Another class of problem is termed the “residues
problem.” Here, when an area of memory is released
by a user or when a file is deleted, the information
stored in memory or on the disk may remain there,
although it is inaccessible in the normal way. With
skilled programming, that information can then be
read by the next user to whom the space is allocated.
Another problem that is not guarded against in
current systems is the passing of information by
covert channels. That is, information is passed using
means other than the normal channels provided by
the computing system. For example, a program may
convey information to the operator by varying its
speed of reading a tape. Also, one program may
convey information to another program by varying
its amount of computation and its use of memory.
Thus the intelligently modulated rate of progress of
the other program is the covert channel. We con-
clude that threats, both accidental and deliberate,
come from all types of accessors of the system.

Before discussing security measures that can be taken
to counter the various threats, we introduce models
of security that are useful in describing the measures.

Security models

Access matrix model. The best-known security
model is the access matrix model, which is described
by Lampson.!! The basic elements of the model are
subjects, objects, and access types. The model grew
out of work on operating systems, which is why each
element can be interpreted in terms of operating
system concepts. A subject is an active entity capable
of accessing objects. In the operating-system context,
a subject is a process, which is sometimes defined as
a program in execution. In a time-sharing system,
for example, a number of processes run concurrently
on the same computer, sharing the memory and
processor. Thus each process represents a different
user. An object is anything to which access is con-
trolled. Examples of objects known to an operating
system are files, programs, and segments of memory.
An access type is simply a kind of access to an object.
For each type of object, there is a set of possible
access types. Files, for example, have such access
types as Read, Write, or Erase.
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An access matrix M relates the three types of ele-
ments of the model as follows. In this matrix the
rows represent subjects and the columns represent
objects. Each cell M;; contains a list of access types
permitted to subject i for object j. These are some-
times called access rights, privileges, or permissions.
Figure 1 shows an example of an access matrix in
which Process 1 can Read and Execute Program 1
and can Read and Write Segment A. However, Proc-
ess 1 has no access at all to Segment B. Process 2
can Read Segment B, but has no access to Program
1 or Segment A. Since operating system subjects and
objects can be created and destroyed dynamically,
and access rights change continually, the dimensions
and contents of the access matrix also change.

The elements of the access matrix model can also be
given interpretations at a different level. The subjects
then become the users of a computing system, and
they have rights to persistent resources such as ap-
plication programs or data base objects.

For implementing access control, as opposed to us-
ing a model, it is generally inefficient to represent
access-control information by a matrix, because the
matrix is typically sparse. That is, there are many
objects and subjects and relatively few rights, with
the result that the access matrix has many voids or
zero elements. Two ways are commonly used to
store access-control information. An access control
list associated with an object lists all the subjects who
can access the object, along with their rights. A
capability list associated with a subject lists all that
subject’s rights to all objects. Figure 2 shows the
information of Figure 1 in access-list form, and
Figure 3 shows the same information in capability-
list form.

Models using levels and compartments. A different
type of model was developed by U.S. military ser-
vices because they wanted systems that would en-
force the military security policy. According to that
policy, as described by Landwehr,'? information is
either unclassified or classified into sensitivity levels
such as confidential, secret, and top secret. People
are given clearance to access information up to a
certain sensitivity level. Thus a person cleared for
secret information could also access confidential and
unclassified information, but not top secret infor-
mation. The person must also have a need-to-know
for the specific information accessed. In addition,
some information also has one or more compartment
designations, such as NUCLEAR, and access to such
information requires clearance for all its compart-
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Figure 1 Access matrix

PROGRAM 1 SEGMENT A SEGMENT B

PROCESS1 READ

EXECUTE WRITE

PROCESS 2 READ

Figure 2 Access control list

ACCESS CONTROL LIST FOR PROGRAM 1:
PROCESS 1 (READ, EXECUTE)

ACCESS CONTROL LIST FOR SEGMENT A:
PROCESS 1 (READ, WRITE)

ACCESS CONTROL LIST FOR SEGMENT B:
PROCESS 2 (READ)

Figure 3 Capability list

CAPABILITY LIST FOR PROCESS 1:
PROGRAM 1 (READ, EXECUTE)
SEGMENT A (READ, WRITE)

CAPABILITY LIST FOR PROCESS 2:
SEGMENT B (READ)

ments. Thus a security level consists of both a sen-
sitivity or clearance level and a set of compartments.

The military policy has been formally specified as a
first step toward the goal of demonstrating convinc-
ingly that computing systems correctly enforce the
security policy, whatever the actions of programs
and users. The best-known model is the one devel-
oped by Bell and LaPadula.!*'* The subjects in this
model again usually represent processes, and the
objects represent files or other containers of infor-
mation. One security level—call it A—dominates
another level B when two conditions are true simul-
taneously: (1) A’s classification or clearance level is
greater than or equal to that of B, and (2) A’s set of
compartments contains those of B. The access types
are the following: Read (observe only), Append (alter
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only), and Write (observe and alter). The state of the
system is described by the following: (1) the current
access set, where each access includes subject, object,
and access type; (2) an access matrix representing
need-to-know; and (3) the security levels of all sub-
jects and objects. The system state is changed by a
request. The system’s response 1o the request and the
new state are determined by a rule. If it can be
proved that each rule preserves security, so that any
request results in a new secure state, the system is
said to be secure.

A secure state is defined by the simple security prop-
erty and the =-property. The simple security property
is as follows: For an “observe” access type, the level
of the subject dominates the level of the object. In
other words, there is no reading upward in level. The
simple security condition does not prevent a spy
with secret clearance from reading information from
a secret object and writing it into a confidential
object. The star property (x-property) prevents such
writing downward, and is defined as follows:

» For Read: the subject’s level dominates that of the
object.

e For Append: the object’s level dominates.

e For Write: the levels are equal.

A third property, discretionary Security, requires ev-
ery access to be explicitly authorized by the access
matrix.

Information flow models. Landwehr points out that
the Bell and LaPadula model is formulated in terms
of access to objects rather than information flow. A
model, termed the lattice model, described by Den-
ning,'’ treats information flow more directly. The
lattice model also generalizes levels and categories
and their relationships. The model provides a basis
for eventually analyzing source programs to deter-
mine whether they violate the information flow
properties of a specific security structure.

Models implied by commercial systems. Many op-
erating systems, data base management systems, and
application systems provide access control facilities,
and these usually imply an access matrix model. A
user or group of users has the authority to specify
the contents of the access matrix. Because the num-
ber of objects may be very great, this authorization
function is usually distributed among different peo-
ple. That is, for any object, some user has the right
to specify the column in the access matrix or, equiv-
alently, the object’s access control list. A more de-

tailed survey of security models can be found in
Reference 12.
Security measures within the computing system

This section describes technical measures that can
be taken within the computing system to promote
security. Some of these measures have to do with the

The design of security measures
should be simple and small to allow
careful checking of its accuracy.

structure and design of the system and can be called
passive measures. Active measures are steps taken in
addition to the usual system processing.

Principles of secure systems. Some quite general
principles can be stated about how to design security
measures in hardware, in various levels of software,
and also in system administration. The discussion
here is based on Reference 16 by Saltzer and Schroe-
der.

The design of the security measures embodied in
both hardware and software should be simple and
small so as to allow for careful checking of its accu-
racy.

The default situation should be of the no-access type
in which access requires explicit permission. The
implementation of this principle creates fail-safe de-
Jaults, which characterize a closed system as opposed
to an open one.

Every access must be checked against the access-
control information, including those accesses occur-
ring outside normal operation, as in recovery or
maintenance. This is termed the principle of com-
plete mediation.

A lock mechanism that demands two keys for access

is safer than one requiring only a single key. To
illustrate this point, Saltzer and Schroeder use the
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analogy of the two keys required to open a bank safe
deposit box. Each key can be in the custody of a
different component of the system. Then a single
failure does not result in a security breach. This rule
is known as the separation of privilege.

The Saltzer and Schroeder principle of least privilege
states that every program and every user of the
system should operate using the least set of privileges
necessary to complete the job.

According to Popek’s rule of least common mecha-

nism,'” the design should minimize the mechanism
shared by different users for their mutual security.

In practice, encryption mechanisms
are not completely public.

Such shared mechanism is crucial. Keeping it small
and isolated helps to keep it correct.

Security mechanisms must be psychologically ac-
ceptable. They should not interfere unduly with the
work of users, while at the same time meeting the
needs of those who authorize access.

A final principle differs from the others in addressing
not the design of the security system itself but rather
its dissemination. It is generally believed that the
design of a security system should be open rather
than secret. Although encryption keys, for example,
must be secret, the encryption mechanisms that use
them should be open to public scrutiny. They can
then be reviewed by many experts, and users can
therefore have high confidence in them. In practice,
encryption mechanisms are not completely public,
and attempts are being made to control the dissem-
ination of encryption research.'®

Protection techniques in hardware and operating sys-
tems. Computing systems are typically shared by
many users and many applications. The needs and
privileges of these users and applications vary, and
they differ as a whole from the needs and privileges
of such system components as the operating system.

IBM SYSTEMS JOURNAL, VOL 23, NO 4, 1984

The hardware provides protection features that iso-
late the executing programs from one another, pro-
tect the operating system from user programs, and
allow only the operating system to perform such
sensitive operations as physical 1/0.

We begin our discussion with two of the most im-
portant and most universal of such features, states
of privilege and virtual memory. The discussion
makes use of the process concept introduced earlier
in this paper in the discussion of the access matrix
model.

States of privilege. Certain machine instructions are
intended for use by the operating system only. These
include, for example, 1/0 instructions and the in-
structions that control the protection features them-
selves. In most computers, these instructions are
valid only when the processor is executing in a
privileged state. On System/370," for example, the
supervisor state contrasts with the problem state,
which is used for application programs. A machine
can have a number of privileged states, and these
states can be used for different operating-system
functions that themselves vary in privilege. The
vAX-11/780°° has the following four states, called ac-
cess modes: (1) Kernel, the most privileged state,
which is used for interrupt handling and physical
1/0; (2) Executive, for higher-level 1,0 functions; (3)
Supervisor, for command interpretation; and (4)
User. Multics®' generalizes the state concept, provid-
ing a number of rings of privilege.

Virtual memory. Virtual memory, although its pri-
mary function is to expand the memory available to
programs, is a valuable protection feature. The real
memory of a computer provides a numbered se-
quence of cells that must be shared by all processes
and all operating system components, A virtual
memory is a corresponding sequence that can be
used by a program as if it were real. The virtual
memory seen by one process is not the same as that
seen by another process. For example, the real mem-
ory might provide one million bytes, whereas each
process sees a virtual memory of 16 miilion bytes.
The virtual memories of the different processes either
do not overlap at all or overlap at one end to allow
the processes to share the system code that resides
there. Thus one process has absolutely no access to
the private data and code of another process.

The virtual memory is considered as divided into
pages, in which the page size is 2048 or 4096 bytes
on the System/370 and 512 bytes on the vAX-11/780.
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The real memory is divided into frames of the same
size. Page tables keep track of where each page is,
either in a frame of real memory or on a storage
device. Upon each memory reference, either the
virtual address is translated by hardware into the
corresponding real address or—if the page is not in
real memory—an interrupt occurs. The needed page

A capability is a ticket that allows its
holder to gain access to a specified
object.

is then brought into real memory. Many systems
(System/370, for example) also use a larger unit than
the page, which is termed a segment.

States of privilege and virtual memory can be used
together to enforce appropriate access rights for proc-
esses. In the vAx-11 the page-table entry for each
page specifies the kind of access (Write, Read, or
none) that is allowed from each access mode. The
access mode of a process changes during execution
because it calls or returns from system procedures,
and different pages become accessible.

Virtual machine systems. A still more powerful con-
cept is that of the virtual machine. With a virtual
machine system, such as vM/370,%? each user has the
illusion of commanding an entire computer, includ-
ing a processor, memory, and 1/0 devices. All these
virtual machines, however, are implemented by a
single, real computing system. This structure pro-
vides a higher degree of isolation between users than
virtual memory because the virtual machines are
logically independent.

Capability systems. A different approach to protec-
tion uses capabilities. A capability can be described
as a ticket that allows its holder to gain a specified
type of access to a specified object. Capability pro-
tection is usually implemented by special hardware
or microcode that interprets capabilities when they
are used and prevents them from being wrongly
copied or manufactured. Because capabilities can be

passed around and stored, they make possible very
flexible protection schemes. Flexibility, however, can
also lead to difficulty in controlling and auditing the
capabilities that have been given out and in selec-
tively revoking capabilities. An example of a capa-
bility machine is the Cambridge CAP system.?

The kernel approach. A line of research by the U.S.
Department of Defense that has resulted in several
experimental operating systems is based on the con-
cept of a security kernel, which is a relatively small
portion of the operating system that is responsible
for enforcing security policy. Inasmuch as the kernel
mediates all accesses, flaws in other portions of the
operating system do not threaten security. The kernel
itself must be tamperproof. That is, there must be
no way to modify it or interfere with its behavior.
The kernel must be verifiable in that it is possible to
demonstrate convincingly that the design correctly
implements the system’s security policy and that the
programs of the kernel correctly implement the de-
sign. It is, of course, essential to the kernel approach
that the security policy be concretely and formally
stated. Nearly all of the kernel-based systems use the
Bell and LaPadula model. At the present time, we
know of no commercially available kernelized ap-
proaches to security.

One way of verifying a kernel is to prove that it is
correct, and special languages and verification pro-
grams have been developed for this purpose.?* Other
ways involve careful scrutiny of the code by experts
and penetration attempts by “tiger teams.” From a
security point of view, it is not necessary to demon-
strate that the kernel is correct in all respects, but
that it correctly implements security policy. Other
tests, of course, are necessary to demonstrate its
efficacy as an operating system component.

Hardware support for the kernel approach includes
the following: the checking of each memory access
and the provision of independent control for differ-
ent types of access; the isolation of the kernel by
such methods as a kernel mode or by implementa-
tion of the kernel in read-only memory; support for
the process concept; and efficient switching between
modes and between processes.

One operating system that takes a kernel approach
is KvM/370,% which is based on the vM/370 virtual
machine system. The functions of the vM/370 com-
ponent that implements virtual machines—the mon-
itor—are split between a security kernel and a set of
nonkernel monitors, one per security level. Each
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nonkernel monitor supports all the virtual machines
at its level, and the kernel enforces the military
security policy. Discussions of the kernel approach
can be found in References 26 through 28.

User authentication techniques. A prerequisite for
almost any kind of security is the accurate identifi-
cation of users. By authentication, the system verifies
the user’s claim of identity. The most widely used
authentication technique is the password, which is a
string of characters known only to the system and to

Often a one-way transformation is
used for the stored passwords.

the user that the user must provide to gain access to
a system. The system stores each user’s password for
comparison with the password presented by the user.
Often a one-way transformation is used for the stored
passwords, so that they are not intelligible even if
they are accidentally printed. The system then ap-
plies the same transformation to the password sup-
plied by the user before it is compared with the
stored password. A password scheme is economical
and acceptable to most users, and it is easy to imple-
ment.

A password scheme has a number of problems,
however. Although the method depends on the se-
crecy of the password, it is common for users to
write down passwords in exposed places or divulge
them to others. Other persons can observe the keying
in of a password. If the terminal is itself a computer,
it can try many passwords in a relatively short time.
A system can guard against this by allowing only a
few erroneous attempts. Another method that has
been used to learn a password is spoofing, by which
a user of a time-sharing system writes a program that
generates a display exactly like the system’s sign-on
display. The program is started, and the terminal is
left to be used by a victim. The victim unknowingly
communicates his or her password to the first user’s
program. With knowledge of the password, the
spoofer can be authenticated in place of the victim.
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Another authentication technique involves a ma-
chine-readable object possessed by the user, such as
a card or badge. With such objects, there is the danger
of loss, theft, or forgery of the object.

Promising techniques that are still in the research
stage involve recognizing some characteristic of the
user—voice, hand, fingerprint, or signature. Such a
technology must be both accurate and cheap if it is
to be widely used.

Logging. Logging consists of recording events so that
they can be monitored at a later time. This record is
called a log or audit trail. Although logging is a
valuable technique for both deterring and detecting
unauthorized actions, it does not prevent such ac-
tions. Logging can be performed by applications, by
data base management systems, or by special access-
control software. Operating systems sometimes pro-
vide basic logging facilities that can be used by these
other components. A typical entry in a log might
include the following: the user’s identity; transaction
or job identifier; name of the object being accessed
(a file, for example); type of access; data values
actually read or written; and date and time. Useful
features in a logging facility include the following:
ways to specify the events to be logged without
actually programming the logging; ways to start and
stop logging of selected events dynamically; and
programs to generate reports from the log.

Encryption. Encryption predates computers by many
centuries. The technique consists of encrypting or
enciphering data by transforming them into a form
that cannot be understood. The encrypted data are
useful only to someone who possesses the special
knowledge needed to restore them to their original
form. Encryption can be used for data stored on
such external media as tapes or removable disk
volumes, for data transmitted over communication
lines, and for data stored in the computing system.

The process of encryption takes a sequence of plain-
text, P, applies to it an encryption- procedure, E,
which is controlled by a key, K, to produce a ciph-
ertext C. To recover the original plaintext, the proc-
ess applies a decryption procedure, D, controlled by
the same key K. These processes may be expressed
as follows:

Encryption: C = Ex(P)
Decryption: P = Dg(C)

In conventional encryption systems the key, K, is

»
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secret, and the encryption and decryption proce-
dures, E and D, are normally public.

The strength of an encryption system, that is, its
resistance to being broken, can be described in terms
of the kinds of attacks it can survive. The strongest
type of attack is the “chosen plaintext attack,”
whereby the attacker can submit any amount of any
plaintext and determine the corresponding cipher-
text. Current encryption systems are designed to
withstand chosen plaintext attacks.

In 1977, the U.S. National Bureau of Standards
adopted the Data Encryption Standard (pEs).?*
The DEs uses the same algorithm for both encryption
and decryption. It uses a 64-bit key (of which eight
bits are for parity checking) to encrypt 64-bit blocks
of plaintext. One reason for adopting a standard was
to encourage the development of inexpensive imple-
mentations of the algorithm. A number of hardware
DES devices are now marketed.

The DES is a private key system in that the keys are
kept secret. One of the problems in private key
systems is that of finding a way to securely distribute
and maintain the keys. There have been proposed
public key systems that make use of two keys or
procedures: a public procedure, E, for encryption
and a private procedure, D, for decryption. A public
procedure, E, is associated with each subscriber to
the system. The two procedures must have the prop-
erty that for any plaintext, P, D[E(P)] = P. Also, it
must not be possible to derive D from E. To send a
message to subscriber A we encrypt with E,. This
encrypted message can be decrypted only by the
possessor of D4, namely A. Public key systems are
quite promising and have important applications,
such as digital signatures. However, research is still
needed to develop practical algorithms that meet the
requirements of the method.

Encryption, although an extremely valuable tech-
nique, does not solve all security problems. It cannot
prevent destruction of data, and it is difficult to apply
to data as used within the computing system. Its
application in network security is described in a later
section. More information about cryptography may
be found in References 31-33.

Software packages for access control. A number of
software packages provide access control and related
functions. The market for these programs appears to
be growing as users become more concerned about
security. Examples are ACF2,* RACF,*~¢ and Top
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Secret.”” Typical functions provided by such pack-
ages are authenticating users, maintaining access
control information, checking authorization to use
files or other objects, logging, and producing reports.

A passive intruder listens to the
communications and an active
intruder can alter or insert
messages.

RACF, for example, allows files, storage volumes,
applications, data base transactions, or user-defined
resources to be specified as protected objects. RACF
maintains the access control list for each object.
Users may belong to groups and receive all the
privileges of their groups. RACF is basically an open
system in that resources not defined to RACF are not
protected. ACF2 is a closed system, in which resources
not defined to ACF2 are protected. RACF can, how-
ever, provide closed-system protection for any spec-
ified set of resources.

Communication and network security

Since users increasingly access computing systems
from remote locations, careful attention must be
given to communication security. Also increasingly
important is security when connecting computers
into networks. Because of their relatedness, we con-
sider communication and network security together.

The transmission mechanisms used for data com-
munications are vulnerable to two types of intrusion.
A passive intruder listens to the communications,
and an active intruder can alter or insert messages,
or retransmit valid messages. Both types of intrusion
can be accomplished through wiretapping, that is,
by physically connecting to a communication path.
Passive intrusion can be done by picking up micro-
wave or satellite transmissions. Vulnerabilities also
exist at switching centers, which are themselves com-
puting systems, and in the interfaces of computing
systems (nodes) to the network. These vulnerabilities
are of great practical importance in applications such
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as Electronic Funds Transfer (EFT),*®*® where billions
of dollars are transferred daily, and a single message
can involve millions of dollars.

The following are some of the objectives of network
security measures: protect privacy by preventing un-
authorized listening to messages; authenticate users
and messages; prevent disruption of network opera-
tion (which can occur through blocking message
delivery, altering messages, or overloading the net-
work); and assist in access control. Physical security
measures such as buried cables can help, but the
most important measure is encryption.

Use of encryption. One issue in the encryption of
messages is the level of the computing system at
which the encryption is done. The most efficient
place to do encryption is just before the message goes
out on the communication line. At that point, en-
cryption can be done in conjunction with other
manipulations, such as compression, packet forma-
tion, or check-sum calculation, This is called data
link encryption.®® A weakness of this method is that
either a single key must be used for all communica-
tions between a pair of nodes, or some central au-
thority must be entrusted with all users’ keys. Also,
security of a message depends on correct functioning
of all the levels of system software that intervene
between the user and the communication line. In
end-to-end encryption the key is chosen by the user
or application and is not divulged to other system
components except the encryption mechanism itself.
The key can be changed whenever there has been a
chance of compromise. A discussion of end-to-end
security measures is found in Reference 41.

One of the greatest difficulties in managing network
security is key distribution. Typically, with secret-
key systems, a key is required for each potential pair
of communicators. Thus the number of keys is large,
and, at the same time, they must be distributed in
some secure way. One approach is a Key Distribu-
tion Center (KDC) that maintains all the keys and by
prearrangement has a special key for communicating
with each node on the network. When one node
wants to communicate with another it asks the KDC
to send session-keys to both participants. Such an
approach is vulnerable to failure or congestion of the
KDC. One possible refinement might be that of dis-
tributing the key-distribution function among all the
nodes.

Public-key systems have similar problems. Here
there is no need to distribute secret keys, but there
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is a need to keep the public listing of keys correct
and up-to-date. The keeper of this listing must au-
thenticate all changes. A sender who has been given
the public key of a potential receiver needs assurance
that it is correct. Key distribution is discussed in
References 42 to 45.

Authentication. One of the most important com-
munication security procedures is that of the authen-
tication of users. For example, passwords can be
compromised by passive intrusion if they are com-
municated in plaintext. One technique for overcom-
ing this is for the system to call the user back by way

One of the most important
communication security procedures

is that of the authentication of users.

of a list of telephone numbers that it keeps. This at
least restricts access to authorized locations. Mes-
sages must also be authenticated. The authentication
of a message means that the receiver of a message
validates it in the face of possible message alteration
or insertion. The use of digital signatures—discussed
in the next section—is one possible way of authen-
ticating both users and messages.

Digital signatures. A paper transaction, such as a
check or order, is typically authenticated by a hand-
written signature. Electronic transactions need digi-
tal signatures.*® Various schemes have been devel-
oped to use encryption for this purpose. A digital
signature scheme has several requirements. It should
not be possible to forge a signature. The receiver
must be able to validate the signature at the time the
message is received and must also be able to dem-
onstrate at a later time that a valid message was
received. The sender should not be able later to
repudiate the message.

Both public-key and conventional encryption have
been proposed as the bases for signature schemes,
and they are summarized in References 44, 45, and
47. In the public-key method, the sender encrypts
the message with his own private key, and the re-
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Figure 4 Employee table

NAME DEPT. SALARY MANAGER
BALL COMPUTER 35000 CHAN
CHOwW SHIPPING 18000 DIAZ

FOX COMPUTER 39000 CHAN
KATZ MAIL 19000 ROTH
WOOD BUILDING 27000 LEE

Figure 5 Restricted view of employee table

DEPT. MANAGER

BALL COMPUTER CHAN
FOX COMPUTER CHAN

ceiver decrypts it with the sender’s public key. If the
resulting message is intelligible, it is valid. Without
additional refinements, this scheme does not prevent
repudiation of messages, for example, by asserting
that a key has been compromised and someone has
forged the message. Neither does the method allow
validation at a later time. The conventional scheme
requires a central authority to encrypt and later
authenticate signatures. Development of digital sig-
nature schemes is continuing. (See, for example,
Reference 48.) The practical success of digital sig-
natures depends not only on technology but also on
the legal and procedural environments in which
these signatures are used.

Security of local area networks. A local area network
(LAN) consists of computers and related devices that
are connected within a limited geographical area,
such as one or a few buildings; it is usually privately
owned. Although not as vulnerable as long-haul
networks, local area networks cannot be regarded as
secure. Cables or other transmission media are lo-
cated throughout the local area and are thus subject
to intrusion. Each node in the network must have a
way to authenticate messages arriving from other
nodes, especially if these messages are requests for
data and services. Proposed security methods for
LANS use encryption to provide for authentication
and access control. Encryption is used to create
protected identifiers that behave something like ca-
pabilities and that cannot be forged or used if stolen.
One proposal uses public-key encryption® and an-
other uses conventional encryption.®

Data base security

Data bases contain structured data that are main-
tained by a data base management system (DBMS).
A DBMS is usually a separate software component
that runs on top of the operating system and provides
the additional functions to use the data base. A DBMS
may also include functions to manage transactions.
A DBMS assumes one or more data models upon
which the data are structured, such as relations (ta-
bles), hierarchies, or networks. As an example of a
data model, consider a tabular or relational arrange-
ment as shown in Figure 4.

Data base applications typically require a fine gran-
ularity of access control, which means that access is
controlled not according to tables as a whole but
according to certain columns and rows of tables.
This is sometimes called field-level access control. A
DBMS usually provides its own access control, using
the operating system only to protect the large con-
tainers (segments or files) in which the data are
stored.

One way to provide field-level access control is
through views, which can be constructed from one
or more of the basic data base tables. A view can
eliminate columns or rows. For example, the view
in Figure 5 eliminates from the employee table of
Figure 4 the SALARY column and all rows except
those for employees in the COMPUTER department.
Then each user is given access to required views
only. Views that eliminate rows provide data-de-
pendent access control, so called because the user’s
access to a specific row depends on the data values
in that row.

Another way to provide fine granularity of access
control is to encapsulate sets of allowed accesses in
precompiled transactions and to grant users access
to certain transactions only.

DBMS authorization facilities. Some DBMSs provide
facilities that allow certain users to specify access
control information. These users are termed author-
izers, and they may be a central person or group.
Alternatively, authorization may be decentralized,
with each group or individual owning or controlling
a portion of the total data base. For example, in
Structured Query Language (sQL)’"** the user who
creates a new table can perform any operation on
that table, can grant another user any of these priv-
ileges, and can revoke the grant. The grant can also
allow the recipient to grant the privileges to still
another user.
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Because the complex validations required in data
base systems can degrade performance if not care-
fully implemented, considerable attention has been
given to reducing overhead by designing the systems
to do some of the work prior to execution time (at
compile time, for example). More information about
authorization and enforcement of data base security
can be found in Reference 1.

Security of statistical data bases. This section sum-
marizes research on the security of statistical data
bases. A statistical data base is one that contains
information about individual persons, which data

The threat to confidentiality in a
statistical data base comes from the
potential for drawing an inference.

must remain confidential, although statistical sum-
maries, such as counts or sums, are freely available.
Examples of statistical data bases are census data
and medical research data. The threat to confiden-
tiality in a statistical data base comes from the po-
tential for drawing an inference. This means that a
user may be able to correlate statistical summaries
and his own prior knowledge, which may lead to
compromise or disclosure.

The data model used in statistical data base research
uses a set of records for n individuals. Fields of the
records contain values of attributes (such as sex, age,
or salary). Users query the data base under the
assumption that there is no change to the data base
between queries of a potential intruder. We now
introduce the following terminology:

¢ n: the number of records in the data base.

¢ (. a characteristic formula, such as SEX = ‘MALE’
AND AGE < 30.

Query: “What is the average age of all males in
the data base?” for example.

Query set: the set of records satisfying C.

It is easy to compromise a data base when the query
set size is small. For example, one can ask for the
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average age where NAME = JOE’ and learn Joe’s age.
User Dave can ask for the average age of Joe and
Dave. It might seem reasonable to control such
compromises by requiring the query set size to be
greater than some minimum. Any queries with the
required query set sizes would be considered answer-
able. Set size, however, is not a sufficient condition.
To see why, consider an intruder who develops a
formula called a tracker, which is a method of allow-
ing compromise in spite of limits for answerable
queries. A tracker for a specific individual can be
developed quite easily if the intruder has prior
knowledge of an answerable query that uniquely
characterizes the individual. Even a general tracker,
which works for anyone in the data base, can often
be guessed in a reasonable number of tries.

Certain defenses can be used against compromise by
a tracker. One defensive technique is to perturb the
data by adding to them (either before or after com-
puting the statistic) a pseudo-random value that
depends on the data. Another defense is to release
only a random sample of the original data base. This
technique is used successfully for census data, but it
is not practical for use in a rapidly changing data
base. Audit trails can detect, but not prevent, se-
quences of queries that attempt compromise.

Other kinds of defense are being studied. For exam-
ple, data swapping, a technique under research, at-
tempts to build a new data base containing records
different from the original data base that produces
the same statistics as the original data base. Another
technique, called random sample queries, randomly
determines which records are in a sampled query set
and computes the statistic from this sampled set.
More information about these techniques can be
found in References 53 to 56.

In summary, a growing body of research has revealed
that most statistical data bases are subject to com-
promise. This same research, however, is directed
toward devising useful defenses against compromise.

Administrative security measures

This section surveys security practices that are pri-
marily administrative in nature. Administrative se-
curity practices are covered in greater detail in Ref-
erence 57.

Physical security. Among the administrative mea-
sures are physical security practices, which include
controlling access to sensitive areas, such as the
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computing facility and the data processing depart-
ment as a whole. Many organizations have a policy
of not allowing anyone but operators into the com-
puter room. Access to terminals, especially those
used for sensitive applications, may also be con-
trolled. Employee cooperation in enforcing the ac-
cess restrictions is often preferable to elaborate locks
and fences. Libraries for the storage of tapes and
disks have a separate area with their own separate
authorized personnel.

Classification of data. An organization needs an

explicit policy for the confidentiality of data. Some
companies define three or four levels of sensitivity

The auditing profession is deeply
involved with security.

and prescribe handling and disclosure procedures for
data in each level. The policy should be made known
in writing to each employee at hiring and periodically
thereafter.

Personnel considerations. Appropriate care in hiring
and dealing with employees is of course important
for security. Administrative practices® that can en-
hance individual security include the following: en-
suring that vacations are taken; periodically rotating
assignments, but with an unpredictable schedule;
providing grievance channels to allow employees to
discuss sources of dissatisfaction without jeopardiz-
ing their positions; evaluating performance periodi-
cally with supervisors trained to recognize such dan-
ger signals as refusal of vacations or promotions,
alcohol, or gambling; employment termination pro-
cedures (avoiding layoffs, if possible, and carrying
out terminations fairly, exit interviews, the changing
of passwords, and notification of other employees).
In general, these practices are directed at avoiding
situations where employees are motivated to misuse
computers and to interrupt their access to computers
on a schedule that is not entirely within their control.
Some security advisors advocate the prosecution of
employees who have embezzled and the dismissal of

those who have violated security policy. Inasmuch
as security is not an organization’s only objective, it
may be a valid choice to seek an optimum position
between security and a trusting attitude in employee
relations. Therefore, based on the belief that employ-
ees will do the right thing if they clearly know their
responsibilities, counseling often takes precedence
over immediate dismissal.

Auditing and controls. The auditing profession is
deeply involved with security, and there is a specialty
within auditing, called EDP audit, that deals with
computerized aspects of systems. The internal audi-
tors employed by an organization maintain the or-
ganization’s system of internal controls, and one
function of the external auditors is to conduct pe-
riodic reviews of those controls. Controls include a
wide variety of measures, many of which can be
viewed as security measures. More information
about audit and control in computer environments
can be found in References 1 and 57 to 59.

Computer security auditing aims at identifying and
evaluating the security measures for a specific instal-
lation. Rahden® lists five types of computer security
auditing: (1) system development audit of the pro-
cedures which are intended to ensure that only secure
systems are developed; (2) application review of the
security controls in the design of a specific applica-
tion; (3) installation security review of all controls of
the installation (administrative, technical, or physi-
cal); (4) security function review of all generalized
security functions that apply to multiple depart-
ments or applications, such as those of a data base
management system; and (5) controlled test or pen-
etration study to demonstrate security weaknesses.

Implementing a security program. In this section we
discuss how an organization sets up a security pro-
gram. The thoughts presented are based in part on
IBM security practices.®'®?

The first step is to establish a policy about informa-
tion assets and computer security. This policy serves
to set direction and to guide management and all
employees. The keystone to such a policy is the
enthusiastic support of the chief executive officer.
The policy is presented to all line and staff units, and
it is reviewed regularly and updated as needs and
methods change.

In content, a security policy defines broad responsi-

bilities for functional management, owners of infor-
mation, users of information, and providers of ser-
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vice. More detailed guidelines and instructions are
covered separately.

A security management function is established, in-
volving one or more management and staff people,
depending on the size and compliexity of the orga-
nization. This security management function coor-
dinates the organization-wide security program. Di-
rect responsibility for implementing the program
belongs to line management. The security manager
assists line managers in interpreting and implement-
ing the policy for their units.

If the security program is to work, employees must
understand the need for it and must support it.
Therefore, an education program is designed and
presented to the employees. The education program
includes the training of managers, present employ-
ees, and new employees as they are hired. Employees
are also updated on changes as organizational needs
and security methods change.

An important step is to classify the data according
to their sensitivity, and to establish a written policy
on handling data of each type. Also, all data should
have an owner who is responsible for their protection.
Many organizations tend to leave the responsibility
for security with the data processing organization.
This is inappropriate, because it is the owners and
users of the data who suffer the losses if something
happens to their data.

Another important step is a risk analysis.5®* Risk
analysis, as described in Reference 64, has two main
aspects: (1) analyzing threats, and (2) identifying the
undesirable events that can result. Threat analysis
also identifies the security weaknesses that can per-
mit each threat. Consider, for example, the threat
that an unauthonized user may access the system
from a remote terminal by means of a password
found on a printout in the trash. Security weaknesses
in this example are (1) inadequate physical security
of the terminal; (2) failure to suppress printing of
passwords; and (3) inadequate physical security of
sensitive trash. These undesirable events are usually
categorized as follows: unauthorized disclosure,
modification and destruction of data, and denial of
service.

Once the risks have been analyzed, a risk assessment
1s carried out. The undesirable events are rated and
ranked according to severity. These ratings are not
mathematically precise; rather, they put risks into a
priority order. The likelihood of each event is then
related to its acceptability. A program of security
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measures is then developed, with the cost of each
measure being considered in relation to the losses it

There has been considerable
success in developing solutions to
security problems.

is intended to prevent. All this information can then
be used as the basis for management decisions about
a security program. After such a program has been
implemented, it must be monitored and evaluated
periodically for effectiveness.

Concluding remarks

This paper has summarized the main threats to
computer security. We have introduced models that
provide a conceptual framework and surveyed the
technology that is developing to counter the threats.
Outlined are practical steps that organizations can
take to protect their data and systems from unau-
thorized access. Discussed to a lesser degree is denial
of service. We have indicated that security is a man-
agement issue as well as a technological one. As for
management, it must define its expectations, explore
and quantify its risks, select and implement protec-
tive measures, and follow up by continuing to eval-
uate the effectiveness of its policies and measures.

There is growing awareness of security, and there has
been considerable success in developing solutions to
security problems. However, security rarely receives
the priority it warrants. Computers have become
central in our social and economic lives, and rapidly
changing technology is introducing new vulnerabili-
ties along with new kinds of uses. The sponsors and
designers of the new uses most especially need to
foresee and avoid access and service vulnerabilities.
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