A comparative study of
system response time on
program developer
productivity

Skilled programmer time and computer time and re-
sources are valuable. Earlier studies had shown that
added computer resources can decrease system re-
sponse time and increase programmer productivity
significantly. A controlled study has been made to de-
termine whether that finding is true for the particular
conditions in another program development organiza-
tion. That study is reported here. Programmer produc-
tivity increased sixty-two percent with subsecond sys-
tem response time. A new finding is that individual
group project offices lead to greater efficiency than
large open rooms.

BM Information Services, Limited (known by its

initials I1SL) is a company within the 1BM Europe
organization, whose mission is to develop software
for internal use by the 1BM countries. This software
is to be run either centrally at Portsmouth or locally
in the countries themselves. As a development or-
ganization, therefore, this company has many simi-
larities to other IBM customers. It shares the same
objectives for productivity and must justify its new
equipment in the same way.

This paper reports a study we conducted to assess
the benefits of fast response times as one way of
improving our program developer productivity. The
purpose of the study was to justify to higher man-
agement the case for improved data processing re-
sources, based on savings in numbers of developer
personnel and/or faster delivery of applications.

In 1979, Doherty and Kelisky! reported several val-
uable observations on application development pro-
ductivity. One of the most significant of these, and
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the one we were concerned with in our study, is the
following: Each second of system response degrada-
tion leads to a similar degradation added to the user’s
time for the following request.

These authors attribute this user delay to a short-
term memory buffer. This buffer holds the sequence
of actions that a terminal user has thought out in
advance of his first action and which, if the response
time is short enough, he can work through without
having to rethink each transaction. If, however, the
response is long (i.e., greater than one second), the
user becomes distracted and has to think the planned
sequence of actions each time. Thus a delay is in-
curred on every transaction. Doherty and Kelisky
also highlight the disruptive effect of inconsistent
response time, and show how inconsistency causes
users to become upset, frustrated, and inefficient.

Doherty and Kelisky further show that, with the 1BM
Research Center program development load of nine
million terminal interactions per month, a response
time of two seconds gives rise to a user delay of
another two seconds. Users would therefore lose four
seconds on every transaction, for a total of 36 million
seconds per month for all users. That is equivalent
to ten thousand lost hours, or 60 persons, per month.
1BM Research Center management thus justified and
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obtained facilities for ninety percent of their trans-
actions to be processed within 0.5 second.

In another paper, Thadhani® shows the improvement
in transactions per user per hour as response time
decreases. That paper discusses a situation with a
high percentage of transactions defined as trivial and
human intensive, rather than those that are com-
puter intensive, such as compilations or test activity.
Thadhani’s curve is now well known and confirms
the finding of Doherty and Kelisky that productivity
increases significantly when the response time is
reduced to less than one second.

In our study, we reviewed the preceding work and
classified it as to its relevance to our environment
and consistency with our objectives to improve our
development productivity. We noted, however, that
Thadhani’s results had been based on an increase in
transactions and not necessarily in real work output.
There appeared to be an obvious relationship be-
tween transaction rate and work produced. In order
for us to justify new hardware, however, it was
necessary to confirm that we were observing a real
improvement and not simply a change in work
pattern due to different user habits when confronted
with instant response.

We conducted a study in IsL, using a development
project that was given subsecond response time fa-
cilities. We monitored that project’s performance
against that of a control group doing similar work
on the same machine with our usual response times.
The project was the second stage of a two-stage
development, the first stage having been completed
prior to the start of the study. In addition to trans-
action measurement of the new project, the real work
output of the development team (measured by func-
tion points per man month) would be compared
with their performance in the first stage. Function
points are a measure of the size and complexity of
the work product of an application development
project. They are based on the premise that work
product size is related to the number of user inputs
and outputs, logical master files, and interfaces to
other systems. In addition, the function point count
of a work product may reflect other factors inherent
in the development process.

The ISL subsecond study

The software development project selected for our
study is known as the Machine Analysis Table (MAT)
enhancement project. MAT is used to check incoming
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order configurations against a table of valid feature
combinations. The second stage of the MAT enhance-
ment system was a hybrid development of basic
pL/1 modules and an internal screen generator,
known as Screen Handler/2. The project as devel-
oped originally incorporated MAT code that used the
IMS Application Development Facility (IMS/ADF) to
allow fast specification of the screen rules for use
within 1sL. The main logic code and surrounding 1MS

The study project team consisted
of five developers with mixed
skills, from expert to trainee.

interface were retained for MAT Stage 2, but several
modules concerned with screen 1/0 changed from
being 1MS/ADF-based to the internal screen control
generator, Screen Handler/2. (This was done to con-
form to standard 1SL external on-line systems access
methods.) In our study, Screen Handler/2 control
statements were written and the ADF rules removed.
Other functions were added or enhanced within the
PL/t modules.

The project size was estimated, by a method known
as Managing the Application Development Process
(MADP), to be 3697 hours for tasks and 514 hours
for management—a total of 35 man-months. The
estimates were validated using two other techniques.
The project was scheduled from November 1981 to
March 1982. The scope of the project was the detail
design from Hierarchy and Input Process Output
(a1ro) to pseudocode. This was followed by coding
and unit testing, and then integration testing of the
screen rules and modules under the Batch Terminal
Simulator (Ts). Full system testing was carried out
under a separate project.

Study team and environment. The study project team
consisted of five developers with mixed skills, from
expert to trainee. The provision of subsecond re-
sponse required that local lines be used. These were
provided by locating the study team in a project
room close to the machine room. The project room
had the added benefit of relative quiet. (The normal
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Figure 1 Frequency distribution of System Response Time
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working environment for both the study and the
control groups was an open-plan office where only
remote terminals were available.) One terminal was
provided to each study team developer, and their
TsO logons were assigned high-priority service pa-
rameters to ensure subsecond response. This meant
that two TSO priority classes were involved, one for
the study group and one for the control group. The
control group terminal ratio was 1.8 people per
terminal.

Two processors were available to the study group,
with shared DasD and common TS0 sign-on facilities.
The machines were an 1BM System/370 Model 168
multiprocessor and an 1BM 3033 uniprocessor, both
running Mvs and both providing TsO/SPF for inter-
active application development. There was no differ-
ence, from the study point of view, which system the
study team used. They switched their terminals from
one system to the other, according to response time
and machine availability. The control group used
the System/370 Model 168 multiprocessor.

Steps were taken to reduce the effect of the measure-
ment process on the study team’s performance (the
Hawthorne effect). We limited their visibility of the
measurement and analysis process, and maintained
only normal management and professional contact
with them.

Measurement techniques. The Resource Manage-
ment Facility (RMF) was used to record transaction
volumes and response times, and other data process-
ing operations reports recorded user data. Details
obtained for the study team and the control group
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can be summarized as follows. The number of TsO
transactions within each fifteen-minute segment

Overall work productivity was
measured in function points.

throughout each day of the study period was re-
corded. This quantity was broken down by TSO pe-
riod. (Period 1 consisted of trivial transactions nor-
mally associated with Tso/SPF edit or browse inter-
actions and were the type most relevant to this
study.) Also recorded was the average number of
study and control users on the machine for each of
the fifteen-minute segments and the average system
response times for the study and control user TSO
transactions.

Data were collected on TSO session times, computer
resource usage, and batch job submissions, in order
to evaluate the effects of subsecond response time
work on the development environment. Overall
work productivity was measured in function points,
which were calculated from the design documents
for Stages 1 and 2 of the MAT Project. Because the
mix of on-line and batch code differed between MAT
1 and MAT 2, adjustments were made on the function-
point values to reflect the differing productivity rates
of the on-line and batch aspects of system develop-
ment.

Results processing. The daily transaction volumes
and numbers of users were fed into a simple program
to calculate User Productivity (up). This was stored
for each fifteen-minute segment of time. User Pro-
ductivity is expressed as follows:

uUpP = Number of interactions per hour/average
number of users.

The average System Response Times (SRT) were used
as input for each of the Tso priority classes for each
fifteen-minute period. We decided that, for the pur-
pose of work output comparison, response time at
the terminal was the important measurement and
that line delays on remote terminals must be taken
into account. The SRT was, therefore, weighted for
control group users. The weighting was determined
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by observation and was set to 0.5 second for fewer
than twenty users and 1.0 second for twenty or more
users.

The times of day when there were not enough users
on the system to be representative of a typical load
were not considered. Therefore, readings for the
hours from 0930 to 1130 and from 1400 to 1630
only were selected. There were also times when
readings were corrupted by problems in the environ-
ment. In order to avoid these extremes, two standard
deviations were taken at either side of the mean
System Response Times to give a 92 percent sample
of the total.

Combining both the study- and control-group data
on the same graph and considering only the human-

The net result was an
improvement of 62 percent in
terminal user productivity.

intensive trivial transactions, the calculation pro-
gram produced coordinates for a least-squares fitted
curve of the following polynomial form:

y=ax+bx2+cex'+d

The resulting curve represents User Productivity ver-
sus System Response Time. The curve was plotted
for each month of the study and for the bandwidths
1000-1100 hours and 1400-1500 hours for the
whole period. The curves were plotted on scatter
graphs showing the individual readings.

Results of the study

System response times. System Response Times
(srT) for the study and control groups were distrib-
uted as shown in Figure 1. Based on the 92 percent
sample, the average System Response Time im-
proved from 2.22 seconds to 0.84 second, and the
terminal user productivity increased from 160 to 258
transactions per user per hour. The net result was an
improvement of 62 percent in terminal user produc-
tivity.
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Figure 2 A typical monthly plot of user productivity
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User productivity. The graph shown in Figure 2 is
one of the monthly user productivity curves that we
plotted, using the least-squares method, from data
points for readings from the study group and the
control group. Productivity increased rapidly as re-
sponse time dropped below one second. Our average
response time was 0.84 second. Clearly, we were not
able to exploit the full potential of subsecond re-
sponse time, as we were unable to average less than
0.84 second. One fact that did emerge from the study
was that our high-performing team members made
better use of the subsecond facilities than did the
less-experienced members. All the top transaction
rates were attained by the better-performing mem-
bers of the team.

User response time. The improvement in productiv-
ity shown on the graph in Figure 2 is made up of the
following two components: (1) improvement in the
system itself, and (2) improvement in user response
time as a result of improved system response time.

If the improved system time is subtracted from the
total transaction time, the remainder is the time
taken by the user to think about the reply and to
enter it. Assuming that over a four-month period the
typing component can be regarded as a constant, the
decreased time per transaction represents shorter
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Figure 3 User component of the total transaction
elapsed time
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thinking time by the user. The graph in Figure 3
shows the user component of the total transaction
elapsed time. At a System Response Time of 2.22
seconds, for example, it took 20 seconds to reply to
each transaction, whereas at 0.84 second it took 12
seconds to reply. This is an improvement of 8 sec-
onds, or 40 percent of the original time. Our findings
lend support to the validity of the Doherty-Kelisky
short term memory buffer theory.

MAT schedules. The following is a comparison of
the overall hours and man-months planned for the
study team tasks and those actually worked.

% Planned for team tasks: 3697 hours; 30.8 man-
months.

% Actually worked by team: 2252 hours; 18.7 man-
months.

% Planned schedule: November 9, 1981 to March
22, 1982.

% Actual schedule: November 9, 1981 to February
22, 1982,

Thus there was a time saving of 1445 hours or 12
man-months, plus management time. The study
team produced a 39 percent improvement over the
time planned.

Productivity measurement by lines of code. As a
check against our other measurements, a comparison
was made of lines of new PL/1 code developed for the
two MAT projects. Under the conditions of our study,
a line-of-code check is valid, and in this case, it
confirmed the transaction rate productivity readings,
as follows:
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% MAT 1 had 10 730 lines of code in 1172 task hours,
or 9.2 lines of code per hour.

% MAT 2 had 12 554 lines of code in 828 task hours,
or 15.2 lines of code per hour.

This gave a productivity improvement of 65 percent
for MAT 2 over MAT 1. MAT 1 was the control in which
regular computing facilities were used for compari-
son with MAT 2. MAT 2 had subsecond response time
available to the study project team.

Work output. The work output of the MAT 2 project,
in terms of function points, was calculated to be 364
function points. The MAT 1 project was exactly half
of this, or 182 function points. With a MAT 2 team
task effort of 18.7 man-months and a MAT 1 task
effort of 17.5 man-months, the following productiv-
ity resulted:

» MAT 1 productivity is 182 function points in 17.5
man-months, or 9.2 function points per man-
month.

% MAT 2 productivity is 364 function points in 18.7
man-months, or 15.2 function points per man-
month.

Purely on the basis of function-point count, MAT 2
productivity was 86 percent greater than that of MAT
1, which yielded a savings in effort of 46 percent.

Because function points can be developed twice as
easily in on-line systems, for a true comparison of
work productivity it is necessary to adjust the two
function-point counts to allow for the differing pro-
portions of on-line and batch work in the two stages
of the MAT enhancement project.

We first converted both projects to the following
equivalent batch function points;

% MAT 1 function was 160 function points.
% MAT 2 function was 269 function points.

This gave the following true work output compari-
son:

% MAT 1 productivity was 160 function points in
17.5 man-months, or 9.1 function points per man-
month.

% MAT 2 productivity was 269 function points in
18.7 man-months, or 14.4 function points per
man-month.
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Thus there was an increase in work productivity of
58 percent, which gave a savings of 37 percent in
effort.

Quality. One of the areas that could have suffered
with faster data entry was that of quality. When the
MAT 2 system was subsequently system-tested, how-
ever, it was found to have fewer errors than the MAT
1 project, even though MAT 2 was larger. The numbers
of errors were, in fact, both small—eleven and eight
trouble reports for MAT 1 and MAT 2 respectively.
Errors found were thus not statistically significant,
but the small number of errors indicates that quality
had not suffered.

TSO resource usage. The TS0 connect hours for the
study team increased with their extension of terminal
usage to cover on-line pseudocode and documenta-
tion, and with the availability of a terminal for each
person. This extra terminal usage has meant that
these previously manual tasks were done more
quickly. Thus quality improved because it was easier
to update an on-line document than to rewrite a
handwritten one.

The amount of computer resource used also in-
creased. The number of European Work Units
(Ewus) used per minute of TSO session time increased
by 42 percent, and the work output (in adjusted
function points) increased by 58 percent. This sup-
ports the productivity findings. One expects to use
more machine resource in doing a given amount of
work in less time.

The team noticed that LOGON/LOGOFF time became
a major part of each work session, for both the study
team and the control, consuming time and computer
resources. Measurements showed that the study
team’s use of their terminals increased to 72 percent
of their task hours, which indicated more intensive
development activity when a one-to-one terminal
ratio was available.

Interpretation of results

When the study commenced, it was apparent that
the project-office environment that had been created
for the study team to provide subsecond response
time was, in itself, contributing to their productivity.
This was of no surprise to the team members, who
share most developers’ preference for project team
offices rather than open-plan work areas. As the
study progressed we concluded, however, that the
two aids to productivity were complementing each
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other to an increasing degree and that the benefits of
subsecond response time were being considerably
enhanced by having an environment conducive to
the concentrated effort that the machine was making
possible.

In analyzing our results, we first considered trying to
extract a factor for the environmental benefits. How-
ever, one of the main objectives of the study was to
reproduce and confirm the results of References 1
and 2. Knowledge of those work environments led

A project office offering close
team contact and low distraction
plays a positive part in increasing

developer productivity.

us to believe that their studies had been conducted
with their users in small project rooms. Therefore,
we retained the combined benefits of subsecond
response time and project working environment.

We believe that a project office offering close team
contact and low distraction plays a positive part in
increasing developer productivity. We know from
previous work that the subsecond response time
makes possible considerable productivity gains. We
have proved that together a project office and sub-
second response time constitute the ideal program
developer working environment; productivity in-
creases significantly when they are available together.

Having said that, we have to acknowledge that there
were two variables in the comparison between our
study team and the control group and that some of
the benefit may be directly attributable to the im-
proved environment. However, anyone who has ob-
served a group of programmers working with sub-
second response time realizes that no single environ-
mental improvement can account entirely for the
improved rate at which the programmers enter trans-
actions. To confirm this observation, we have in-
stalled subsecond response time in ISL since the time
of the experiment reported here. However, we have
not yet implemented the environmental conditions
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used by the study group reported here. Our transac-
tion rate per user is already regularly well above the
rate achieved in the study. Therefore, although we
have been unable to identify the two components
that contribute to improved programmer perform-
ance individually, we have chosen to implement
both the subsecond response time and the project
office environment. Our present understanding of
this situation is that any estimate of the benefit that
is obtained with subsecond response time also de-
pends on the characteristics of the current environ-

The team used their terminals for
longer periods and for extra
tasks.

ment. Thus, a certain amount of indeterminacy is
inherent in measuring programmer productivity that
depends on the subjective estimate of the contribu-
tion of the environment to the total improvement.

Study team comment. The study team members were
invited to complete a questionnaire on their experi-
ences when working with subsecond response time.
The following is a summary of their replies. They
were happy with the working environment provided
for the study, especially the one-to-one terminal
ratio. Team members came to regard the machine
as a real aid to productivity and good work. The
team used their terminals for longer periods and for
extra tasks. They spent seventy to eighty percent of
their task time at their terminals and enjoyed being
able to complete whole tasks (such as a module
design or encoding) in one session. They found that
this continuous work helped concentration, which
in itself aided productivity. However, they felt vul-
nerable if the machine was unavailable or if response
deteriorated. Study team members were not aware
of an improvement in the quality of their work
(which was very high), but they were aware that it
was much easier to achieve their normal quality. In
addition, they were happier to go to the terminal and
fix small defects in design documents or in coding.
The overheads of accessing, correcting, and saving
data no longer deterred them.
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Concluding remarks

From the results of our study, given an average
System Response Time of 2.23 seconds which was
common at the time, and an average System Re-
sponse Time of 0.84 second that was available to the
study team, we draw the following conclusions:

» User productivity increased on average by 62 per-
cent. This represents the increase in trivial trans-
actions entered through the terminal in a fixed
period of time. The gains come, in part, from the
actual reduction in machine delay, but mainly
from the associated decrease in User Response
Time.

s User Response Time decreased on average by 40
percent. That is, the time taken for the user to
respond to the terminal decreased as System Re-
sponse Time increased. This supports the short
term memory buffer theory.'

~ Work output productivity, as measured in the MAT
1 and MAT 2 projects, increased by 58 percent. We
can, therefore, see consistent gains across terminal
productivity, user response time, work performed,
and schedule completion.

» Although the study project used TSO resources at
a 40 percent higher rate, it did not use greater
resource per module developed.

» In addition to the productivity gains, the study
project also gained by a reduction in overtime to
almost zero and by early installation of the finished
product.

Based on the results of this study and on the project
statistics for the MAT Stage 2 development, the facil-
ities of subsecond response time should be made
available to as many developers as feasible. Higher
productivity encourages developers to do more work
at the terminal. Thus each developer should have a
terminal as part of his work station, in the same way
that a desk and telephone are provided. The provi-
sion of project team offices enhances the benefits of
subsecond time and should be considered wherever
possible. As developers spend more time at termi-
nals, high reliability must be maintained, and per-
haps fallback facilities should be provided by the
computer center for day-to-day development work.
The practice of using development facilities as fall-
back for production systems at short notice should
be re-examined.

The study project therefore recommended that sub-

second response time facilities be installed in ISL
together with a project development environment.
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Emphasis should be placed on getting System Re-
sponse Time consistently as low as possible. (The
average of the study project was just less than one
second, although the response times were as low as
0.2 second from time to time.) The facilities provided
should include a terminal for every developer, a
project work room, and higher machine availability.
The benefits accrued from subsecond facilities, with
or without better work areas, should be reflected in
our estimating methods in order to ensure that they
are realized in project plans.

As a result of this study, 1BM Information Services
Limited increased its planned hardware upgrades to
provide subsecond response time to its development
community. A plan has also been implemented to
install improvements to the project development
environment and to provide a terminal for each
developer. Improved programmer productivity and
increases in delivered products have fully justified
the costs.

The new hardware is now operational and the one-
to-one terminal ratio has been achieved. Detailed
measurements of the system and user performance
are planned. First samples are showing that transac-
tion rates in excess of 400 transactions per user per
hour are being achieved when response times of
around 0.3 second are provided at the terminals. The
settling down of the system, the waning of the “nov-
elty factor,” and the staged refurbishing of the work
areas will all affect these figures in the forthcoming
months, but it is clear that transaction rates are
already being obtained that substantiate the results
of this study and confirm the theoretical work of
Doherty and Kelisky and Thadhani.
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