
Logical problem 
determination for SNA 
networks 

Problem determination on a Systems  Network Ar- 
chitecture  network has dealt mostly with  error de- 
tection  on physical network  components. Ade- 
quate logical  error-detection mechanisms asso- 
ciated with the  logical  network  (software-related) 
errors have been only recently  provided with the 
announcement of a new on-line interactive pack- 
age called the Network Logical Data Manager 
(NLDM). This paper discusses the physical and logi- 
cal network environments, logical  network prob- 
lems, and functions provided by the  two releases 
of NLDM for  logical  problem  determination. 

S ystems Network  Architecture (SNA)' can be 
viewed as consisting of two networks, a physical 

one and  a logical one. The physical network is made 
up of a  number of hardware nodes interconnected 
by links. The function of the physical network is to 
control the flow  of user data to, from, and between 
the physical network nodes. The logical network 
consists of the  management of protocols that sup- 
port the  exchange of user data. Although these two 
networks can be  viewed separately, they interact 
closely since the logical network operates via the 
physical network. 

In the  past, problem determination  has mostly dealt 
with the physical network. Error-reporting  and 
error-recording mechanisms evolved from stand- 
alone  diagnostic  support on individual hardware 
nodes to on-line interactive  diagnostic  support of 
remote  hardware nodes. Such IBM program prod- 
ucts as  the Network Problem Determination Appli- 
cation (NPDA)* have been developed that allow an 
SNA user either  to receive alerts from the network 
nodes of pending or failed conditions or to query 
network nodes and intelligent modems3 for status 
data. 
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SNA network logical problem determination  capa- 
bilities have not  evolved as rapidly.  Until  the 
announcement of the  Network Logical Data  Man- 
ager (NLDM),4 the logical problem determination 
mechanisms were considered cumbersome  and 
time-consuming. 

NLDM was created  to provide on-line support that 
enables the user, normally the network operator or 
trained diagnostician, to interactively display data 
about  the logical S N A  network for problem determi- 
nation purposes. NLDM constantly collects and 
maintains  status information about  the SNA net- 
work. This information is presented in the context of 
logical conversations, called sessions  in SNA, such 
that information is available leading up  to  the 
occurrence of a failure. The initial release of NLDM 
collects and displays session awareness and  trace 
information about  the session  end points. The sec- 
ond release' expands  this visibility to the network 
routes that  are traversed by the sessions. Also 
included is support for the SNA Network  Intercon- 
nectiod environment. 

This paper first describes in more detail  the differ- 
ences between the physical and logical networks and 
how they  intersect.  Next  it discusses the difficulties 
associated with logical problem determination  and 
how NLDM can be  used to aid in identifying logical 
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Figure 1 Physical network 
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errors.  Last,  a discussion is  given on the need to 
understand  the mapping of the logical into  the 
physical networks and how NLDM provides that 
support. Physical problem determination  tech- 
niques and tools are not specifically discussed since 
they are  the subject of numerous other 

The physical and logical networks 

The  physical  network. The SNA physical network 
consists of a number of hardware nodes intercon- 
nected by links. The  hardware nodes are divided 
into classes according to  their functions. Currently 
there are four types: host, communications control- 
ler,  cluster  controller,  and  terminal nodes. The 
terminal nodes encompass a considerable variety of 
devices such as video displays, keyboards, printers, 
cash dispensers, etc.  Figure 1 shows how a physical 
network can be connected. 

The functions and  capabilities of each of these 
nodes are defined by SNA. Each of the physical 
nodes has associated with it an SNA function called 
the Physical Unit Services, which provides manage- 
ment functions for that node. 

Understanding portions of the physical network is 
the responsibility of the  System Services Control 
Point (SSCP). An SSCP has  the responsibility for the 
network operator  interface, communications net- 
work management  interface, configuration control, 
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network startup, network recovery, and  participa- 
tion in the creation of sessions. 

The logical network. The logical network consists of 
entities called Network Addressable Units (NAUs) 
and  the SNA sessions connecting the NAUs. An NAU 
represents a port through which end users may 
access the communications facilities. Although an 
NAU is a logical entity,  it is assigned a  unique 
network address which depicts its physical location 
in the network. This network address provides 
routing information so that user data can be 
directed  to  the  correct physical node within the 
network. Three types of NAUs are defined in SNA: 
the system services control point itself, the physical 
unit,  and  the logical unit. 

The logical unit (LU) is a set of function manage- 
ment services directly  supporting an application 
program or terminal  operator end user. The LU 
provides the services and protocols necessary for the 
end user to  communicate with other end users. This 
communication, or exchange of user data, is pro- 
duced by establishing a session between the two L u s  
on behalf of the end users. Each session has  a  set of 
agreed-to protocols which are supported in the 
logical unit services at each session end.  These 
protocols establish such session characteristics as 
data syntax  and meanings, data flow methods, and 
other session properties that will  be  used during  the 
session. 
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Establishment of a session also implies the use of 
certain physical network entities.  Among  these  enti- 
ties are nodes and links in the  path between the two 
session end-points  and the node resources at each 
session end, including buffers, storage,  and process- 
ing capabilities.  Figure 2 illustrates how the logical 
network resides on the physical network. 

A session  is initiated by an end user, which may be 
either  an  application  program or a  terminal user. 
The initiator of a session uses logical names, called 

Logical network problems are 
typically attributable to software 

errors  and  can  be  generally  classified 
as either detectable or undetectable. 

network names, to identify the session end users. 
The SSCP has the responsibility to resolve the logical 
network names  into  the physical network addresses 
assigned to the session end users. 

End users, including the network operator,  do not 
use network addresses  to  refer  to sessions. Even the 
physical problem determination packages, such as 
NPDA, use network names in communication with 
the network operators.  Correlation of the logical 
network names to physical addresses is accom- 
plished using the services of the SSCP. For instance, 
physical failure notification, which is commu- 
nicated  internally in the network with network 
addresses, is translated  into  the logical network 
names by the SSCP prior to being sent to the network 
operators or communications network management 
applications’ for processing. 

The logical problem 

Logical network problems are typically attributable 
to software  errors  and  can be generally classified as 
either  detectable or undetectable.  A  detectable 
error  manifests itself in several ways: (a)  an error 
message, which can be logged in sequential files or 
displayed to  the network operator,  (b) session fail- 
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Figure 2 Logical network usage of physical network 

ure notification to the end user, or (c)  a  storage 
dump caused by the  abnormal termination of a 
software  product. Any combination of these symp- 
toms may be experienced as a  result of a  detectable 
logical error.  Typically,  these  can be well-docu- 
mented  and resolved since pertinent  information is 
normally available at  the  time of failure. 

The undetectable  errors  appear to the session ends 
as if the network has “gone to  sleep”  and are 
therefore more difficult to resolve. These problems 
exhibit no external  signals or notifications. The 
causes of this class of errors  range  from session 
protocol violations to network congestion. This 
paper  examines two such problems, the protocol 
error  and the loss of a message. 

Protocol errors. As already mentioned, an SNA 
session  follows specific agreed-to protocols. These 
protocols are established at session initiation. Two 
forms of undetectable  software protocol errors  can 
occur: 

1. Mismatch or misunderstanding of protocols 
required for session initiation.  This  type of error 
can occur because of program  error  during ses- 
sion setup, or a  mismatch  can occur because of 
programming  support levels of the software 
involved in SNA sessions. 

2. Incorrect  setting of protocol states by either the 
receiving or sending logical unit.  Each protocol 
in SNA has  a defined set of actions that it can 
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accept  (or  reject),  depending on the  current 
protocol state of the logical unit. 

Loss of message. Another  potential problem is the 
loss of a message or Path Information  Unit (PIU) 
within the network without  appropriate notifica- 
tion. The loss may  result in an end user waiting for a 
message. It should be noted that NLDM addresses 
undetectable  errors  since SNA describes the proto- 
cols that  are executed  as  a  result of both detectable 
software  and  hardware  errors or failures. 

Past approaches to the  problem. SNA provided facil- 
ities to  support logical problem determination 
although  these  facilities were considered cumber- 
some and difficult. Methods that could be employed 
included the following: 

1. Activating  traces on a teleprocessing link, on a 
transmission group," on an Advanced Commu- 
nications Function/Network  Control  Program/ 
Virtual  Storage (ACF/NCP/VS) resource," or 
within a host access method.  This  method 
requires  a  batch process to  print the collected 
data.  Since  the printing is only available at  host 
processors, there is usually a need to  transmit 
large  amounts of data through the network. 

Traces have several drawbacks associated with 
their  usage.  First,  a trace will degrade network 
performance by using processing cycles of the 
node executing the  trace, of nodes in the  path 
used to transfer  the  traced  data  to a host proces- 
sor,  and of the host processing the received 
traced data for storage  and printing. Naturally, 
the  amount of degradation  depends on the  time 
the  trace remains  active  and on the  trace loca- 
tion. 

Second, the  amount of trace  data to be  stored, 
printed,  and reviewed may be extremely  large. 
The  data  that  are generated typically identify 
the network  traffic via the SNA resource 
addresses. Correlating  this physical information 
to  the logical network names used by the SNA 
network operator is a  manual exercise involving 
the analysis of the system definition that was 
active at  the time of failure.  This  aspect coupled 
with the  large  amount of data may  make finding 
a specific PIU extremely difficult. 

Third, in order  to find a previously undetected 
error,  the error  must reoccur while the  trace is 
active.  This  can be difficult to  predict both in 
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time (session activity) as well as  trace location. 
The length of time  required  to  recreate  a spe- 
cific problem has  a  direct  impact on the  amount 
of data  generated. 

2. Taking  storage  dumps of all suspected software 
components that  are contained within the physi- 

NLDM collects, stores,  and  monitors 
network  logical  problem 

determination data, 

cal  path used by a session. This method has 
several drawbacks.  First,  dumps that can  deacti- 
vate  the physical component in the network must 
be  taken.  Second,  the  failure  data  may have been 
overlaid prior to the  dump occurring.  Third, 
several storage  dumps  from several software 
components may have to be correlated  to  under- 
stand  the cause of the  error associated with a 
specific session. Fourth, with the introduction of 
the multiple  route  release of SNA in 1979 and  the 
SNA Network  Interconnection  announced in 
1983, it is difficult to  determine which software 
components are within the  path used by the 
session to be dumped. 

3. Placing  traps within suspected software compo- 
nents  to  cause  a planned abnormal  termination 
when the logical error reoccurs, then  taking  a 
storage  dump and  handling  this  error as a  detect- 
able  failure.  Several  drawbacks are also asso- 
ciated with this  method.  First, the software 
component that must  contain the  trap must be 
deactivated  and  reactivated  with  the trap 
included.  Second,  the  error  must reoccur while 
the  trap is active. Third,  the execution of the  trap 
will cause  the component that could affect net- 
work operations to fail.  Fourth,  the  trap  may be 
placed in the wrong part of the software compo- 
nent,  and if the condition persists, a new trap 
must be tried. 

An IBM study" was conducted in 1979  to review 36 
logical problems reported by SNA customers. The 
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study showed that, on the  average, resolution of 
these  undetectable  errors required an extended 
period of time  and  required several attempts  to 
recreate  the problem and  detect  them.  When  the 
problems were resolved, the logical errors spanned 
software from the host access methods, to  the 
communications controller, to  the  cluster control- 
lers. 

The  study  group concluded that IBM required a 
product for logical problem determination  similar  to 
the products used  for physical problem determina- 
tion, such as  the NPDA. The group recommended 
that IBM provide the SNA user with an on-line 
interactive application program  able  to monitor 
software activity on a session basis. 

The  objectives. From this  study, objectives were 
formulated for such  a  program product. They were 

1. To provide a facility to assist the user with 
logical network problem determination in an 
SNA network. 

2. To record relevant session data  and activity in 
process at and  just prior to  the first occurrence of 
a  failure. 

3. To record the protocols associated with a session 
at session initiation  time. 

4. To record the relevant physical node data of the 
session end points to assist in problem isolation to 
a specific physical node. 

5. To allow the above four facilities to be accessed 
on line from a single centralized or multiple 
distributed network operator  terminal(s). 

All of the above objectives were met with the 
introduction of the first release of  NLDM. 

The Network Logical Data  Manager 

An  approach to  resolving  undetectable  logical  prob- 
lems. NLDM collects, stores, and monitors network 
logical problem determination data. NLDM utilizes 
the services of the  Network Communications Con- 
trol Facility (NCCF)I3 to  obtain  and display the 
session-related data  at a  centralized  or  distributed 
NCCF network operator terminal.' 

NLDM collects two types of session-related data: 
session awareness and session trace  data. Session 
awareness is notification by the SNA access methods 
(Advanced Communications  Function/Telecom- 
munications Access Method,  or ACF/TCAM,14 and 
Advanced Communications Function/Virtual Tele- 
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communications Access Method, or ACF/VTAM)15 
to NLDM that a session has been successfully 
started.  The session awareness data consist of a 
session start  and end indication, session partner 
network names and network addresses, session type, 
and configuration information about  the session end 
points. 

The collection and display of the network address is 
a new feature not  previously available from the 
network. Prior to this, the network address of the LU 
was shielded from the network operator  and  the end 
user by the SSCP. Even the physical problem deter- 
mination package, NPDA, used network names for 
its  operator  interface. 

The session trace  data  are supplied to NLDM by the 
SNA access methods as well as  the ACF/NCP/Vd6 
program. The session trace  data obtained from the 
host access methods include the following parts of a 
message or PIU: the transmission header,  the 
request/response  header,  and  the first 11 bytes of 
the request unit or user data. Session trace  data  are 
only collected for sessions  involving a resource for 
which a  trace  has been started. NLDM collects these 
data in storage for active sessions and places the 
data on a  Virtual  Storage Access Method (VSAM) 
file at  session termination for limited historical 
viewing purposes. 

NLDM also collects session trace  data from the 
boundary function serving a session end point in an 
ACF/NCP/VS boundary node. These data consist of 
the  last four PIU sequence numbers, which are 
contained in the transmission header,  and  the 
appropriate control block information related  to  the 
ACF/NCP/VS resource involved  in the session. These 
ACF/NCP/VS data  are automatically  sent  to NLDM 
at session termination or can be solicited during  the 
session, as long as  the  trace for the session is active. 

NLDM uses NCCF services to establish access to  the 
network to collect the session awareness data,  the 
session trace  data,  and control information needed 
to start  and/or stop  the session trace. Two paths are 
used: the communications network management 
interface  and an LU-to-LU session. 

The communications network management  inter- 
face was incorporated into  the access methods in 
1978 to allow an application program (i.e., NCCF)  to 
interact with the SSCP. The interface allows com- 
munications network management requests to be 
issued to  a network node to obtain  statistical main- 
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Figure 3 NLDM's interfaces to access methods 

Figure 4 Network configuration 
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tenance data for use in problem determination.  The 
first communications network management  product 
to utilize  this  interface was NPDA. This  interface, as 
illustrated in Figure 3, is also being used by NLDM 
for the following purposes: 

1. To request that  an SSCP send a session trace 
activation/deactivation  request  to network nodes 
under  its  control, including itself as  a host node 
and  any  communications  controller  it owns. 

2. To obtain the session awareness data generated 
by the SSCP participating in  session initiation 
and  termination. 

3. To  request that  the ACF/NCP/VS provide it with 
the session trace  data stored for a specific ses- 
sion. 

4. To receive the session trace  data from an ACF/ 
NCP/VS  at session termination for which the 
ACF/NCP/VS is the boundary node for the session 
end point. 

NLDM does not use the communications network 
management  interface to obtain the session trace 
data from the host access methods. It uses an 
Lu-to-Lu session also shown in Figure 3. The host 
access method captures  and blocks the session trace 
data in a buffer whose size is determined by the 
user.  Normally two buffers are used for this pur- 
pose, in an  alternating fashion. As one becomes full, 
its  contents are sent  to NLDM, and  the  other buffer 
is placed in use. These buffers continue  to alternate 
until  all session trace activity  has been halted in the 
access method. 

NLDM uses the SSCP for the collection of session 
awareness data, for trace activation  and  termina- 
tion, and for the collection of trace  data obtained 
from the 3705/NCP. This  fact makes it necessary to 
have an NLDM package at each host node containing 
the session end's controlling SSCP. As you may 
recall, the objectives specified that  the session- 
related data were to be displayable at  a single 
network operator  terminal. As pointed out in the 
previous discussion, there is the possibility that two 
NLDM packages will  be collecting data relating  to 
the  same session for session ends controlled by 
different SSCPS (called Cross Domain sessions). To 
see this  concept  illustrated, see Figure  4. 

Collected session data  are displayed by an NCCF 
network operator utilizing the supplied hierarchical 
display structure of NLDM. The network operator 
uses the network names  to display session-related 
data.  The operator  can display such data for both 
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Figure 5 NLDM hierarchy for obtaining logical problem determination data 
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session ends at the  same display station,  although 
two NLDMs may be  used to collect the session data 
for a cross-domain session. 

To provide the network operator with a single 
network operational view in an SNA cross-domain 
environment, NLDM uses the services of NCCF to 
establish communications between itself and  the 
other NLDMs. From the session awareness data 
obtained at session activation, an NLDM can  deter- 
mine which other NLDM to access to  obtain data 
relating to that session. 

Figure 4 illustrates  this configuration. NLDMl in 
HOST A is provided with the configuration informa- 
tion data by SSCPl for an application whose network 
name is APPL because SSCPl is the owner of APPL 
and  participates in the session set up between APPL 
and TI.  NLDMl cannot  directly  obtain configuration 
information or trace  data relating  to  terminal T1 
since T1 is not under the control of SSCPI.  NLDMl 
must locate the  appropriate resource owner and 

request the session awareness and  trace  data from 
the NLDM associated with that resource owner. 

In  this example, if the  operator requires session 
trace  data from T1,  NLDMl will request these data 
automatically from NLDM2. The  data will be 
returned  to NLDMl for display to  the requesting 
NCCF network operator. Note  that if the two 
resources (APPL and T I )  had been under  the control 
of the  same SSCP, only one NLDM would have been 
involved  in the  data collection and display. 

NLDM provides the user with a  hierarchy of displays 
that help in obtaining session-related data from 
both session ends. Figure 5 illustrates  the NLDM 
hierarchy used to  obtain logical problem determina- 
tion data for a specific session. 

The following example illustrates how the NLDM 
displays can be  used  in  solving a logical or software- 
related problem. This problem appears to the  termi- 
nal end user as if the “system has gone to sleep.” 
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Figure 6 Session history for selected NAU 

The example  illustrates  a  bracket protocol error 
attributable  to a  software  programming  error.  But 
before the NLDM methodology used to  identify the 
undetected  error is described,  a  short  description of 
the bracket protocol is presented. 

Bracket/data flow protocol. The  bracket protocol” 
defines a specific set of rules for controlling  a 
related “conversation” between two logical units 
connected in a session. The specific set of bracket 
rules  to be  followed for a specific session are agreed 
to at  session initiation. Bracket/data flow rules 
identify who can  start  or end a new related conver- 
sation, when it  can  be  started,  and when each LU 
can send data within the related  conversation. The 
use of the protocol ensures that  data from  each 
session end are not sent at  the same  time. 

The bracket protocol defines several states  that 
must be obeyed in order  to have an  orderly conver- 
sation.  Bracket  indicators placed in the  Request/ 
Response Header (RH) are used to  control the 
bracket  states.  The  intent of this section is not to 
describe the bracket protocol in total,  but only that 
which is necessary to describe the logical error. 

To  start a  related conversation, the  authorized 
session end places a “Begin Bracket,” or BB, indi- 
cator in the RH. When  all the user data  are sent  and 
a reply is required,  a data flow control  indicator, 
“Change  Direction,”  or CD,  will be placed into  the 
RH. The  Change Direction indicator  signals the 
receiving session end that it is its turn  to send data. 
This flip-flop of the conversation controlled by the 
Change Direction indicator  continues  until the con- 
versation ends with an “End  Bracket,” or EB, indi- 
cator. 
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The  setting of the  Change Direction indicator is 
extremely  important. If the receiving LU is not given 
this  indication,  it  cannot send data back to the 
requestor. 

Let us take  an example  to  indicate how an unde- 
tected  error  can be diagnosed as a  bracket protocol 
error.  Consider  a new application  program called 
APPL that uses bracket protocol between itself and 
various terminals.  Let us assume that a specific 
session exists between APPL and TI as in Figure 4. In 
this  example, the application  program starts a 
related conversation with TI to  ask  a specific ques- 
tion and receive an  answer.  Then, based on the 
answer, the application starts one of several other 
related conversations to  obtain  more  information. 

Let us assume that  the terminal  operator  has no 
indication that  an error  occurred. To  the  terminal 
operator,  the logical error  appears  as  a “long wait.” 
This  wait  continues  until the  terminal operator 
becomes frustrated  and  requests  assistance  from  the 
NCCF network operator.  At  that point, the network 
operator  can use NLDM to display the session activ- 
ity associated with the terminal TI as illustrated in 
Figure 6 .  From  this  screen, the  operator  can see that 
an active session is still in progress between APPL 
and TI and  that  further problem determination is 
needed to isolate the problem. 

The NCCF operator  has several options. One is to 
display the configuration data screen associated 
with terminal TI and  then  utilize  the physical 
problem determination  techniques  to see whether  a 
physical node problem caused the error.  Another is 
to continue  to use NLDM in an  attempt to find the 
source of the problem. To continue with the exam- 
ple, the operator  can use NLDM to display the 
session activity associated with each session end. 
Let us assume that  the NLDM operator displays the 
session-related data for APPL as in Figure 7. As seen 
there,  the first four  entries  under the SEL (SELeC- 
tion) column are equal  to the following SNA mes- 
sages: 

1 is APPL initiating  a  related conversation with a 
Begin Bracket (BB) indicator. 
2 is APPL asking the TI operator  a  question,  then 
allowing TI to respond by sending a  Change 
Direction (CD) indicator. 
3 is TI answering the question, then allowing APPL 
to respond by sending a  Change Direction (CD) 
indicator. 

9 4 is APPL ending this  related conversation with an 
End  Bracket (EB) indicator. 
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Figure 7 Specific session trace data-APPL 

These  four messages should appear  normal  to the 
NLDM operator  since  they  adhere  to the application 
scenario  and the bracket protocol. As the  scenario 
continues, the application now analyzes the received 
data  and  starts a  different  related conversation to 
gather  other information. The application will use a 
bracket  sequence  similar  to that used on SEL lines 1 
through 4. 

The  data on the NLDM screen indicate that  the next 
related conversation was started on SEL line 5 with a 
Begin Bracket (BB) indicator.  This message was 
followed  by another message sent by APPL on line 6 ,  
but note that no Change Direction (CD) indicator 
was placed on this message. This is an  indication  to 
a  trained NCCF network operator or NLDM diagnos- 
tician that  an  error has  occurred since the  terminal 
cannot respond without receiving a  Change Direc- 
tion indicator. 

Since  this  application  program was new, the NLDM 
operator  can  assume  that  the application  program 
failed to request that  the access method place the 
Change Direction indicator in the message for this 
specific related  conversation. 

In this  case,  further  diagnostic  tests will not be 
necessary. The application  program  must be  fixed 
to  request that  the  Change Direction indicator be 
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placed in the  appropriate message field for this 
specific conversation. 

Protocol error diagnosis requires that  the NCCF 
operator have SNA knowledge or diagnostic proce- 
dures identified by the  installation. If neither is 
available, the NLDM operator  can  request that 
NLDM record these data on its VSAM file for later 
use by a  trained  diagnostician. 

A lost PIU is easier  to  detect  since the NLDM 
operator need only detect  a  mismatch between the 
last  four  sequence  numbers. What is not easy to 
determine is which software component in which 
network node “lost” the PIU. The only configuration 
data available with NLDM Release 1 are physical 
unit network names identifying the boundary nodes 
supporting the session end points. By knowing the 
complete physical route assigned to  the session, the 
network operator could utilize  other problem deter- 
mination methods to  attempt to isolate the problem 
further. 

The knowledge to  understand the physical route 
being used by the session has become more difficult 
with each  release of SNA.  The latest release, SNA 
Network  Interconnection, has made  this  task 
exceedingly difficult without the use of NLDM. The 
support needed to  identify the physical path 
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Figure 8 Session to virtual route to explicit route 
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assigned to a session was implemented in NLDM 
Release 2 and was announced with the S N A  network 
interconnection release. 

There  are several reasons why the  path display data 
were placed into NLDM Release 2 at  this  time  and 
not in the previous release. The following historical 
perspective of the growth of SNA session usage of 
the physical network explains  what was behind 
these reasons. 

Logical to physical mapping 

From 1974  through 1978, sessions within an S N A  
network always  traversed the  same physical nodes 
and links if they originated  and  terminated in the 
same two nodes. These  paths were predefined by the 
network administrator. If the end user could iden- 
tify which node the  terminal  and application resided 
in, the network administrator could determine, via 
either  a wall map or a user-provided application 
program, which physical nodes the session tra- 
versed. 

With  the introduction of multiple  routes between 
host nodes and  communications  controllers in 1979, 
determining  this  route  became more difficult. Mul- 
tiple  routes allowed up  to  eight  distinct  and  unique 
routes  to be created between any two network 
subarea nodes (i.e., host or communications con- 
troller nodes). Sessions between these nodes  could  be 
assigned to  any of the eight  routes,  depending on the 
level of network service they needed. The sessions 
were not directly  mapped to a physical path, called 
an explicit route,’*  but  to  a logical path called a 
virtual  route.  Many sessions could be mapped  to the 
same  virtual  route,  where many virtual  routes could 
use the  same explicit route. 

For the network operator  to  understand the physical 
path assigned to  a session in the multiple  route 
environment, the operator would have to first know 
to which virtual  route the session was assigned. 
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Then  the operator would have to  map  the virtual 
route  to  the explicit route to obtain the physical 
path  data  as shown  in Figure  8. The virtual  and 
explicit route  data assigned to  a specific session 
could be  obtained on a session basis with a  combina- 
tion of session status’’ data requested  from the 
access method via operator  command  and  then 
either viewing a “wall map” or a user-supplied 

With the development of SNA 
network interconnection, it became 

apparent  that  a  new  method was 
required to obtain  the  physical 

configuration traversed by a  session. 

application  program  to  determine which physical 
nodes were involved  in an explicit route.  Although 
possible, this method presented difficulties. 

With  the development of the SNA network intercon- 
nection, it became apparent  that a new method was 
required  to  obtain the physical configuration tra- 
versed by a session. The  fundamental  structure of 
the S N A  network interconnection  dictates  this con- 
clusion. When  a session spans  multiple networks, 
each session segment is assigned to  a  different 
logical and physical path in each  interconnecting 
network. The  path identification (virtual  route  and 
explicit route)  changes in each  interconnected  net- 
work. Total  path  data relating  to  all the routes 
spanning  multiple networks could no longer be 
reasonably  obtained for an internetwork session. 
Additionally, the old “wall-map’’ approach would 
not have been reasonable since each network could 
be  independently owned, and  therefore, the  total 
information  may not have been available. 

A  mechanism was created  to allow the NLDM 
network operator to obtain  path configuration data 
on the  entire physical path between two session ends 
whether or not the session spanned an S N A  intercon- 
nected network. The additional configuration data, 
which can be displayed, include the network names 
and/or  subarea portion of the network address of 
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physical nodes traversed by the session, the  trans- 
mission group  numbers,  the owners of any link 
within a transmission group,  the  names of any 
gateway nodes traversed by the  internetwork ses- 
sion, and  the  virtual  and explicit route number in 
use by the session. This  support was placed into 
NLDM Release 2.” 

Two additional  capabilities were required by NLDM 
for the interconnected environment. The first deals 
with modifications of NLDM Release 1  to  acquire 
session trace  data from the  real session ends con- 
tained in nodes in the  separate networks. NLDM 
Release  1  has  the  capability of displaying session 
trace  data  about both session ends at  the  same NCCF 
operator console. It uses an NLDM-to-NLDM session 
to obtain  the data if either of the session ends are in 
another SSCP control domain. To  obtain data  about 
both session ends, NLDM needed a  unique identifier 
to  obtain  the data from another NLDM. The identi- 
fier selected was the SNA address  pair. 

This unique address pair is not available in an SNA 
interconnected network environment because the 
address  pairs are translated as they traverse an 
ACF/NCP/VS gateway.  Therefore, NLDM was  modi- 
fied to utilize the  Procedure  Correlator  (PCID) as 
the identifier to retrieve the session trace  data 
across an interconnected network. 

The other  capability that has been provided by 
NLDM Release 2 is an  enhancement  to  a facility 
developed and released in 1979 and called Route 
Test.”  Route  Test is essentially an “echo test” 
which traverses a specific set of physical network 
nodes to test for physical connectivity. If the test 
fails, notification of the failing location is sent to the 
test requestor as well as  the owner of the failing 
element. The network operator can request the test 
to be executed on either  the logical or physical route 
between any two  host and/or communications con- 
troller nodes. 

The Route  Test utilizes the  virtual or explicit route 
notation: This mechanism cannot be  used within an 
interconnected network to test the  total end-to-end 
route utilized by a session. Just  as  the session 
address pairs are translated as  the session traverses 
a  gateway node, the routes utilized change.  To allow 
the  Route  Test  to  continue in an interconnected 
network, NLDM has been upgraded  to execute a 
series of Route  Tests in all  the networks traversed 
by a session. Prior  to  this  enhancement,  the  Route 
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Test could only  be  used to test connectivity for 
either  a  virtual or explicit route using the  appropri- 
ate route notation. The network operator had to 
determine to which route  a session  was assigned. 
Determination was done by utilizing network opera- 
tor commands appropriate  to  the access method to 
display routes utilized by a specific session. Then 
the  operator would have to request a  Route  Test 
using the  appropriate data.  The new enhancement 
to NLDM makes this very easy. The network opera- 
tor need  only ask for a connectivity test to be 
executed for a specific named session. 

NLDM Release 2 

The first modification required to provide these 
functions was made  to  the session awareness data. 
New information was needed to identify the physi- 
cal and logical route to which the session  was 
assigned. These data were needed to initiate SNA 
commands to obtain  the configuration data, which 
will  be described later. A new session awareness has 
been created for internetwork sessions. For an inter- 
network session, the  gateway NCP contains two 
session ends and  the  data needed to translate  the 
network address session pair from one network to 
another. Those data include the network address 
pairs, identification of the next adjacent SSCP (and 
therefore NLDM) in the direction of the  primary  and 
secondary end points and  route information in adja- 
cent networks. The  data  are obtained via SNA flows 
from the  gateway NCP to the  gateway SSCP. These 
data  are then forwarded to NLDM via a new parallel 
Logical Unit session  used  for  session awareness 
data.  The  data  are then used by NLDM to  correlate 
requests from other NLDMs relating  to  a specific 
internetwork session. 

Configuration data. As an internetwork session is 
created, each SSCP involved in the session setup 
provides its local NLDM with the session awareness 
data  as shown in Figure  9. Each NLDM on the 
internetwork session setup  path checks its individ- 
ual configuration data base to  ascertain whether the 
physical configuration explicit route data have 
already been collected. If configuration data  are 
already available, no action takes place. If data  are 
not available, NLDM issues a request via the com- 
munications network management  interface to its 
SSCP to issue an SNA command to  obtain  the 
configuration data. SNA utilizes a modified Route 
Test for this purpose. The  Route Test will traverse 
the physical network on the  same  route used by the 
session. As the test request returns to the requesting 
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Figure 9 Session awareness data 

NLDM, the configuration data  are appended by the 
nodes that comprise the route. 

This  mechanism is illustrated with Figure 9. After 
the session has been established between APPL and 
terminal T1, session awareness data  are sent  to 
s s c p l ,  SSCPG, and S S C P ~ .  Let us consider what 
occurs in NLDM1.  NLDMl will use the session aware- 
ness data  to determine  what physical path  has been 
assigned to  the APPL session between the host and 
the gateway NCP (the  other perceived session end 
within the network). If configuration data were not 
available, NLDM would send a  request via SSCPl into 
the network to  the gateway NCPG to  obtain the 
configuration data.  The results would be  returned 
via SSCPl. The NLDM at  the gateway SSCPG host 
would also request the configuration data,  but in 
this  case, from both interconnected networks. This 
would occur since the session awareness  it receives 
would contain the session data related  to  each 
session connected to the gateway NCPG. To  obtain 
the configuration data, NLDM2 would use two sepa- 
rate configuration requests for the  data.  The re- 
quests would  be  issued to the gateway NCPG via the 
gateway SScpG. One request would be for con- 

figuration data from the gateway NCPG to the APPL 
host,  whereas the other would  be from the gateway 
NCPG to node NCP2 supporting terminal node T1. 

The configuration data is recorded at  each NLDM 
that has recorded the session awareness data to be 
used for operator  display. 

NLDM can display the configuration data for a 
specific named session from end to end even if the 
session traverses  a  gateway. For a  gateway environ- 
ment, NLDM will only display this configuration 
data on a  network-by-network basis. Each NLDM 
within the session initiation  path of the session  will 
display configuration data upon request.  This 
aspect is illustrated by the network defined in 
Figure 9. Using the NLDM hierarchy, the network 
operator at  the NLDM display console can display 
the most recent session screen that shows that APPL 
is  in an active  internetwork session with TI.  

Using the  appropriate display prompting methodol- 
ogy, the NLDM operator  can display the specific 
configuration data for APPL as  depicted in Figure 
10. NLDM Release 2 has modified this NLDM 
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Release 1 display by including data  that identify the 
logical and physical route  to which the session has 
been assigned within a  network. As can be seen, the 
session is assigned to the logical (virtual)  route 
called VR2 which uses the physical (explicit)  route 
called ER4. From Figure 10, one  can also see that 
the internetwork session of APPL and T1 originates 
in the host node identified as HOST1 or subarea 1 
and  traverses the gateway node called NCPG or 
subarea 3. The display ends at  the gateway node 
although the session traverses  the  gateway. An 
authorized  operator  can  request the display of the 
next network‘s configuration data for this specific 
session. Note  that this display does not identify 
whether  there were any  other  subarea nodes within 
the session path between subarea nodes 1 and 3.  

To identify the complete  path used by the session in 
this network, the NLDM operator could request the 
next display in the hierarchy.  This  display, illus- 
trated in Figure 1 1, identifies each  subarea node 
and transmission group that  the session traverses. 
This display provides the mapping of the logical 
network to  the physical network on a session basis. 
Again,  this display identifies the physical nodes 
using their user-defined network names  traversed 
within one network for this  internetwork session. 

The NLDM operator  can view the  other network’s 
data upon appropriate  authorization via NLDM as 
illustrated in Figure 12. Here we see that  the session 
continues from NCPG to NCP2 via virtual  route 6 
(VR6) and explicit route 5 (ER5). Note  that  the 
logical network names of the SNA subarea nodes are 
contained on the NLDM network operator display 
screens.  This  information is provided since the 
network operators  deal in the logical user-supplied 
network names for node identification purposes 
rather  than in network addresses.  These network 
names  enable the network operators  to  utilize  other 
communications network management packages, 
such as  the NPDA, to  obtain  additional data  to 
further isolate  a  failure to a specific named 
resource. For instance,  after the NCCF network 
operator views the NLDM display screen shown in 
Figure 11, the  same  operator can  request display 
data from NPDA on the  communications  controller 
called NCPG from the  same console. If only the 
subarea number 3 were ready, the network operator 
would first have to “look up” the physical-to-logical 
name correlation prior to using NPDA or other com- 
munications network management tools to obtain 
data about that communications controller. 
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Figure 10 Specific session configuration data 

Figure 11 Specific ER configuration 

Figure 12 Configuration data of other network 

An automatic  translation function was needed in 
NLDM Release 2 to obtain the network names of the 
nodes since the SNA command,  Route  Test Reply, 
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used to collect the configuration data operates on a 
physical network address basis and not  on the 
logical network name basis. It was further felt that 
the user should not have to  do  the “look-up” task  to 
correlate  the network addresses to network names. 

Prior to describing how NLDM dynamically  obtains 
the translation of the physical network address  to  its 
logical network name, a brief description of the 
mechanism used by NLDM to obtain its local config- 
uration data is needed. Each NLDM dynamically 
obtains its local configuration data from the session 
awareness data provided by the SSCP to which it is 
associated as sessions are initiated.  These data 
include network addresses and network names of 
resources involved within the sessions. The  data 
allow NLDM to  dynamically  obtain  the physical- 
to-logical name mapping for all  subareas  under  the 
control of the SSCP associated with that NLDM. 
Since  these data  are available, the only question 
that remains is  how a  remote NLDM accesses the 
data to obtain  the physical-to-logical name  transla- 
tion. 

At initialization, each NLDM attempts  to  initiate  a 
cross-domain session with other NLDMs specified by 
the user via the Cross Domain Resource Manage- 
ment table of NCCF. Note  that this  table is  used 
because sessions between NLDMs are actually 
between the logical unit services of NCCFs. NLDM, 
cs well as other communications network manage- 
ment applications such  as NPDA, uses NCCF logical 
unit services to initiate sessions for its use. After an 
NLDM-to-NLDM session  is initiated,  the NLDMs 
exchange configuration data  about themselves, 
including the network identifier in which they 
reside, the logical and physical SSCP network 
address  and  name  to which they are connected, the 
PU network name associated with the SSCP, and  the 
NCCF network name associated with that NLDM. 
These data  are then used  in combination with the 
configuration data obtained from the  Route  Test 
reply to identify to which remote NLDM the request 
for the physical-to-logical name  translation should 
be sent. 

Recall that  the configuration data obtained on the 
Route  Test reply for each  subarea node contain the 
network address of that node, the transmission 
group data,  and  the owning SSCP network address of 
any links that reside in the transmission groups on 
that path. To obtain  the  network-address-to-name 
translation for a network node identified on the 
Route  Test reply, NLDM Release 2 will do  the 

following processing. The owning SSCP network 
address associated with the specific resource in 
question is obtained from the  Route Test reply. 
NLDM uses this owning SSCP network address  to 
find with which remote NLDM this SSCP is asso- 
ciated as obtained from the configuration data 
exchange at  NLDM-to-NLDM session initialization. 

With  this  information, NLDM can issue a request for 
the  network-address-to-name  translation of the 
remote NLDM and wait for a response. If the  remote 
NLDM does not have this  information,  the request- 
ing NLDM can use the next owning SSCP for the 
same resource, if available,  and  repeat  this process 
with another  remote NLDM. The received network 
name  can  then be placed into  the local NLDM 
configuration data base so that network operator 
displays will contain the logical network name as 
well as  the physical address.  This process is initiated 
for all  subarea node addresses found on the  Route 
Test reply which the receiving NLDM does not have 
in its local configuration data base. Also, this facil- 
ity will operate for internetwork sessions as well as 
with the network identifier appended to  the  transla- 
tion request by the sending NLDM. 

Connectivity  test. NLDM Release 2 also provides the 
user with the  support needed to  test  the connectivity 
of a session path  from one session end to  the  other, 
even for internetwork sessions. 

The method employed also involves using an 
enhancement  to the  Route Test facility. When a 
session connectivity test is requested, each NLDM 
identified as containing  the session awareness data 
for a specific session is requested, in order,  to issue a 
Route  Test for the physical route (explicit route) 
being used by the session within that network. If all 
the  route tests are successful, the requestor is noti- 
fied.  If it  fails within any of the interconnected 
networks, the network operator is notified that a 
failure  has been detected in the physical route  and is 
told which network has  detected  the  error. Notifica- 
tion  is also generated  to  the owner of the node 
detecting  the  failure so that corrective action can be 
taken. 

The method is illustrated using the network 
depicted in Figure 13. The network operator at  the 
NLDM display issues a connectivity test for the 
session between logical network elements called 
APPL and T1. This test will cause NLDMl to request 
a connectivity test between the  subarea node con- 
taining APPL (HOST]) and  the  representation of 
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Figure 13 Cross-network connectivity test 
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the  other session end (TI) in the gateway node 
(NCPG) on the physical route  to which that session is 
assigned (ER4). The request for the connectivity 
(Number 1 in Figure 13) will  be sent by NLDMl to 
its SSCP2' for processing via the communications 
network management  interface.  After the connec- 
tivity test traverses network NETA ( 2 )  and  returns 
(3), assuming that no failing nodes or links exist 
within that  path, NLDMl will be notified (4). Since 
this connectivity test is for an internetwork session, 
NLDMl must first ascertain the connectivity of the 
remainder of the session across the gateway prior to 
notifying the requesting network operator of its 
results. 

To ascertain  the connectivity across the gateway 
node, NLDMl will request ( 5 )  that NLDMG test the 
next leg of the session path. From the session 
awareness data  acquired at  session initiation, 
NLDMl obtains an understanding of which NLDM to 
ask for the next part of the connectivity test. NLDMG 
will request that  the connectivity test be issued from 
the gateway NCP (NCPG) to the Boundary  Node 
(NCPZ) supporting the session end point ( 6 )  via 
SSCPG." This  request will  be issued via the commu- 

nications network management  interface  to the 
SSCP that will use the  appropriate SNA session to 
request that NCPG issue the SNA Route  Test (7) .  
The request for the connectivity test will contain the 
physical route  number (ER5) and  subarea addresses 
NCPG and NCP2, respectively, as obtained by 
NLDMG from the session awareness data  that it 
received when the internetwork session was created. 
After the results from the  Route Test from NCP2 
have been returned (8,9) to NLDMG from NCPG, 
NLDMG will respond to NLDMl (10). The network 
operator will then be informed  as  to the success or 
failure of the requested connectivity test. 

The connectivity test  can be initiated from any 
NLDM that has received the session awareness data 
at session activation.  Referring to the network 
depicted in Figure 13, a network operator  attached 
to  either NLDMI, NLDMG, or NLDM2 could initiate 
the connectivity test. For instance, if a network 
operator were attached  to NLDMG, then NLDMG 
would issue a  Route  Test from the gateway node 
NCPG to  each  boundary node supporting the session 
ends (HOST1 in NETA and NCPZ in NETB). Then  it 
would wait for both responses prior to issuing the 
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I :igure 14 NLDM Release 2 network interfaces 

*CONFIGURATION REQUEST 
-CONNECTIVITY DATA REQUEST 
*TRACE DATA REQUEST 
-NETWORK NAME  TRANSLATION 

appropriate notification to  the network operator. 
Neither NLDMl nor NLDMZ would  be  involved with 
this  test.  This  same  option, using any NLDM receiv- 
ing the session awareness data, could be used for 
initiation of the configuration data display. 

To allow for the additional control commands from 
NLDM Release 2 to the access methods  and for 
NLDM-to-NLDM communication,  additional 
changes  to the operational  characteristics of NLDM 
Release 1 were made.  The NLDM Release 2 network 
interfaces are illustrated in Figure 14. NLDM 
Release 2 utilizes an enhanced  communications 
network management  interface for control of the 
starting  and  stopping of the session awareness  and 
trace  data.  It has been expanded  to allow the  route 
test  request/response  to  be  communicated  to/from 
the SSCP. NLDM Release 2 uses two parallel LU- 
to-LU sessions between itself (NCCF provided) and 
the access methods. One is for session trace  data; 
the other is to block session awareness data, which 
prior to this  release were communicated  to NLDM 
via the communications  network  management 
interface. NLDM also utilizes the NCCF-to-NCCF 
application-to-application session for the NLDM- 
to-NLDM initialization  configuration  exchange, 
requests for configuration data  and connectivity 
tests for internetwork sessions.  session trace  data 

displays, and  requests for network-address-to-name 
translations. 

The  other NLDM Release 1 function that needed 
upgrading was the capability  to  obtain session trace 
data for internetwork sessions. As previously men- 
tioned, this  function  requires  upgrading  since the 
correlation used  by NLDM Release 1 for session 
trace  data was no longer unique for internetwork 
sessions. The correlation was the session address 
pair that changes  each  time the session traverses  a 
gateway node. To allow the network operator  to 
continue  to be able to request  correlated trace  data 
as previously described in this  paper, the NLDM 
session correlation vehicle was changed  from  a 
network address  pair  to the SNA Procedure  Correla- 
tor (PCID). The NLDM associated with gateway 
nodes then swaps the PCID values to match  the 
session identification “as  it is known” in the next 
NLDM associated with the session. This  request for 
rerouting is very similar  to the rerouting function 
performed by gateway SSCPs. The session PCIDS are 
provided to the NLDM associated with the gateway 
node via the session awareness  information proc- 
essed at the  internetwork session initiation.  This 
methodology allows the network operator  to con- 
tinue to obtain session trace  data even for internet- 
work sessions and  still display these data  at a single 
network operator console. 

Summary 

The two releases of NLDM have enhanced network 
logical problem determination in two areas.  The 
first release simplifies procedures used to obtain 
session-related data for logical problem determina- 
tion purposes. This simplification reduces time 
spent in problem determination  activities. It also 
makes  it less likely that more drastic  detection 
methods, such as link traces  and  program  traps, 
must be used. The second release of NLDM provides 
a mechanism that correlates the logical network to 
the physical network so that physical problem deter- 
mination methods can be employed to  further iso- 
late network failures. Logical errors, especially the 
undetectable types, have always plagued the net- 
work users. Problem determination for these  errors 
has been simplified but not eliminated.  These two 
releases of NLDM have been established  as  a solid 
base  to  continue that effort. 
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