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The  integration of computer networks has led  to in- 
creasingly large  and  complex configurations. This 
integration has resulted in concern  for the avail- 
ability of  resources for the merged  networks. An 
experimental  technique  called TRAP has been  de- 
veloped as a way to minimize the constraints on 
such networks. It allows  address  space isolation 
between interconnected  networks. This paper dis- 
cusses the technique and its fundamental  process 
of network  address translation. 

T he IBM Systems  Network  Architecture (SNA) 
provides a comprehensive conceptual base for 

communications networks. The IBM Advanced 
Communications  Function (ACF) represents  a prod- 
uct  implementation of those concepts. Through SNA 
and ACF, single-host and multiple-host networks 
can be merged into increasingly functional  and 
complex topologies. As larger  and more diverse 
networks are merged, certain  aspects of such  inte- 
grated network environments must be carefully 
considered. This paper defines some significant 
considerations related to merging networks and 
describes an experimental technique called TRAP 
that has been developed in response to those consid- 
erations. 

A major benefit of SNA is the enhanced sharing of 
network resources. This  sharing provides better 
utilization of such resources and also improves 
communication opportunities. These same consider- 
ations  motivate  the  integration of SNA networks. 
Network  mergers maximize both the benefits of 
resource sharing  and  the  potential for communica- 
tions. 

Although  the benefits of network mergers are real, 
problems may be posed  by network integration. 

When networks are merged, certain resources 
must be shared among those networks. One such 
resource is the pool of network addresses. Since 
this resource is finite, merged networks will tend 
to  deplete the supply of network addresses. Fur- 
thermore,  each network is constrained by the 
common usage  standards for network addresses. 

Another  shared resource is the pool of network 
names. Each  name that is to be known throughout 
an integrated network environment must be 
unique. Although the potential name  space is 
typically much larger  than  the  potential  address 
space, network name  management is still an 
important consideration. The set of possible 
names is finite, and  name usage must be carefully 
controlled to  eliminate  ambiguities. 

Thus,  the  tangible benefits of network integration 
lead to increasingly tangible difficulties as that 
integration becomes more extensive. 

The merger, or integration, of SNA networks typi- 
cally incorporates those networks into  a single enti- 
ty.  In the past,  these  mergers have been achieved 
through use of the ACF Multisystem Networking 
Facility (MSNF). In some multiple-network environ- 
ments,  it is desirable  to  communicate between net- 
works, but  it is not desirable  to completely merge 
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networks. The recently announced SNA Network 
Interconnection function represents an IBM strate- 
gic product response to such requirements.' 

TRAP is an earlier, simpler approach  to the intercon- 
nected network environment. TRAP allows SNA net- 
works to  communicate while still  retaining  some 
degree of autonomy within each network. For the 
IBM Information  Network, TRAP has provided an 

Although TRAP provides  significant 
address  space  isolation between 

interconnected  networks, it does  not 
provide  name  space  isolation. 

interim  capability which will ultimately  be 
migrated to the  full SNA Network  Interconnection 
function. 

TRAP overview 

The IBM Information  Network  has  a significant 
interest in network interconnection. This function is 
required to support both the  internal operations and 
external offerings of the Information  Network. 

In response to  this  interest, an experimental tech- 
nique  has been devised  by personnel of the  Informa- 
tion Network  to minimize the  constraints on net- 
work connectivity. This  approach allows substantial 
address  space isolation between interconnected SNA 
networks. At  the  same time, full resource sharing 
and communication between those networks is 
retained.  These effects are achieved by providing 
address  transformations at the boundaries between 
interconnected networks. The algorithm of the IBM 
Information  Network for executing these transfor- 
mations is called TRAP, since cross-network commu- 
nications are TRAPped and  translated as they  transit 
network boundaries. 

Following are the specific objectives for TRAP: 

To conserve the  addressing  capability of each 
interconnected network by concealing much of 
the  address  space of other networks 
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To ease the interconnection of networks by allow- 
ing each network to retain  its own address  space 
and addressing conventions 

Although TRAP provides significant address  space 
isolation between interconnected networks, it does 
not provide name  space isolation. The usage of 
network names must be coordinated among all  the 
interconnected networks. 

TRAP is implemented via modifications to  the ACF 
Network Control Program  (ACF/NCP), which is 
software that operates in an IBM 3705 Communica- 
tions Controller. 

General  design  considerations. The TRAP mecha- 
nism  provides a solution to  the  current needs of the 
IBM Information  Network. It does not attempt  to 
provide a generalized capability  applicable to other 
environments. Some of the most significant TRAP 
design considerations and  constraints are now 
described. 

Since TRAP is not a  general-purpose solution, it 
cannot be dependent on modifications or extensions 
to SNA. Accordingly, TRAP does not change  the 
transmission formats or protocols used between 
nodes in an SNA network. 

For the  same reasons noted above, no TRAP support 
is included in the base ACF products. All changes to 
those products have been made by the TRAP project 
as unique IBM Information  Network modifications. 

Maintainability considerations caused the TRAP 
design to focus on a single network component. All 
TRAP modifications are limited to ACF/NCP. Within 
the ACFINCP itself, the TRAP design is based on a 
minimum number of  hook points within the control 
program. Wherever possible, TRAP function is pro- 
vided by discrete modules that  operate outside the 
normal ACF/NCP flows. 

Only limited resources were available for TRAP 
development. Accordingly, the TRAP design had  to 
be implemented by a  small project team. This 
consideration was addressed by focusing the design 
on only those basic functions most important to the 
IBM Information  Network. 

IBM announced a  Network Services offering in 
September 1982. This offering allows user networks 
to  attach to  the IBM Information Network. User 
networks have access to  Information  Network com- 
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munications facilities and network management 
services. Also in September 1982, the  Information 
Network was selected to provide a specialized ser- 
vice for the  insurance  industry.  This service, the 

TRAP is essentially  transparent  to 
data and  control  flows  through the 

network. 

Insurance  Communications Service, allows insur- 
ance companies and  agents  to  communicate via the 
Information  Network. As with the  Network  Ser- 
vices offering, the  Insurance  Communications  Ser- 
vice allows the  attachment of user networks. 

It was essential that a viable address  space isolation 
mechanism be available to  support  these new ser- 
vices. These  critical schedule considerations served 
to focus the design and implementation on the 
specific capabilities required by these new services. 

TRAP must not interfere with the normal  communi- 
cation between end users in an SNA network envi- 
ronment. TRAP is essentially transparent  to  data  and 
control flows through  the network. 

The TRAP environment must be manageable.  There- 
fore, the design preserves as many of the normal 
SNA network characteristics as possible. Network 
operators in an interconnected environment will 
perceive few differences because of the presence of 
TRAP. 

Although TRAP is a special-purpose mechanism 
with limited functional objectives, it  must provide 
those functions in a completely reliable manner. 
Accordingly, major emphasis was  given to  a formal 
design and review  process and  to  the inclusion of 
diagnostic tools and aids. 

Concepts  and  terminology. This section provides 
background material which is essential to a  detailed 
discussion of  TRAP. Some concepts and terminology 
are related  to  standard  features of SNA and ACF. 
Other concepts and terminology are specific to  the 
TRAP environment. 
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Figure 1 SNA address structure 

It is not intended to provide rigorous, broadly 
applicable definitions. These concepts and terminol- 
ogy are introduced solely to  facilitate  a discussion of 
TRAP. A  summary of key terminology may be found 
in the Appendix. 

SNA address  structure. TRAP is primarily con- 
cerned with address  transformations.  Therefore,  a 
discussion of TRAP function requires some knowl- 
edge of the SNA address  structure.  A few general 
concepts, as opposed to  formal  architectural defini- 
tions, will provide an  adequate context for this 
paper. 

SNA addresses define the location of communica- 
tions resources within a network. These resources 
normally include terminals, application programs, 
links, and  other physical and logical entities. 

A network address is  composed of two parts-a 
subarea portion and  an element portion as shown  in 
Figure 1. The subarea identifies a  major node 
within a network, such  as  a host or a communica- 
tions controller. The subarea  address is essential to 
routing message units through  the  major nodes of 
the network. The element portion of a network 
address identifies a specific resource, such as a 
terminal or application program. The element 
address is essential to  routing message units within 
a  major node. 

The overall size of the network address is fixed. 
Only the dividing line between the  subarea  and 
element portions is selectable by each particular 
network.  Once  the network address  subarea/ 
element structure  has been decided for a given 
network, that address split applies to  all nodes 
within the network. 

With  standard MSNF integration of SNA networks, 
all network addresses must observe the  same  struc- 
ture. In addition, network address usage must be 



Figure 2 ACF multidomain environment Figure 3 TRAP multinetwork/multidomain environment 
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unique. The same network address  cannot be simul- 
taneously assigned to  multiple resources. 

TRAP creates  an environment in  which each network 
may independently select its own network address 
subarea/element  structure.  Each network may  also 
independently assign addresses to  its resources. 

ACF multidomain environments. A discussion of 
TRAP also requires some familiarity with basic 
concepts of MSNF. 

Figure 4 TRAP multinetwork environment 
(connectivity/flows) 

An ACF domain is the set of logical and physical 
resources that is controlled by a single resource 
manager.  A given network may contain multiple 
domains. Resource usage between domains is con- 
trolled via communication between pairs of Cross- 
Domain Resource Managers (CDRMS). In SNA, the 
logical connection between a resource pair is called 
a session. CDRMs, therefore,  manage  the establish- 
ment of cross-domain sessions. 

CDRM function is typically resident in a  System/ 
370 CPU.  CPUS in a network environment are 
referred  to as host nodes. 

Although MSNF allows multiple domains to be 
combined into  a single network, each domain must 
adhere  to  a common set of network addressing 
standards. In addition,  the resources of each domain 
must be allocated addresses from the common pool 
of network addresses. The common network address 
space limits the growth of existing domains and 
constrains  the incorporation of additional domains. 
Figure 2 depicts this ACF environment. 

TRAP multinetwork/multidomain environments. 
In the  remainder of this  paper, the  term network 
refers specifically to  a communications environment 
consisting of a single address space. If networks can 
communicate among themselves and still retain 
their individual address spaces, a multinetwork 
environment exists. Flows and  functions that oper- 
ate across a network boundary are cross-network. 

TRAP allows substantial  address  space indepen- 
dence among interconnected networks. Each net- 
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Figure 5 Functions of TRAP Node Figure 6 Structure of TRAP Node 

work can retain  its own network address  structure, 
and each network can  manage  its own  pool  of 
network addresses. 

Each network interconnected through TRAP must 
possess one or more CDRMs. In the TRAP environ- 
ment, cross-network flows are also cross-domain 
flows. Figure 3 illustrates both aspects of this com- 
munication. 

The interconnected network environment includes 
two basic network types. A single backbone  network 
supports the TRAP capability.  Multiple attached 
networks are logically and physically connected to 
the common backbone. The connection points are 
backbone  network  communications  controllers 
referred  to as TRAP Nodes. 

A cross-network flow from the backbone network to 
an  attached network is outbound. A cross-network 
flow from an  attached network to the backbone 
network is inbound. 

An  overview of the TRAP multinetwork environment 
is provided by Figure 4. 

TRAP  Nodes. A TRAP Node is a backbone network 
communications controller (an IBM 3705) that con- 
tains TRAP code and  tables. It is the physical 
attachment point for one or more attached net- 

works. In addition  to  its TRAP-related functions 
shown  in Figure 5, a TRAP Node provides normal 
ACF support.  A TRAP Node provides boundary 
network node support for directly attached devices. 
It also provides intermediate network node support 
for intranetwork flows transiting that node. A back- 
bone network may contain one or more TRAP 
Nodes. 

TRAP functions are implemented through extensions 
to  the  standard ACF/NCP. This  control  program is 
modified at selected points to  detect cross-network 
traffic. When such traffic is encountered, control is 
passed to special TRAP routines which perform the 
necessary address  transformations. 

Address translation information is maintained in 
tabular  form.  Some of these  tables are common to 
all TRAP Nodes within the backbone network. Oth- 
ers are unique  to  a  particular TRAP Node. The 
structure of a TRAP Node is illustrated in Figure 6. 

Pseudo  NodeslLinks. The TRAP function causes the 
backbone network and  attached networks to per- 
ceive a physical and logical environment that is 
different from the  actual configuration. This differ- 
ence in perception leads to  the Pseudo  Node con- 
cept. A Pseudo Node  appears  as  a communications 
controller interposed between one or more attached 
networks and  a TRAP Node. 

IBM SYSTEMS JOURNAL, VOL 22, NO 4, 1983 



Figure 7 Physical view of network interconnection 

Figure 8 Pseudo view of network interconnection 

A Pseudo Node manifests itself to each attached 
network as  part of the address  space of that 
attached network. To the backbone network, a 
Pseudo Node  appears  as  part of the backbone 
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network address space. Each TRAP Node  has one or 
more backbone network Pseudo Nodes associated 
with it. 

Physical connectivity between a TRAP Node  and 
each  attached network consists of one or more links. 
To  the backbone network, all connectivity outboard 
of a TRAP Node is represented by a single Pseudo 
Link. This Pseudo Link provides a single link 
appearance for purposes of outboard traffic rout- 
ing. 

Although  attached networks  perceive  Pseudo 
Nodes, they have no need for a Pseudo Link view  of 
physical connectivity. Each communications con- 
troller node in an  attached network is limited to  a 
single physical connection to  the backbone network. 
Hence, for attached networks, there is a complete 
correspondence between perceived and  actual links. 

When an  attached network contains multiple com- 
munications controller nodes, it  may be  possible for 
more than one such node to be physically connected 
to  the backbone network. In the IBM Information 
Network environment, most attached networks will 
be connected to the backbone network via a single 
attached network communications controller node 
and hence via a single physical link. Subsequent 
discussions and  illustrations will emphasize this 
latter environment. 

Figures 7 and 8 compare the physical characteris- 
tics of an interconnected network environment with 
the Pseudo Node/Pseudo Link view  of that same 
environment. In Figure 7, three  attached networks 
are connected to the backbone network. Each 
attached network has  a single cross-network link. 
Two TRAP Nodes provide connection points to  the 
backbone network. 

As shown  in Figure 8, TRAP alters  the  appearance of 
the cross-network  environment. One or more 
Pseudo Nodes  appears  to  be  outboard of each TRAP 
Node in the backbone network. 

For attached networks and for the backbone net- 
work, each Pseudo Node provides a  representation 
or mapping of all cross-network resources accessible 
through  a  particular TRAP Node. To the backbone 
network, all cross-network resources within at- 
tached networks appear  to reside in Pseudo Nodes. 
Likewise, all cross-network resources within the 
backbone network are represented to  attached net- 
works as resources within Pseudo Nodes. 
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A single Pseudo Node, as viewed  by the backbone 
network, can provide a mapping of one or more 
attached networks. Additional Pseudo Nodes  can be 
introduced to provide additional mapping capabili- 
ty. 

An attached network may view one or more Pseudo 
Nodes, as determined by the number of cross- 
network resources to be accessed and by the  map- 
ping capability of each Pseudo Node. 

SNA message units. TRAP supports the multinet- 
work environment by performing address  transfor- 
mations as messages transit  a network boundary. 
The message units processed by TRAP are Path 

Pseudo  Nodes are a mapping device 
for representing  cross-network 

resources. 

Information Units (Plus).  Each PIu consists of a 
Transmission  Header (TH), a RequestIResponse 
Header (RH), and  a RequestlResponse Unit (RU). 
Figure 9 illustrates the internal  structure of a PIU. 

The TH contains  an Origin Address  Field (OAF)  and 
a Destination Address Field (DAF).  The TH serves 
to  route  the PIU to  its  correct  destination. 

The RH provides control information that identifies 
the RU as either  a request or a response and provides 
further  details  about  the RU. 

The RU is the  data portion of the transmission. 
Although it  has no direct role in routing the  PI^, the 
RU may contain imbedded network addresses. 

Network environment. The preceding concepts and 
terminology can now be used to describe the overall 
TRAP network environment. 

An attached network is physically connected to the 
backbone network via a  communications link 
between a TRAP Node  and  a communications con- 
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Figure 9 PIU structure 

PATH tNfORMATlON UNIT , , , I  

TRANSMISSION REQUEST/ REQUEST/ 
HEADER  (TH) RESPONSE  HEADER RESPONSE UNI 

(RH) (RU) 

TRANSMISSION REQUEST/ 
HEADER  (TH)  RESPONSE  HEADER RESPONSE  UNIT 1 (RH) 1 REQUEST/ 

(RU) 

troller in the  attached network. It is possible for a 
given attached network to have multiple physical 
connections to  the backbone network. However, any 
given communications controller in an attached 
network may only have one such connection. 

Various other  constraints  and considerations apply 
to  the definition of a TRAP configuration, but these 
are not essential to  a basic discussion of the cross- 
network environment. 

For each TRAP Node,  it is necessary to  allocate one 
or more backbone network subareas  to Pseudo 
Nodes accessible through that TRAP Node. The 
required number of Pseudo Node  subareas is deter- 
mined by two factors: 

Number of elements per backbone network sub- 
area,  as determined by the backbone network 
address split 
Number of attached network resources to be 
accessible through  a given TRAP Node 

For example, if the backbone network address 
structure allows 1024 elements per subarea,  a single 
Pseudo Node  subarea will  allow cross-network 
access to  that  number of attached  network 
resources. Additional Pseudo Node  subareas  can be 
allocated from the backbone network address  space 
as needed. Each  additional Pseudo Node  subarea 
would provide access to an additional 1024 cross- 
network resources in attached networks. 

Pseudo Nodes are a mapping device for repre- 
senting cross-network resources. They are not asso- 
ciated with specific attached networks. The map- 
ping capability provided by a single Pseudo Node 
may represent cross-network resources in multiple 
attached networks. 

The backbone network subareas allocated to Pseudo 
Nodes are unique.  Since different TRAP Nodes have 
access to disjoint sets of attached network resources, 



different backbone network subareas  must be allo- 
cated to the Pseudo Nodes accessible through  those 
TRAP Nodes. Otherwise,  the backbone network 
would  view different attached network resources as 
having the  same Pseudo Node addresses. 

We provide specific examples of backbone network 
Pseudo Node usage later in the  paper. 

For each  attached network, it is necessary to allo- 
cate one or more attached network subareas  to 
Pseudo Node  representations of backbone network 
resources. These  subareas  are allocated from the 
address  space of each  attached network and have no 
relationship  to Pseudo Node  subareas allocated in 
the backbone network or in other  attached  net- 
works. The two factors  determining  the required 
number of Pseudo Node  subareas  are 

Number of elements per attached network sub- 
area,  as determined by the  attached network 
address  split 
Total  number of cross-network resources in the 
backbone network 

Figure 10 Physical view of sample network  environment 



contains two TRAP Nodes,  and  these TRAP Nodes 
support  a  total of three cross-network physical 
links. 

Attached  network A contains two domains. 
Attached network B is a single-domain network. 
The backbone network also consists of a single 
domain. 

The network addressing structure  and  the CDRM 
functions may be considered part of the logical 
environment, rather  than components of the physi- 
cal environment. However, they are included in this 
figure to  illustrate  potential difficulties in multido- 
main configurations. 

There  are a  total of four domains in Figure 10. This 
multidomain environment is managed  through 
cross-domain communication between CDRM pairs. 
Normal use of the ACF Multi-System  Networking 
Facility would require that all domains utilize the 
same  subarea/element  split for network addresses. 
Furthermore,  all  subarea usage throughout  the 
entire network would be unique.  Otherwise,  correct 
routing of messages would be impossible. 

The  sample environment  clearly violates the 
requirement for uniqueness of subarea usage. 
Within its domain(s),  each network has chosen to 
assign subareas sequentially, starting with subarea 
1 (SA 1). This  technique has produced extensive 
overlapping of subarea usage. The usage may be 
reasonable within a given network, but standard 
MSNF integration of the networks produces a com- 
pletely unworkable configuration. 

The  subarea/element split used  by each network is 
not shown. If these network address  structures were 
different, still another  barrier  to communication 
would exist. 

TRAP Nodes modify the  apparent cross-network 
connectivity. These modifications allow each net- 
work to select its own network address  subarea/ 
element split  and  to define its own network address 
usage. 

Figure 1 1  illustrates  the pseudo view  of the  sample 
network environment. The TRAP Nodes have caused 
the  appearance of Pseudo  Nodes at  the boundary 
between backbone and  attached networks. These 
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Pseudo Nodes allow each network to perceive one 
(or more) additional nodes within the address  space 
of that network. The Pseudo Node conforms to the 
network address split and  subarea usage of the 
network in which it  appears. The Pseudo Node 
provides a  representation of cross-network resources 
in a form acceptable  to  the viewer. 

Physical connectivity across network boundaries is 
unaffected by TRAP. For routing purposes, however, 
the backbone network perceives a Pseudo Link 
rather  than  the  multiple physical links that may 
exist. Since  attached network nodes only have a 
single link to  the backbone network, they have no 
need for the Pseudo Link concept. For attached 
network nodes, there is a complete correspondence 
between the perceived link and  the  actual physical 
link. 

The backbone network accesses different sets of 
cross-network resources through different TRAP 
Nodes.  Therefore,  different  backbone  subarea 
addresses must  be  allocated to the respective Pseudo 
Nodes. Backbone network subarea 4 (SA 4) repre- 
sents a Pseudo Node  that provides access to the 
cross-network resources in domain 1 of attached 
network A. Backbone network subarea 5 (SA 5) 
represents a Pseudo Node providing access to cross- 
network resources in domain 2 of attached network 
A and  to cross-network resources of attached  net- 
work B. 

Each  attached network accesses the full set of 
cross-network resources at each point of connectivi- 
ty.  Since the  same set of backbone network 
resources is accessible through each connection, the 
same  subarea addresses must be allocated to  the 
Pseudo Nodes viewed  by a given attached network. 
Therefore,  attached network A  has two paths  to  the 
resources that  appear to reside in attached network 
subarea 5 .  This  subarea represents a Pseudo Node 
that provides access to cross-network resources in 
the backbone network. 

Attached network B views the  same set of cross- 
network resources, but  these resources are repre- 
sented via a Pseudo Node in the  address space of 
that network. Subarea 3 has been chosen to  repre- 
sent  the Pseudo Node in attached network B. 

The total number of cross-network resources that 
can be  viewed through  a single Pseudo Node is 
dependent on the network address  structure of the 
network in which the Pseudo Node  appears. All the 

element addresses associated with the Pseudo Node 
subarea  are  available for  representing  cross- 
network resources. In the example being discussed, 
each network views a  set of cross-network resources 
that  can be represented by a single Pseudo Node 
subarea. If additional cross-network resources exist, 
additional Pseudo Node  subareas  may be assigned. 

TRAP Nodes  facilitate communication across the 
network boundary between the backbone network 
and  the  attached networks. TRAP Nodes do not 

Network  address  translation is the 
fundamental TRAP process. 

directly affect the network boundaries between 
attached networks. In  Figure 11, attached network 
A  and  attached network B  cannot  communicate 
directly.  They have no physical connectivity, they 
may have different network address  structures,  and 
they have overlapping subarea assignments. 

The  attached networks may, however, communicate 
via the backbone network. The cross-network 
resources of domain 1 in attached network A are 
known to  the backbone network as resources within 
backbone network subarea 4. These  subarea 4 back- 
bone resources can then be defined to attached 
network B as resources within subarea 3 of that 
network. Attached network B would thereby have 
complete addressability  and routing capability  to 
domain 1 of attached network A.  Similar definition 
of cross-network resources to attached network A 
would provide connectivity in the reverse direction. 

TRAP has allowed address  space independence in the 
network environment shown above. However, no 
name  space independence has been provided. All 
cross-network resources must have unique names. 
Furthermore,  each network must  ensure that names 
within that network do not conflict with cross- 
network names known to that network. CDRMs, by 
definition, are cross-network resources. Therefore, 
the CDRMs shown above all have unique names. 
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Figure 12 TRAP address translation 
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Processing. The basic characteristic of the TRAP 
network environment is the  address  space isolation 
between interconnected networks. This isolation is 
achieved through TRAP address  transformations 
performed at  the network boundary. Accordingly, 
network address  translation is the  fundamental 
TRAP process. 

A TRAP Node  detects cross-network Path Informa- 
tion Units (PIUS) and  translates associated network 
addresses. These addresses always include the  Ori- 
gin Address Field (OAF) and  the Destination 
Address Field (DAF) for the PIU. For certain com- 
munications  between CDRMs, the  Request/ 
Response Unit (RU) within the PIU is also examined 
for imbedded network addresses.  Figure 12 depicts 
the TRAP address  translation. 

The address  translation process converts addresses 
that  are valid in the originating network into 
addresses that  are valid within the  destination net- 
work. Resources within the  originating network are 
assigned the  subarea address of a Pseudo Node 
within the  destination network. 

Network  addresses imbedded within RUS typically 
represent resources managed by a  pair of CDRMs. 
The addresses of cross-network resources are 
dynamically exchanged between pairs of CDRMs as 
part of the session establishment process. Transla- 
tion of these imbedded addresses allows a cross- 
network resource to  appear  as  a resource within the 
same  address  space as  the receiving CDRM. 

For outbound transmissions, a TRAP Node  detects 
cross-network flows  by examining the DAF in the 
PIU. If the DAF represents  a  Pseudo  Node  subarea 
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outboard of a given TRAP Node, address  translation 
is required by that TRAP Node. 

For inbound transmissions, a TRAP Node can detect 
a cross-network flow  by reference to  the physical 
link over  which the PIU was received. 

The TRAP function does not require TRAP Nodes  to 
be  session end points for cross-network sessions. 
Accordingly, TRAP Nodes have little sensitivity to 
the  nature or status of such sessions. For normal 
session traffic, TRAP Node processing is limited to 
PIU address  translation. 

TRAP Nodes  do  maintain  a mimimal session aware- 
ness. This awareness includes 

Session initiation/termination 
Session type (e.g., CDRM - CDRM) 

A TRAP Node uses this session information in 
response to  certain network error conditions. The 
session data allow the TRAP Node  to  determine 
which session end points should be notified and 
what form of notification should be used. 

When an error occurs within an  attached network or 
within the backbone network, there may be an 
attempt to  report  this  error across the network 
boundary. For example, if a node in the  attached 
network experiences an outage,  the loss  of the 
associated subarea may be reported over the cross- 
network link. This  outage notification cannot be 
propagated directly into  the backbone network, 
since it refers to  a  subarea in a different address 
space. Accordingly, the TRAP Node  must  intercept 
such notifications and convert any  address refer- 
ences to backbone network equivalents. 



Figure 13 Sample Cross-Network Configuration I 

Similar considerations apply when the backbone 
network attempts  to  report  errors across the  net- 
work boundary. The TRAP Node will intercept these 
notifications and convert them  to  a form usable by 
the  attached network(s). 

The address  translation  tables required by TRAP are 
generated by a special utility  program.  This pro- 
gram is run off-line as a normal batch job  and 
produces a complete and customized set of tables 
for each TRAP Node.  These  tables  can  then be 
link-edited with the control  program for each TRAP 
Node.  Updating of translation  table  information 
requires reloading of the TRAP Node,  but  it does not 
require  regeneration of the ACF/NCP for that node. 

TRAP address translation 

As noted earlier, network address  translation is the 
fundamental TRAP process. This process can best be 
discussed in the context of specific network exam- 
ples. The TRAP algorithm will be described in 
sufficient detail to  illustrate its basic function. 
Detailed design and implementation information is 
omitted. 

Session management,  error  handling,  and various 
other functions are also omitted  from  the following 
discussion. Though  important, they are peripheral 
to  the basic TRAP processes. 

Tables. Several  information  tables are necessary 
within each TRAP Node  to perform cross-network 
address  translations. Two of the most significant are 
described below. The relationship of these  tables to 

the  actual  translation process will be illustrated in 
subsequent discussions of specific cross-network 
environments. 

The Attached  Network  Table  contains  the back- 
bone network addresses of all backbone network 
resources that  are to be known cross-network. This 
table is sorted into ascending order. 

Since  the complete set of backbone network cross- 
network resources is accessible through  each TRAP 
Node,  all TRAP Nodes  contain  an  identical 
Attached  Network  Table. 

The TRAP Node  Table  contains  the  attached  net- 
work addresses of all  attached network resources 
that  are to be known cross-network and  that  are 
accessible via a  particular TRAP Node.  This  table is 
also sorted into ascending order. 

Since  each TRAP Node provides access to  a  unique 
set of attached network resources, each TRAP Node 
contains  a  unique TRAP Node  Table. 

Cross-Network  Configuration I. The cross-network 
configuration in Figure 13 shows a backbone net- 
work and  a single attached network. Details of the 
attached  and backbone network configurations are 
omitted, except as they apply to  representation of 
the cross-network environment. In this cross- 
network configuration, the  attached  and backbone 
networks are connected via a single pair of nodes. 
Within  the  attached network, the  attachment point 
is the communications controller node represented 
by subarea 5 (SA 5). Within  the backbone network, 
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the TRAP Node  has been assigned subarea 6 (SA 6 ) .  
The physical connection between the two networks 
is constrained to a single link, since TRAP allows 
only one cross-network connection between any  pair 
of nodes. In this simple example, the Pseudo Link 
perceived by the backbone network can be mapped 
directly  to  a physical link. 

The  attached network has chosen subarea 9 to be 
used to map iQ  view  of cross-network resources. 
Accordingly, this  subarea  has been assigned to the 
Pseudo Node seen by the  attached network. All 
cross-network resources known to the  attached net- 
work will appear  to reside in subarea 9. The back- 
bone network has selected subarea 7 for its Pseudo 
Node  representation. All cross-network resources 
known to  the  attached network will appear  to reside 
in subarea 7. In this  example,  the  total  number of 
cross-network resources viewed by either network is 
sufficiently small  to  require only a single Pseudo 
Node  subarea in each network. 

The cross-network resources that reside in the 
attached network consist of application programs, 
terminals,  and CDRMs. These resources are identi- 
fied  by network addresses in the  form  (x,y), where 
the  subarea address is represented by x  and  the 
element address by y. Thus,  the cross-network 
resources in the  attached network are associated 
with subareas 5,6,  and 12. 

Cross-network resources within the backbone net- 
work are represented in the same  manner.  As noted 
earlier, backbone network Pseudo Node  addresses 
are assigned  to  represent  the  cross-network 
resources in the  attached network. These are  the 
Pseudo Node addresses (7 , l )  through ( 7 3 ) .  These 
addresses within the backbone network address 
space  may also be considered as cross-network 
resources owned by the backbone network. This 
approach allows attached networks to use the back- 
bone network as a medium for attached-network- 
to-attached-network  communication. 

The address  translation process can be illustrated 
by referencing the preceding network configuration 
and  the corresponding table definitions. Address 
translation will  be described for both outbound and 
inbound flows. 

Outbound processing. When  a TRAP Node receives 
a PIU over a backbone network link, the DAF 
subarea is tested. A  sample is  shown  in Figure 14. If 
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translation 

this  subarea  represents  a Pseudo Node  outboard of 
that TRAP Node,  address  translation proceeds as 
follows: 

1. The  subarea  address 7 and element address (4) 
are extracted from the DAF. 

2. The  subarea  and  element addresses are used to 
calculate an index into  the TRAP Node  Table. 

3. The  attached  network  address (12,l) is 
extracted from the indicated TRAP Node  Table 
entry.  This  represents  the  attached network 
address of the  attached network resource iden- 
tified  by the original DAF. 

4. The DAF field of the PIU is updated with this 
translated  address. The DAF continues to be 
associated with the  same  attached network 
resource. However, the network address  has 
been converted from backbone network form to 
attached network form. 

5 .  The OAF is extracted from the PIU and used as a 
search  argument for the  Attached  Network 
Table. 

6 .  A  binary  search of the  Attached  Network 
Table locates a  matching backbone network 
address. 

7. The displacement of this  matching backbone 
network address within the  Attached  Network 
Table is used to  calculate an index value. This 
index value is further  manipulated  to produce 
an  attached network subarea  and element 
address value. In this example, the calculated 
attached network address is (9,ll).  This repre- 
sents  the  attached network address of the back- 
bone network resource identified by the  original 
OAF. 

8. The OAF field  of the PIU is updated with this 
translated address. The OAF continues to be 
associated with the  same backbone network 
resource. However, the network address  has 
been converted from backbone network form to 
attached network form. 
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Figure 15 Sample inbound cross-network address used to  calculate an index value. This index 
translation value is further  manipulated  to produce a back- 

9. Any imbedded RU addresses would  be proc- 
essed by the  same mechanisms. Either the OAF 
or the DAF translation  technique would  be used. 
The imbedded RU address would be translated 
as an OAF if it represented a backbone network 
resource. Otherwise, it would  be translated  as  a 

10. The PIU is then queued for transmission on the 
link from the backbone network to  the  attached 
network. 

DAF. 

Inbound processing. A  sample of inbound transla- 
tion is  shown  in Figure 15. When  a TRAP Node 
receives a PIU over an  attached network link, the PIU 
is processed as follows: 

1 .  The subarea  address 9 and  element  address 11 
are extracted from the DAF. 

2. The  subarea  and element addresses are used to 
calculate an index into the  Attached Network 
Table. 

3. The backbone  network  address (1 1,8) is 
extracted from the  indicated  Attached Net- 
work Table  entry.  This  represents  the backbone 
network address of the backbone network 
resource identified by the original DAF. 

4. The DAF field of the PIU is updated with this 
translated  address. The DAF continues to be 
associated with the  same backbone network 
resource. However, the network address  has 
been converted from  attached network form  to 
backbone network form. 

5 .  The OAF is extracted from the PIU and used as  a 
search  argument for the TRAP Node  Table. 

6. A binary search of the TRAP Node  Table 
locates a  matching  attached network address. 

7. The displacement of this  matching  attached 
network address within the TRAP Node  Table is 

bone network subarea  and eiement address 
value. In  this example, the  calculated backbone 
network address is (7,4). This represents the 
backbone network address of the  attached  net- 
work resource identified by the original OAF. 

8. The OAF field  of the PIu is updated with this 
translated  address.  The OAF continues to be 
associated with the  same  attached network 
resource. However, the  netwihk  address  has 
been converted from attached network form to 
backbone network form. 

9. Any imbedded RU addresses would  be proc- 
essed  by the  same mechanisms. Either  the OAF 
or the DAF translation  technique would be used. 
The imbedded RU address would  be translated 
as  an OAF if it represented an  attached network 
resource. Otherwise, it would  be translated as a 
DAF. 

10. The translated PIU is then queued for transmis- 
sion within the backbone network. 

Cross-Network  Configuration 11. The cross-network 
configuration in Figure 16 shows a backbone net- 
work and two attached networks. Details of the 
attached  and backbone network configurations are 
omitted, except as they apply to  the  representation 
of the cross-network environment. The primary 
intent of this network example is to  illustrate  a more 
complex TRAP environment. Address translation 
will  be described for flows between CDRM 1 in 
attached network A  and CDRM 2 in attached  net- 
work B. The backbone network will  be a  transit 
medium for this communication. 

In  this cross-network configuration, it is assumed 
that each  attached network connects to  the back- 
bone network via a single physical link. Thus,  there 
is a complete equivalence between physical links 
and Pseudo Links in this example. 

Each  attached network can  communicate with 
cross-network resources in the backbone network. 
Each  attached network can also communicate with 
cross-network resources in the other  attached  net- 
work  via the backbone network. 

Attached network A  has chosen subarea 9 for its 
Pseudo Node view  of cross-network resources. All 
cross-network resources known to  attached network 
A will appear  to reside in this  subarea.  This is true 
for cross-network resources within the backbone 
network and within attached network B. 
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cross-network resources known to  attached network 
B will appear  to reside in this  subarea.  This is true 
for cross-network resources within the  backbone 
network and within attached network A. 

The backbone network has selected subarea 4 for 
the Pseudo Node  that  appears  outboard of the 
subarea 2 TRAP Node.  Thus,  all cross-network 
resources in attached network A  appear  to  reside in 
subarea 4. The Pseudo Node  outboard of the 
subarea  1 TRAP Node  has been assigned subarea  3 
and  provides  addressability  to  cross-network 
resources in attached network B. 

The backbone network view  of an  attached network 
is itself identified as a cross-network resource  to  all 
attached networks. It is this  mechanism that allows 
attached networks to communicate with one  anoth- 
er.  The following discussion provides an overview of 
attached-network-to-attached-network  communi- 
cation. 

The translation  example will  involve a flow from 
CDRM 1 in attached network A to CDRM 2 in 
attached network B. 

Inbound processing. Following are  the steps for 
inbound processing for the example of Figure 17: 

1. When  attached network A sends a PIu to 
attached network B, that transmission is initially 
treated  as  an inbound message by the  subarea 2 
TRAP Node. 

2. As described in Cross-Network Configuration I, 
the DAF and OAF are extracted  from the PIU. 

3. The DAF is used in conjunction with the 
Attached  Network  Table  to  determine  the  back- 
bone network address for CDRM 2 in attached 
network B. 

4. The OAF is used in conjunction with the TRAP 
Node  Table  to  determine  the backbone network 
address  for CDRM 1 in attached network A. 

5 .  This processing yields a  value of (3,l) for the 
DAF and (4,l)  for the OAF. The  appropriate PIU 
fields are updated with these  backbone network 
addresses. 

6 .  Any imbedded RU addresses are also translated. 
If such an address  refers  to an  attached- 
network-A resource, it is translated  as for an 
inbound OAF. If an imbedded RU address  repre- 
sents an  attached-network-B resource, it is trans- 
lated as for an inbound DAF. 

Figure 17 Sample inbound cross-network address 
translation 

ArrACHE 

.RAF DAF 

7. The PIU is then  queued for transmission within 
the backbone network to  the  subarea  1 TRAP 
Node. 

Outbound processing. Following are  the outbound 
processing steps for the example of Figure 18: 

1. When the PIU from  attached network A  reaches 
the  subarea 1 TRAP Node, the transmission is 
treated  as  an outbound message unit. 

2. As described in Cross-Network Configuration I, 
the DAF and OAF are extracted  from the PIU. 

3. The DAF is used in conjunction with the TRAP 
Node  Table  to  determine  the  attached network B 
address for CDRM 2 in attached network B. 
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Figure 18 Sample outbound cross-network address 
translation 

4. The OAF is used  in conjunction with the 
Attached  Network  Table  to  determine  the 
attached network B address for CDRM 1 in 
attached network A. 

5 .  This processing yields a value of (12,l) for the 
DAF and (1 3 , l )  for the OAF. The  appropriate PIU 
fields are updated with these  attached network B 
addresses. 

6. Any imbedded RU addresses are also translated. 
If such an address  refers to  an  attached network 
A resource, it is translated as for an outbound 
OAF. If  an imbedded RU address represents an 
attached network B resource, it is translated as 
for an outbound DAF. 

7. The PIU is then  queued for transmission to 
attached network B. 

TRAP operational considerations 

The operational  characteristics of a TRAP environ- 
ment are not greatly different from a  standard 
MSNF environment. Cross-network resources are 
represented with translated addresses, but  they 
otherwise appear  as normal cross-domain resources. 
Cross-domain communication and protocols across 
a network boundary are not affected by TRAP. 

Resource ownership cannot be transferred across a 
network boundary.  Although resources can be 
shifted between domains within the  same MSNF 
network, this is not possible when the  domains 
reside in separate networks. The cross-network view 
of resources and configurations is neither complete 
enough nor accurate enough to allow such resource 
transfer. 

Problem determination in a TRAP environment is 
complicated by the lack of an end-to-end view  of 
sessions and flows. All flows appear  to  terminate 

within the address space of each network. Each 
domain within a network may perform normal 
problem determination activity for the resources 
that it  manages. An end-to-end perspective requires 
the coordination of these individual domain activi- 
ties and  the reconciliation of multiple  address  struc- 
tures. 

For backbone network routing purposes, cross- 
network links attached  to  a given TRAP Node are 
viewed as a single Pseudo Link. For purposes of 
activation, deactivation, and problem determina- 
tion, these physical links appear  as normal cross- 
domain links to network operators in both the 
attached  and backbone networks. 

Cross-network flows must be controlled to ensure 
that network addresses are not exchanged as  data 
between users. TRAP will translate  any imbedded 
RU addresses defined by SNA. If end users include 
network addresses as  part of an unformatted data 
stream, TRAP will not detect  these addresses and 
will  be unable  to provide the necessary translation. 
Since  all  architecturally defined RUs are processed 
properly, this  constraint is unlikely to have any 
practical effect on network operation. 

Some ACF functions are prevented from  operating 
across a TRAP boundary.  A  detailed discussion of 
these restricted functions is  beyond the scope of this 
paper. The functional  limitations  stem from imple- 
mentation resource and schedule considerations. 
TRAP has no intrinsic design limitations on full ACF 
function. Flows and functions contained entirely 
within an  attached  or backbone network are not 
restricted by TRAP. 

All TRAP functions, flows, and configurations dis- 
cussed in this paper are fully achievable with the 
basic TRAP implementation. 

TRAP performance characteristics 

Common performance  parameters include storage 
requirements, execution cycle requirements,  and 
response times. The TRAP implementation  has been 
carefully  analyzed from these standpoints. 

TRAP depends on statically defined tables in achiev- 
ing its  address  translation functions. These  table 
structures can become significant in size. Although 
a detailed explanation of TRAP storage usage is 
beyond the scope of this  paper,  a  general  storage 
requirement  can be defined. For large cross- 
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network environments involving multiple TRAP 
Nodes, multiple attached networks, and several 
thousand terminals, 50K to 60K bytes of communi- 

TRAP depends on statically  defined 
tables in  achieving its address 

translation  function. 

cations controller storage is adequate for both TRAP 
code and  tables.  In the IBM Information  Network 
environment, this increased storage use has been 
acceptable. 

Detailed analysis of the overhead required for 
address  translation  had  indicated  a negligible 
impact on communications controller utilization. 
Although TRAP performs some additional process- 
ing for session initiation/termination  and for cer- 
tain network error conditions, the basic TRAP func- 
tions  add  little  to  communications  controller 
processing. 

TRAP has undergone extensive testing with the 
Teleprocessing Network  Simulator (TPNS). This 
testing involved a multiplicity of links, link protocols 
(Synchronous Data Link Control, or SDLC, and 
binary synchronous communication, or BSC), termi- 
nal types, transaction profiles, and applications. No 
perceptible impact on end user response time was 
introduced by the address  translation process. 

TRAP production usage 

The first TRAP cross-network flows were achieved in 
April 1982. Since that time, TRAP has undergone 
extensive testing with a wide variety of hardware 
and  software combinations in the backbone and 
attached networks. 

TRAP was phased into full production in the IBM 
Information  Network  during  August  and  Septem- 
ber 1982. This production usage required TRAP to 
support interconnection of the Information Net- 
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work development and production networks. In  this 
environment, the development network assumes the 
role of an  attached network, and  the production 
network serves as  the backbone network. Relative  to 
using  normal MSNF connectivity,  the TRAP 
approach  has provided a net savings of approxi- 
mately 25 percent of the backbone network address 
space. 

In addition to  internal use of TRAP by the Informa- 
tion Network,  all  external services and offerings 
that involve MSNF attachment of user SNA networks 
are based on TRAP. Current examples are  the  Net- 
work Services and  Insurance Communications Ser- 
vice offerings. 

Summary 

The integration of SNA networks becomes more 
frequent as such networks increase in size and 
number.  This  integration provides enhanced oppor- 
tunities for sharing resources among networks. 

When SNA networks are merged through  the  stan- 
dard ACF Multisystems Networking Facility, these 
networks effectively become a single entity. All 
portions of this new network must share  the use of 
certain resources. One  critical resource is the pool  of 
network  addresses.  Networks that  are joined 
through  the  standard ACF  MSNF capabilities  must 
share  this finite quantity of network addresses and 
must observe common usage standards for those 
addresses. 

TRAP is an experimental  technique that alleviates 
some difficulties in the multiple-network environ- 
ment. It is an algorithm that has been developed by 
the IBM Information  Network  to meet its specific 
needs. Although TRAP is a limited solution, it illus- 
trates one means to achieving address  space isola- 
tion between networks. TRAP also provides a  refer- 
ence point for investigating and  evaluating more 
sophisticated approaches to interconnected net- 
works, such as the recently announced SNA Net- 
work Interconnection function. 

This paper has described both the  conceptual basis 
and  the implementation of the TRAP algorithm. 
TRAP causes interconnected networks to perceive an 
environment that is substantially different from the 
actual network configuration. These modifications 
to cross-network perception allow each network to 
retain essentially independent network address 
usage. 



TRAP is implemented via extensions to the ACF 
Network  Control  Program that operates in the IBM 
3705 Communications  Controller node. TRAP plays 
an important role in the interconnection of both 
internal  and  external networks and  as such  has 
provided a reliable, useful response to  the specific 
requirements of the IBM Information  Network. 
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Appendix: TRAP glossary 

Definitions have been  provided for significant 
TRAP-related terminology. These definitions are 
intended to  facilitate an understanding of TRAP 
concepts. They are not intended to provide rigorous 
definitions in any  broader  context. 

ACF - Advanced Communications Function is a 
set of IBM programs that provides communica- 
tions capabilities based on SNA. 

ACFJNCP - ACFJNCP is the  Network  Control Pro- 
gram  that operates in the IBM 3705 Communica- 
tions Controller. TRAP function is achieved by the 
addition of code and  tables  to  the  standard ACF/ 
NCP. 

Attached network - This  term  refers  to  any of 
several networks that may be attached  to  the 
backbone network.  These networks are not 
required to have any TRAP sensitivity and com- 
municate with the backbone network using nor- 
mal MSNF (see backbone network). 

Attached  Network  Table - This  term refers to one 
of several tables  required by TRAP Nodes to 
perform address  translation. The  attached  Net- 
work Table  contains the backbone network 
address of all backbone network resources that 
are to be known across the network boundary 
(cross-network). 
Since  each TRAP Node provides access to the 
complete set of backbone network cross-network 
resources, all TRAP Nodes have an identical 
Attached  Network  Table. 

Backbone network - The backbone network is the 
network owning and controlling the TRAP Nodes 
(see attached network). 
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CDRM - The Cross-Domain Resource Manager is 
the  function within an SNA domain that manages 
resource usage across domain boundaries. 

Cross-domain - This adjective pertains  to re- 
sources or functions that  are seen across or that 
operate across a domain boundary. Use of 
resources across a domain boundary requires 
communication between a pair of Cross-Domain 
Resource Managers.  Communication  through  a 
TRAP Node is cross-domain communication. 

Communications controller - The IBM 3705 Com- 
munications Controller is a transmission control 
unit that provides many of the line control func- 
tions required by a communications environment. 
The control program for this node is ACFJNCP. 

Cross-network - This adjective pertains to re- 
sources or functions that  are seen across a TRAP 
Node or that operate across a TRAP Node. Com- 
munication through  a TRAP Node is cross- 
network communication. 

DAF - The Destination Address Field in the TH 
indicates  the network address  to which a PIU is to 
be sent. 

Domain - This  term refers to  the set of logical and 
physical resources managed by a single resource 
manager within an SNA network. An SNA net- 
work may be  composed of multiple domains  and 
may therefore contain multiple resource man- 
agers.  Interactions between domains  require 
communication between Cross-Domain Resource 
Managers. 

Host - A host consists of a  System/370 CPU and 
its associated ACF access method. The host node 
is typically the focal point for resource ownership 
and  management within a network domain. The 
TRAP implementation does not  involve any modi- 
fications to host nodes. 

IBM Information Network - The IBM Information 
Network is a computing and network complex 
that allows a wide range of users access to appli- 
cations, data banks, and productivity tools. This 
access is primarily  through user terminals con- 
nected to  this SNA-based network. 
With TRAP, this connection capability is extended 
to include user networks. These user networks use 
the ACF  MSNF to  communicate with the IBM 
Information  Network. The Network Services and 
Insurance  Communications  Service offerings 
provide attachment based on TRAP. 
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Inbound - This adjective describes flows that pro- 
ceed from an  attached network to  the backbone 
network. 

MSNF - This acronym stands for Multisystems 
Networking Facility and refers to  the  standard 
ACF functions in support of multiple domain 
environments. 

Network - In the context of this  paper,  a network 
is a collection of SNA logical and physical 
resources that  are grouped into one or more 
domains. An SNA network is characterized by a 
common address space. TRAP allows interconnec- 
tion of multiple SNA networks while substantially 
maintaining  the independent nature of each  net- 
work. Thus, communication through  a TRAP 
Node is cross-network communication. 

OAF- The Origin Address Field in the TH indi- 
cates the network address from which a PIU has 
been sent. 

Outbound - This adjective describes flows that 
proceed from the  backbone  network  to an 
attached network. 

PIU - The  Path Information  Unit is a message unit 
typically consisting of TH,  RH, and RU. 

Pseudo Link - This  term refers to  the link that 
appears  to connect a TRAP Node with one or more 
Pseudo Nodes. There may be multiple attached 
networks with multiple physical connections to  a 
given TRAP Node. From the  standpoint of back- 
bone network routing, these multiple physical 
links appear  as a single Pseudo Link connection 
to  a Pseudo Node. 
A single Pseudo Node  appears  directly accessible 
via the Pseudo Link. All other Pseudo Nodes 
accessible from a given TRAP Node  appear to be 
outboard of this  adjacent Pseudo Node. 

Pseudo  Node - This term refers to one or more 
communications controller nodes that  appear to 
be interposed between the  attached network and 
the backbone network. These nodes do not in fact 
exist. However, TRAP creates  the illusion of addi- 
tional communications controller nodes, as seen 
by both the  attached  and backbone networks. 
A Pseudo Node  appears  to  the backbone network 
as though it were in a  separate domain within the 
backbone network. A Pseudo Node is represented 
as a  normal backbone subarea  outboard of a 
TRAP Node  and is subject  to  standard  routing 
definitions within the backbone network. 
The  attached network has  a  similar view  of 
Pseudo Nodes. A Pseudo Node  appears  to reside 
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in a  separate domain within the  attached net- 
work. Standard routing definitions apply within 
the  attached network. 

RH - The Request/Response  Header follows the 
TH in the PIU and  contains  control  information 
about the request or response. A  Request  Header 
(RH) is normally followed  by a  Request  Unit 
(RU). A Response Header (RH) is optionally 
followed by a Response Unit. 

RU - The Request/Response  Unit (RU) is a mes- 
sage  unit contained within a PIU and preceded by 
an RH. A  Request  Unit (RU) contains  informa- 
tion such as a request code, end user data, etc. A 
Response Unit (RU) contains positive or negative 
response information  related  to  a previous 
request. 

SNA - Systems  Network  Architecture is a compre- 
hensive specification of formats  and protocols for 
communications environments. 

SNA Network Interconnection - The recently an- 
nounced, strategic IBM response to the multiple- 
network environment. This  function provides 
name  and  address  space isolation between com- 
municating networks. 

TH - The Transmission Header is the portion of a 
PIU that provides routing information for mes- 
sage  units  sent  through  a network. It precedes the 
RH and RU. 

TPNs - The Teleprocessing Network  Simulator is 
a  program product that allows simulation of a 
wide range of communications environments. 
TPNs is commonly used to  analyze  the per- 
formance of network components under load. 

TRAP - An  interim,  experimental network inter- 
connection capability implemented by the IBM 
Information  Network. TRAP provides address 
space isolation between communicating  net- 
works. 

TRAP Node - This  term refers to  a communica- 
tions controller node that provides TRAP function. 
This function is achieved through  the  addition of 
code and  tables  to  the  standard ACF/NCP in the 
communications controller node. 

TRAP Node  Table - This  term refers to one of 
several tables required by TRAP Nodes  to perform 
address  translation. The TRAP Node  Table con- 
tains  the  attached network addresses of all 
attached network resources that  are to be known 
cross-network and  that  are accessible via a  partic- 
ular TRAP Node. 



Since  each TRAP node provides access to a  unique 
set of attached network cross-network resources, 
each TRAP Node  has  a  unique TRAP Node  Table. 
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