
Series/  1-based 
videoconferencing system 

by D. Anastassiou 
M. K. Brown 
H. C. Jones 
J. L. Mitchell 
W. 8. Pennebaker 
K. S. Pennington 

Discussed is a  new  videoconferencing system that 
has been  developed  and  deployed at several ISM 
locations. This system transmits high-quality mon- 
ochrome, freeze-frame  images over dial-up tele- 
phone lines between  two (or three)  dedicated vid- 
eoconferencing rooms. There are  two main system 
components. An ISM Series/ 1 provides control, 
communication, data compression, and  storage, 
and a Grinnell GMR-270  image processing display 
system implements image acquisition, processing, 
and video buffering functions. Conference  partici- 
pants may choose either a basically black and 
white rendering  of an image for fast transmission 
or a continuous-tone rendering with a longer trans- 
mission time. Details are given regarding the sys- 
tem configuration, function, and  operation. 

T he increasing cost of business travel  makes the 
ability  to  conduct business meetings via tele- 

conferencing an  attractive  alternative. Reduction in 
cost of business meetings provides the  current major 
impetus for the development of suitable teleconfer- 
encing and videoconferencing systems. Also, the 
development of these systems may substantially 
influence future office communications  and result 
in a significant improvement in the  ability of geo- 
graphically  remote business units  to  communicate, 
coordinate,  and conduct joint  programs. At  the 
present time,  our experience suggests that execu- 
tives and professionals are willing to use some form 
of teleconferencing. Technological trends  indicate 
that  the functional  capabilities of teleconferencing 
and videoconferencing systems will continue to 
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improve and  communication costs will decrease. 
Thus, teleconferencing functions of various types 
seem likely to  emerge  as  a  major component in 
offices of the  future. 

When  it is viewed as  an  area of technical  and 
business activity, teleconferencing may be divided 
into  the following four  major  categories: 

Audio teleconferencing. 
Audio teleconferencing with graphics  assist. 
Freeze-frame videoconferencing. 
Full-motion videoconferencing. 

Recently,  a fifth form of conferencing, namely, 
shared-screen  computer  conferencing,  has also 
gained recognition as a useful form of business 
interaction.”* 

Audio teleconferencing via the telephone network 
originated more than  forty  years  ago.  It  can be used 
for group conferences and has the definite advan- 
tage that individuals at many separate locations can 
be linked into such conferences with access to a 
telephone only. Audio teleconferencing is a useful 
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tool, although it lacks the ability  to  communicate 
visual information. 

Videoconferencing, on the  other  hand,  attempts  to 
replicate closely the normal environment of a busi- 
ness meeting, and  thus minimizes the need for 
participants to develop a new set of communication 
skills. Full-motion color videoconferencing with 
large-screen projection monitors provides a  meeting 
environment that most closely resembles the face- 
to-face  environment  present in  most business meet- 
ings. However, the  large transmission  bandwidth 
required to provide an  adequate full-motion rendi- 
tion of the proceedings results in relatively high 

The key to this  faster  response is 
data compression. 

transmission costs. These costs, which presently are 
of the order of $2400 per hour,3 are  appropriate for 
meetings with large  numbers of participants- 
stockholder meetings, company-wide  branch office 
meetings, tele-education,  etc. The benefits of full- 
motion videoconferencing are far more difficult to 
justify on a basis of cost for the majority of small 
business meetings. 

Freeze-frame videoconferencing, as  the  name 
implies, does not give the conferees the benefits of a 
full-motion rendition of the events taking place at 
the remote  meeting  site. It does, however, provide a 
meeting  environment in which the  participants  can 
exchange pictorial and  graphic  information, in 
addition to the  normal voice communications. 
Usually, the freeze-frame  images are  transmitted 
over low-bandwidth  communication  channels. 
Thus,  the cost per meeting hour is significantly 
lower than  the cost of full-motion videoconferenc- 
ing. A  number of freeze-frame videoconferencing 
systems are  capable of transmitting  images in one  to 
two minutes over ordinary telephone lines, the cost 
of which is in the  range of $40-$90 per hour.  This 
makes practical the application of videoconferenc- 
ing to smaller business meetings. The one-to-two- 
minute transmission times, however, are considered 
by many meeting  participants to inhibit the free 
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exchange of information.  Higher-bandwidth leased 
lines can be used to achieve higher-speed transmis- 
sion, but they are significantly more expensive. 

The  Series/ 1 -based videoconferencing system de- 
scribed in this paper transmits  images by digital 
techniques  faster  than typical for systems utilizing 
dial-up telephone lines (4.8  kbits per second). The 
key to  this  faster response is data compression. 

For exact  reproduction of continuous-tone mono- 
chrome  images, compression can  reduce the time by 
a  factor of only about  three. If a  high-contrast 
approximation of the original image is sufficient, 
the  data can be reduced to  a much greater  extent.  A 
good example of this is the  current generation of 
digital facsimile machines, which first reduce the 
image  to  a  black-and-white form and  then  further 
compress it by factors of ten to  thirty  to achieve 
subminute transmission times for a full page. For 
gray-scale images, tradeoffs are also made between 
faithfulness of the decompressed image  to  the origi- 
nal image  and the  amount of compression obtained. 
The process of maximizing the compression, while 
maintaining excellent image  quality, is still an  art. 
(Figures 2B, 4, 5 ,  6 ,  and 7 are images produced by 
the videoconferencing system discussed in this 
paper.) 

A key factor in the final image  quality is the number 
of samples  taken of the image. The  Series/l video- 
conferencing system uses an  image  format of 512 
pixels per line (picture  elements)  and  480 lines per 
image.  This is compatible with a  National Televi- 
sion Standards  Committee (NTSC) format  and is 
well-matched to  higher-performance  cameras  and 
displays. Image processing techniques are used to 
maximize image  quality within the constraints of 
this  format  and  the encoding techniques used. 

Also, several aspects of the system discussed in this 
paper help provide good human  factors. The system 
is quite easy to  operate because most of the basic 
operations  can be performed by pressing one or two 
buttons on a control console. Fast response is 
obtained by providing two modes of operation:  a 
high-speed graphics mode (much like facsimile), 
which is suitable for line copy or text;  and  a slower 
continuous-tone mode for images that  are not 
intrinsically black and  white.  Typical images of 
graphics  materials (i.e., most of the visuals pre- 
sented in business meetings) are  transmitted in nine 
to twelve seconds. Typical  gray-scale  images  (e.g., 
the persons in the videoconferencing rooms) are 
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Figure 1 A typical conference room 

transmitted in 30-40 seconds, at 4.8 kbit-per- 
second rates with image  quality sufficient for 
almost  all needs. The image processing and com- 
pression techniques are sufficiently robust that most 
images can be sent by either  technique with accept- 
able  results. 

The IBM videoconferencing  system  has been 
designed for use with dial-up lines. This  makes 
possible immediate access (given that  the dialed 
room is free)  to  any  part of the system,  without prior 
commitment  to  dedicated leased lines. Cost-attrac- 
tiveness improves considerably when the telephone 
cost is incurred only with actual usage. 

System  functions 

The IBM videoconferencing system is structured for 
communication between two (or three)  dedicated 
rooms. The facilities in each room are designed for 
groups of up to seven people. Both audio  and 

freeze-frame video information are exchanged over 
normal dial-up telephone links. 

Figure 1 is a  photograph of a  typical videoconfer- 
ence room. The conferees position themselves 
around  a  tapered  table  facing  the  three 23-inch 
television monitors recessed into the wall at  the 
front of the room. In two-way conferencing, one of 
the monitors displays an  image of the people in the 
other room, another monitor displays an image of 
the most recently transmitted foil or similar  graph- 
ics material,  and  the  third monitor is used to display 
images recalled from storage.  In three-way confer- 
encing, this  third monitor might be used for a 
“people picture” of the second remote room. 

In each room, one of the  participants  operates  a 
control console that is inset in the  table, as shown in 
Figure  2A.  A block diagram of the control console 
buttons is shown in Figure 2B. This console is used 
for camera selection, camera  control,  and  functional 
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Figure 2 (A) Control console; (6) Diagram of the control 
console buttons 
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control of the system. The small  (%inch) screen 
associated with the console is used for monitoring 
live video from the selected camera  and for review 
of images recalled from local storage. 

The  camera  at  the  front of the room has a fixed- 
focus, wide-angle lens for viewing the people seated 
around the  table. Images  acquired from this  camera 
are always sent as continuous-tone  (gray-scale) 
images and  are not retained on disk in either 
system. 

There  are two other  cameras.  One is mounted in the 
ceiling and pointed down at  an  area on the  table 
adjacent  to  the control console as input for transpar- 
encies and  other  graphics on the  table.  The other 
camera is directed  toward  a chalkless board or an 
easel to pick up  information  written  and displayed 
there. Both of these cameras have motorized zoom 
lenses that  the operator  adjusts  from the control 
console using the ZOOM and FOCUS controls. For 
these latter two cameras, the image may be sent in 
either  a  gray-scale mode (8  bits per pixel) or as a 
primarily  black-and-white  image (1  to 2 bits per 
pixel). These modes are selectable, using the GRAY- 
TONE button shown in the middle of Figure 2B. 
Once  the transmission mode has been selected, 
pressing the SEND button starts  the encoding and 
transmission of the image  to  the  other  site(s). As the 
image is transmitted,  it is painted on the graphics 
monitor of the sending room. It is also stored on disk 
in both the sending and receiving systems. If STOP- 
RESET is pressed before transmission is completed, 
the transmission is terminated  and  the  stored com- 
pressed data for that image are discarded by both 
sender  and receiver. The RECEIVE light  indicates 
that  the system is receiving image data from 
another room. 

The console operator in either room can review the 
images previously stored on disk by selecting input 
from STORAGE and  sequentially pressing FORWARD 
or REVERSE. These  images are viewed only on the 
console monitor, leaving the images on the  large 
monitors at  the front of the room undisturbed.  If, 
however, SEND is depressed while input  from STOR- 
AGE is selected, the image  currently viewed  on the 
small monitor in that room is decoded simulta- 
neously in both rooms on the  large monitors used for 
image recall. 

The PREVIEW function has not yet been imple- 
mented.  When  available,  it will  allow the operator 
to view a processed image on the console monitor. 
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That image is to be transmitted  and saved without 
disturbing the images on the room monitors  until 
SEND is pressed. 

A Tektronix  4634  Image  Forming  Module supplies 
hard copy from  any of the monitors at  the  front of 
the room. The PRINT LEFT, PRINT CENTER, and 
PRINT RIGHT buttons control this  function. 

On  another  small control panel (not shown) is an 
END CONFERENCE button. Pressing this  button 
once puts the system into local mode, allowing 
review of the conference images without the need 
for a  communication  link. Pressing the button  a 
second time completely terminates  the session. 
Images are saved on diskette at this  time, if that 
option is requested. The image files  on the  hard disk 
are erased,  and  the system is recycled to start  the 
next conference. 

System configuration 

The  hardware configuration of the  system is  shown 
pictorially in Figure 3. The  heart of the videoconfer- 
encing system is an IBM Series/ 1, which is located 

Communication  tasks are handled by 
two IBM  Bisync  Single  Line 

attachments. 

in an  adjacent equipment room, along with the 
image processing and display subsystems  and  other 
necessary hardware. In addition to carrying  out  the 
normal system functions, the  Series/ 1 senses opera- 
tor  requests,  controls the communication links, 
manages  image  storage  functions,  generates pro- 
gram instructions for the image processing and 
display subsystem,  and does the  actual compression 
and decompression of the image data. 

The  entire software  system  runs  under CM1-the 
Communications  Monitor  software  package- 
which, in turn, runs  under  the  Realtime  Program- 
ming System (RPS) in the  Series/l.  The compres- 
sion and decompression and the image processing 
code comprise a  separate  software  package  that is 
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Figure 3 Configuration of the vldeoconferencing system 
hardware 

called as  a  subroutine by control code. This  package 
runs as  an applications  program  under CMl. 

Communication  tasks are handled by  two IBM 
Bisync Single  Line  attachments.  Each  attachment 
communicates with an IBM 3845-12  encryption box 
and  then  through IBM 3864-2 modems to data 
phones that  are connected to switched-network- 
voice-grade lines. The modems typically transmit at 
4.8 kbits per second. 

The  data link between the  Series/l  and Grinnell 
GMR270 is through the IBM Programmable Cycle- 
Stealing  Digital  Input/Digital  Output (DI/DO) 
attachment.  Since each  image  contains roughly 
one-quarter million bytes of data,  the high-speed 
data link is essential. The processing of a  graphics 
image  requires more than 20 000 bytes of instruc- 
tions to the image processor, which is another 
reason for the high-speed link. 

The control console is monitored by the IBM Inte- 
grated  Digital  Input/Digital  Output (DI/DO) 
attachment.  The  same  attachment also controls the 
video switching as well as  the lights that inform the 
operator  about  current system activities  and  status. 

The system uses both an IBM 4963 disk drive and  a 
IBM 4964 diskette  drive for nonvolatile storage. The 
disk has  a  29-megabyte  capacity. The diskette  can 
read/write single- or double-sided 8-inch  diskettes. 
Typical  graphics images compress to approximately 
3000 bytes, while gray-scale images compress to 
about  15 000 bytes. A conference  rarely  requires 
more than  twenty  to  thirty images, most of which 
are compressed in the graphics mode. Conse- 
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quently,  the images from a single conference  can 
easily be stored  during  the conference, and  a single 
8-inch  diskette is usually sufficient for long-term 
storage of conference images. As noted earlier, if 
the images are not saved on diskette  they will be 
lost. For security reasons, images are erased when a 
conference is terminated.  Images saved on diskette 
can be preloaded for a  later conference if desired. 

The IBM 4978 display and keyboard and  the IBM 
4974  printer are used primarily  during system ini- 
tialization  and for diagnostic  reporting. The  audio 

The  graphics  image type is selected 
when the  desired  image  is  basically 

black  and  white  in nature, 

link is through  a  Conference 2000 half-duplex sys- 
tem.  This  unit, consisting of an  omnidirectional 
microphone and  speaker  system, is anchored at  the 
center of the table. 

Videoconferencing has been in use in IBM for  many 
years. An earlier system used a NEC DFP-7548-TR 
Telephone Video System, coupled with a  small IBM 
computer that is not available c~mmercially.~ 
Images  captured with this  equipment have a  format 
of 384 pixels by 254 lines. A  requirement for the 
system that is being discussed in this  paper is the 
ability  to  communicate with rooms having the low- 
er-resolution format.  The older rooms were retrofit- 
ted with Series/ 1s so that communication  compati- 
bility would  be straightforward. In the older rooms, 
the  Series/ 1 performs all the image processing and 
format  translation, compression and decompres- 
sion, system control,  and  image  storage  functions. 

Image processing  and  compression 

As noted earlier, two distinct types of images are 
transmitted:  gray-scale  images  and  graphics 
images. The graphics  image type is selected when 
the desired image is basically black and white in 
nature. However, sections of the document  contain- 
ing material  that does not fit this  assumption (e.g., 
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photographs) are usually rendered recognizably. 
The gray-scale  algorithm is generally used when the 
image is basically continuous in tone. At  the  same 
time,  any  text is sent with virtually no  loss of 
quality,  compared  to the original  source  image. 
Only an outline of the image processing and com- 
pression algorithms used in the  system is presented 
here. (The algorithms will  be described in greater 
detail in forthcoming  publications.) 

Gray-scale  algorithm. When an image is com- 
pressed using the gray-scale  algorithm,  the full- 
frame video image is separated  into two fields for 
the encoding process. The first field contains the 
even-numbered lines, and the second field contains 
the odd-numbered lines. 

Encoding  the  first  field. The first field  is encoded by 
a Differential Pulse Code Modulation (DPCM)- 
related te~hnique ,~  in which many modes of opera- 
tion produce  a  variable-bit-rate code. To encode a 
current pixel, the pixel values to  the left ( A ) ,  above 
and  to the left ( B ) ,  and above (C) the  current pixel 
are used to  estimate  the value of the  current pixel 
( X ) .  Each  estimate is made  according  to the follow- 
ing prediction formula, which is  widely used in 
DPCM schemes: PRED = A + 1/2 (c - B). 

The prediction error, X-PRED, is then  quantized 
according to a set of fixed quantization levels. The 
values A ,  B, and C just defined are quantized values 
rather  than original values, because both the 
encoder and decoder must  make the  same predic- 
tion for the  current pixel. For the prediction error, 
information from D (to  the  right of C on the line 
above) is also used. The prediction errors of pre- 
viously encoded pixels are used to  determine  a 
quantity, DIFF, that measures the degree of confi- 
dence in this  estimate.  This  quantity also measures 
the degree of smoothness in the local image area. 
DIFF is expressed as follows: DIFF = max (I E,  1 , 
1 E,, 1 ,  I E, 1,l E,, I). The Es are integer  quantities that 
give the prediction error  measured in allowed quan- 
tization  steps, at  the four previously coded pixel 
locations closest to  the  current pixel. The quantity 
DIFF has been used to  determine  the  quantization 
levels adaptively.6 The  same indicator is used here 
for a  different purpose, namely to assign the  number 
of bits N that  are  to be used to code the  current 
pixel, while keeping the  quantization levels con- 
stant. 

For each pixel, an  additional  error bit is used to 
indicate  whether  accurate coding can occur with N 
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bits. If N bits are not sufficient, further correction 
bits are sent. In most cases, N is 0. Thus,  the 
predicted value can be used as is, and only the error 
bit is sent. In this  manner,  the  quality of a  5-bit (32 
quantization levels) DPCM scheme is achieved at a 
much lower bit coding rate. 

For additional compression, the  states  resulting 
from  this  multimode DPCM scheme are coded using 
a form of entropy coding called arithmetic coding,’ 
in which the statistical  redundancy of the  error bits 
is exploited. This  entropy coding technique allows 
any  data compression problem to be separated  into 
two independent  parts: (1) finding a good statistical 
model for the  entity  to be coded, and  (2)  optimally 
coding the  states resulting from that model. In the 
case of the  error-bit coding, the probability of a bit 

The graymale algorithm  is  generally 
used  when the image  is  basically 

continuous  in tone. 

being a 0 or  a  1 is estimated from the  error bits 
previously encoded. Coding  occurs pixel by pixel, 
and  the problem of interleaving  arithmetically 
coded bits among  the  regularly coded bits is  solved 
by arithmetically coding all bits and  assuming uni- 
form probability  distributions for all except the 
error  bits. The significant skew  in the  statistics of 
the  error bits allows the overall bit rate to be 
reduced to  a  small  number. The limit for the coding 
of a completely flat image is close to zero bits per 
pixel. 

Encoding  the  second  field. A full frame of video 
consists of two interlaced fields captured one- 
sixtieth of a second apart. While the algorithm  just 
described is  used for the first field, another form of 
DPCM algorithm is used for the second field. Nor- 
mally, the first field is a good approximation to the 
complete  image.  Some videoconferencing systems 
transmit only a single field. The penalty in compres- 
sion for transmitting  the video image as two inde- 
pendent fields is typically less than  twenty  percent 
for the first-field algorithm.  Consequently,  a good 
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approximation  to the final image  can be transmitted 
in about one-half the  time  the full frame  requires. 

There is a  practical reason for not transmitting  the 
second field with the  same fidelity as  the first field. 
If the subject moves during  the video frame  capture, 
the resulting two fields can be displaced from one 
another on the screen, giving rise to  an annoying 
motion-induced flicker. That is,  when the two fields 
are displaced,  the  interlace no longer provides an 
effective 60-hertz  refresh  rate.  The flicker in the 
resulting  image is distracting,  unpleasant,  and 
sometimes produces unintended comic effects. The 
algorithm used for the second field suppresses this 
flicker while retaining  almost all of the quality of 
the full-frame video image. 

The second-field algorithm is conceptually  similar 
to  the first field  in that both use a  predicted value 
PRED and an activity  indicator DIFF for each pixel. 
For  the second field, however, the  current pixel  is 
estimated from the  quantized values of the pixels 
that  are known to the decoder above ( A )  and below 
( B )  from  the first field,* as  the average of these two 
values: PRED = 1/2 (A + B). (Note  that  the 
definitions of A and B differ for the first- and 
second-field algorithms.) The activity  measure is 
obtained from the first field by a  simple  relation 
that is a  measure of the vertical  gradient  magnitude 
in the image, as follows: DIFF = max ( I  A - B I -,, 
I A  - Blo ,  I A  - B l + , )  where the  -1 and + 1  re- 
fer to  the nearest  horizontal neighbors. All pixels for 
which the  activity  indicator DIFF has a value lower 
than some limit are forced to the  value of PRED. 
This is the  step  that eliminates motion-induced 
flicker. Pixels with non-zero values of DIFF are 
adaptively DPCM-coded and  compressed using 
Huffmann coding techniques.  Typically, the second 
field can be compressed to  about  twenty percent of 
the  data required for the first field. Although  this 
approach  incorporates, in theory, the risk of errone- 
ously coding some pixels, the  probability of such 
occurrence-after having accurately encoded the 
first field-is extremely  small. At  the  same time, 
the savings in compression are very high. 

Image preprocessing and postprocessing are essen- 
tial components of the gray-scale  image compres- 
sion that greatly improve compression-versus-dis- 
tortion  performance.  Image  smoothing  (noise 
reduction) filtering techniques  increase  the com- 
pressibility of an  image by making the image more 
predictable.  Such filtering is especially beneficial in 
conjunction with the gray-scale compression algo- 



Figure 4 (A) Gray-scale image A; (6) Gray-scale image B; (C) Enlargement of gray-scale image B after the first-field 
decoding; (D) Enlargement of gray-scale image B after the second-field decoding 

rithm previously given because the  probability of 
the zero-bit-per-pixel mode increases  and the  statis- 
tics of the  error bits are more skewed. Linear, 
low-pass filters, however, have the disadvantage of 
blurring the edges while reducing the noise. There- 
fore, a nonlinear filter is used to  retain  edge  sharp- 
ness and  still  strongly smooth the image.  This 
concept is similar  to that described by Graham?  the 
main difference being the way in which nonlinearity 
is incorporated. In its simplest form, the value of a 
current pixel  is  modified by adding  to  it  the properly 
weighted differences between the value of that pixel 
and  the values of its two horizontal  nearest neigh- 

bors, except that these differences are clipped to 
some maximum allowed limit.  Filters with contribu- 
tions from  a  larger neighborhood are  structured 
similarly. The application of these filters with prop- 
erly selected coefficients yields smoothed images 
that  are nearly  indistinguishable from the  original. 
Compression is improved from  thirty percent to 
more than two hundred  percent,  depending on the 
image.  Finally,  application of the  same filtering 
scheme in the vertical direction is used as a postpro- 
cessing stage, in order  to  eliminate  slight  horizontal 
streaks  that  can  occur in smooth areas of the 
reconstructed  image. 
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An original gray-scale  image is shown in Figure  4A. 
The decoded image is shown in Figure 4B. This 
image has been compressed to 74 records of data 
(0.6 bits per pixel). Figures  4C  and  4D show a 
section of the  same  image  after first-field decoding 
and  interpolation  and after second-field decoding. 
The addition of the second-field information  causes 
the  “staircase”  slanted  edge to become sharp and 
continuous.  Figure 5 is a  reconstructed “people 
picture” from a videoconferencing room. 

Graphics  algorithm. When  an  image is compressed 
using the graphics  algorithm,  the  original  8-bit 
image is transformed to a basically black and white 
image. It is then encoded exactly, using the  Group 
III CCITT standard (Modified READ) coding algo- 
rithm.”  (As will be explained shortly,  more  than 
two gray levels are actually  used.)  This  transforma- 
tion is traditionally  done using a  constant  threshold 
selected from the histogram of the  image, so that 
the black portions (usually  graphics  information or 
printed matter)  are  separated from the white por- 
tion (usually  background). One problem with this 
approach is that  the edges do not always appear 
crisp,  smooth,  and  continuous.  With  the  Cohu 4400 
video camera used in our systems, some edge 
enhancement prior to thresholding is desirable.  This 
is done using a  Laplacian  operator, which is defined 
as  the difference between the  current pixel and  an 
average value of a  small neighborhood around  it. If 
the value of the Laplacian, properly scaled, is added 
to the  actual value, the resulting  image  has 
enhanced  high-frequency components, resulting in 
crisper edges and  better definition of the high- 
frequency  patterns typical of text.  Noise is also 
enhanced by this  operation,  but it does not become 
deleterious because of filtering both before and 
after  the edge  enhancement. 

The filtering operation used before the high- 
frequency  enhancement is identical to that used to 
smooth streaks in the reconstructed  gray-scale 
image.  Such filtering reduces the  occurrence of 
saw-toothed edges caused by camera  vibration. 

The constant-threshold  approach is also affected by 
shading  due  to uneven lighting, lens vignetting, 
shadows, etc.  Shading  can result in a thresholded 
image in which printed  characters have nonuniform 
stroke  width.  Some darker white  segments of an 
image may even  be thresholded to the black state. A 
shading  correction has therefore been devised to 
transform  a  picture to one in  which the background 
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Figure 5 A typical “people picture” 

values have been flattened,  thereby  permitting 
proper thresholding  to be performed easily. 

The shading correction is basically a nonlinear 
adaptive high-pass filter in which a  maximum white 
(or maximum  black) value is found by sampling  the 
neighborhood around each pixel. This  sample, 
which  is a good estimate of the background intensity 
value in the vicinity of the  current pixel, is  used to 
correct  each pixel and force background areas  to 
uniform luminance. The histograms of gray-level 
distribution for a typical image before and  after  this 
transformation are shown in Figures  6A  and  6B. 
The histogram of the  transformed  image is  now 
clearly  separated  into  a narrow high peak, repre- 
senting  the background pixels, and  a  smaller clus- 
tering of darker values, representing  the black pix- 
els. After this transformation,  thresholding  to  a 
bilevel image is straightforward. 

At pixel locations at transitions between black and 
white in the bilevel image, more than two intensity 
levels are allowed. Elsewhere, however, the  image is 
allowed to be  bilevel only. The effect of increasing 
the number of allowed gray levels around  the edges 
of characters is visually equivalent, when observed 
from some distance, to having increased the  image 
resolution. Staircase effects are reduced,  and  details 
regarding  the  curvature of the  character edges 
become more apparent.  The information of the  gray 
levels around the edges is small  and is coded without 
large sacrifice in the total bit coding rate. 



Figure 6 (A) Histogram of a typical graphics source image; (B) Histogram of shading-corrected graphics source image 
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Unlike  the  gray-scale  algorithm,  substantial 
changes occur during  the transformation of the 
graphics images, as  can be seen in Figures 7A (the 
original graphics  image)  and 7B (the reconstructed 
graphics  form).  This  image  has been compressed to 
five records, or about 0.04 bits per pixel. In black- 
and-white sections of the image, legibility is often 
enhanced  during  the  transformation.  Sections of an 
inherently  gray-scale  image  can be rendered only 
approximately. 

The operator chooses the mode of image  transmis- 
sion.  However, there is considerable  overlap 
between the ability of the gray-scale  algorithm  to 
accurately  reproduce  text  and  the  ability of the 
graphics preprocessing to produce recognizable  ren- 
derings of gray-scale images. 

System performance 

When we started,  our goal was a nominal ten- 
second response for graphics images and  a nominal 
forty-second response for gray-scale  images.  Trans- 
mission was to be  on a  dial-up telephone system (4.8 
kbits per second).  These goals were based in part on 
user surveys that indicated  a need for a  typical 
ten-second response and in part on estimates of 
what was possible for graphics  and  gray-scale 
images. 
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The  actual system performance  meets  these goals. 
Times for various operational modes, shown in 
Figures 8A and 8B, are plotted as a function of the 
number of records (252  bytes of compressed image 
data per record).  Record  count is a good measure of 
image complexity. Times are for completed tasks. 
The  time for sending an image (SEND), for example, 
is the interval  from pressing the SEND button to 
completion of the image in the receiving room and 
acknowledgment of that  fact to the sender. The  time 
for recall from disk (RETRIEVE) is the interval  from 
pressing SEND with STORAGE selected to  complete 
decoding of the stored  image in both rooms. In local 
mode (SEND(L) or RETRIEVE(L)), time is the  inter- 
val required  to accomplish the  complete  task with- 
out  any  communication over telephone lines. 

The slope of the linear portion of the SEND data is 
that which would  be expected from  a 4.8 kbit- 
per-second line with normal bisync communication 
protocol. The deviation from  linear behavior near 
the origin is due to two distinct effects. First, for 
simple images, the process becomes computa- 
tionally bound, rather  than being limited by trans- 
mission times. For gray-scale  images compressed to 
fewer than  forty records, the  time required  to 
process the 250 000 bytes of image data is longer 
than  that required  to send the compressed data. 
This is apparent from an examination of the 
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SEND(L) data. A similar effect occurs in the  graph- 
ics mode for record counts of fewer than five. 
Second,  an  additional  increase in times for the very 
simplest images  occurs because data  are  generated 
too slowly to build up much overlap in the sending 
encoder and  the receiving decoder. The increase 

If  a third location is included in the 
conference, two monitors  can be 

used  for  “people  pictures’’  from  the 
two remote sites  and  the  remaining 

monitor  can be used to display 
graphics  material. 

does not occur in either the image recall or the local 
mode, because data  do not have to be transmitted. 
The slope for both gray-scale  and  graphics encoders 
and decoders is about 0.12 seconds per record, if 
image data  are not being transmitted.  Faster  trans- 
mission lines would, therefore, improve response 
somewhat, especially for very complex images. 

A significant amount of the  time is required for 
fixed system overhead: disk file operations,  image 
processing, reading  and  manipulating the 250 000 
bytes of image data, initial messages required  to 
start  the image transmission process, and  image 
postprocessing and  disk-storage  operations. 

Typical  graphics  images, such as  that shown in 
Figure 7B (five records), are usually completed in 
times of the order of ten seconds. Typical  gray-scale 
images, such as pictures of persons in a videoconfer- 
ence room, are usually completed in less than  forty 
seconds. To viewers in the rooms, the perceived time 
is actually slightly less than  these plots indicate, 
especially for gray-scale images. The graphics 
images whose data points are  greater  than fifty 
records are from a half page of three-column  maga- 
zine print that has more than  one  hundred twenty 
characters per line.  These  same images were used to 
generate  gray-scale data points consisting of more 
than  ninety records. Although the resulting  graph- 
ics was legible, the  text was too small  to be read 
from the conference table.  Source  material with 
small-point-size  text is  beyond the  capabilities of 
the system. 

Communications 

Most videoconferences take place between two loca- 
tions, so that one of the  three monitors displays the 
persons in the remote room and two monitors are 

Figure 7 (A) An original graphics image; (B) A reconstructed graphics image 

(A) 
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Figure 8 (A) System performance timing graph for gray scale; (B) System performance timing graph for graphics 
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available to display presentation  material. If a  third 
location is included in the conference, two monitors 
can be used for “people pictures” from the two 
remote  sites  and the remaining monitor can be  used 
to display graphics  material.  The classification of 

Most users find the ten-second 
response times associated with the 

transmission of business graphics to 
be very acceptable, and the use of 
lowbandwidth, dial-up lines results 

in a significant reduction in the 
transmission costs. 

monitors is a  parameter  that is determined by the 
room administrator when initializing the confer- 
ence. 

To set  up  a conference, a  “host” location dials  a 
remote location and passes conference  parameters 
to it.  Since  the passing of parameters is handled by 
room administrators, the  parameters  are open to 
negotiation. If a  third location is to be included in 
the conference, the second location administrator 
dials the  third location, and  repeats the  parameter- 
passing and negotiation process. 

50 

40 

A 

3 30 
v, 

W 

c 

v 

20 

10 

0 
0 20 40 60 80 

NUMBER OF RECORDS 

Initially, the host location is in control of the 
conference. A picture  can be sent by a location only 
when it is in control. If the SEND button is pressed at 
a location that is not in control,  a  request for control 
is sent to  the controlling location. If that location is 
not sending a  picture,  it passes control  to the 
requesting location. 

By conference  etiquette, the host sends a “people 
picture” to the  other location(s),  and  the  other 
location(s) send a “people picture” back. Additional 
“people pictures”  may be sent at any  time  during  a 
conference, but  this is usually done only when 
persons enter or leave the room. 

In  a two-location conference, encoded data mes- 
sages are sent  directly from one location to  the 
other. In a  three-location conference, the middle 
location is the only location in direct  contact with 
the  other two locations. Therefore, when pictures 
are being sent by the middle location, the encoded 
data messages are sent  directly  to  both of the  other 
locations. When  pictures are being sent  from  one of 
the end locations, the encoded data messages are 
sent to the middle location. The middle location 
then  retransmits  the message to  the  other end and 
retains  a copy of the message for processing. 

The transmission process is as follows. As soon as a 
segment of encoded data is generated,  it is sent  to 
the  other location(s), if the communication line is 
available. If the line is not available  (busy), the 
message is queued for transmission when the line 
becomes available. The encoding of the image con- 
tinues,  and  segments of encoded data  are queued 
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until  the line becomes available or until the painting 
of the  image at the sending location becomes too far 
out of synchronization with the receiving location(s) 
to be useful.  When the communications  line 
becomes available, messages that have been queued 
are sent. Up  to four messages are blocked and sent 
as one transmission.  This blocking of messages 
increases the efficiency of the communication line. 

Concluding remarks 

In the development of the  Series/l-based videocon- 
ferencing system presented in this  paper,  strong 
emphasis  has been placed on three objectives: (1) 
producing image  quality that is consistent with 
high-quality  National Television Standards Com- 
mittee (NTSC) format video equipment;  (2)  obtain- 
ing good human  factors  through  a responsive yet 
flexible system; and (3)  operating at low cost 
through the use of standard  dial-up telephone line 
communication  channels. Most users find the  ten- 
second response times associated with the  transmis- 
sion of business graphics to be  very acceptable,  and 
the use of low-bandwidth, dial-up lines results in a 
significant reduction in the transmission costs. 

This system is already  operational in many IBM 
locations and  continues to grow in both number  and 
function. There  are also technological trends that 
are expected to  exert  a  major influence on videocon- 
ferencing. The video industry is  evolving rapidly 
toward higher resolution and  quality.”  Satellites 
and fiber optics are expected to help reduce  commu- 
nication costs. The capabilities of solid state tech- 
nologies continue  to improve each  year. At  the  same 
time,  hardware costs are being reduced.  These 
factors  are inducing a  trend toward higher levels of 
function in future videoconferencing systems. 
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