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Technical innovations such as large-scale inte- 
grated circuit technology and distributed  operating 
systems have respectively reduced the cost of 
computing and provided  a basis for large networks 
within the confines of  a  single  building or cluster  of 
buildings in close  proximity to one another. Local 
area networks can provide  a systematic approach 
for  interconnecting personal workstations, control 
units, and central processing units, thereby provid- 
ing  a means for these machines to pass informa- 
tion from one to the other. This paper describes a 
local area network based on the fundamental con- 
cepts of  a token-ring. Two main ideas are pre- 
sented. The first idea concerns the physical to- 
pology  of the wiring  network and its star-ring orga- 
nization. Next, the  logical  data flows are overlaid 
on the physical network to provide controlproce- 
dures for exchanging data through the network. 
The resulting system has unique features that pro- 
duce a  local area network with good performance 
and reliability  characteristics. 

ers, and  remote  computer networks. The worksta- 
tion itself may range from a low-cost keyboard/ 
display device to  a  small  computer. The industry 
response to this need has resulted in several propos- 
als  and offerings of communication systems specifi- 
cally designed for local data communications. 

A local area network (LAN) can be defined as  an 
information  transport system for data  transfer 
among office system terminals  and  peripherals, 
clustered  controllers, or host systems, via an  inter- 
connecting medium within the bounds of a single 
office building, building complex, or campus. The 
geographical  constraints  eliminate the need to use 
common-carrier facilities, thus  increasing  the data 
transfer  capacity of the LAN by allowing economical 
data transmission rates of many millions of bits per 
second. Today’s network transmission technology 
permits  the  transfer of large blocks of data  at these 
rates with simple error recovery procedures and 
control protocols. These transmission rates also 
permit  a  large  number of data terminals to share  the 
common physical interconnection link with a mini- 
mum of interference from one another. 

T h e  present  trend  toward  distributed data 
proc&ing, coupled with the increased empha- 
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This  paper describes an LAN based on a  ring to- 
pology with token-access control. The concepts pre- 
sented here  resulted from research investigations 
concerning token-ring LANs conducted by the IBM 
research  group in Zurich,  Switzerland,  along with 
efforts at IBM'S laboratory in Research  Triangle 
Park,  North  Carolina.  Some of the considerations 
that go into the design of an LAN are discussed. A 
functional description of several of the key physical 
components that comprise a  token-ring network, 
and  factors that influence the selection of a  trans- 
mission cable for the LAN environment, are pre- 
sented.  Various  control  mechanisms for regulating 
the flow  of data within shared-access links are 
described, along with a discussion of  how data  are 
routed between links that comprise an LAN. These 
concepts are discussed in the context of a  layered 
communication architecture model, specifically 
concentrating on the two lower levels, data link 
control  and physical  transmission.  Particular 
emphasis is placed on the  fault detection  and isola- 
tion capabilities that  are available with the ring 
topology. 
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Local area network considerations 

A  number of requirements  must be considered when 
designing a local network.  A  primary goal in the 
design of an LAN is to  maintain  compatible physical 
interfaces  and control protocols to allow users to 
intermix  different  equipment types from  multiple 
manufacturers over the common network. Physical 
interfaces  to the network (i.e., wall outlets) located 
throughout the building or campus should permit 
fast,  reliable  attachment or relocation of these prod- 
ucts. The LAN must be flexible to satisfy  the many 
requirements imposed on it  and  to provide an  endur- 
ing base for incorporating new technologies over the 
next 15 to 30 years. In addition, the LAN should 
allow for communications with geographically 
remote locations through wide-area networks. Fault 
detection  and isolation capabilities are also essential 
to ensure reliability and  availability of the network. 
Expansion capability should permit mixed applica- 
tion environments.  Digitally encoded data and  text 
information,  as well as noncoded data such as 
facsimile, should be considered. Some  applications 
may include both analog  and  digital voice data. 
Analog video transmission may also be required in 
the local network environment. 

An examination of the various applications reveals 
major  technical differences. Examples of these dif- 
ferences are  the bandwidth  and data  rates required 
and the information  integrity  requirements. Analog 
voice requires four kilohertz of bandwidth,  whereas 
standard video channels  require six megahertz. Dig- 
ital voice  is normally 64 kilobits per second, whereas 
many keyboard/display  terminals  operate at one or 
two megabits per second. Digitally encoded data 
normally have sequence numbers  and  error check- 
ing, with automatic retransmission when errors 
occur. However, typical facsimile, voice, and video 
applications do not require sequence numbers or 
error checking. It is expected that these systems 
will, to some degree, find application in the office 
and pass information over LANs. These different 
applications have several common aspects. For 
example, the  cable routing, the concentration 
points, and  the cables themselves can  take into 
account  certain  aspects that  are common among  the 
different  applications. 

To  satisfy many of these  requirements, network 
structures have been developed that allow for the 
attachment of many nodes to a common physical 
link.' (Node is  used in this paper as a  generic  term 
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to refer  to  any machine that  attaches to  and uses the 
LAN.) The connectivity of such  shared-access links 
has two aspects: the physical connections achieved 
through propagation of electrical signals  and  the 
logical connections established by the link protocols. 
Physically, the shared-access link permits  any node 
to  communicate  directly with any  other node 
attached  to  the link. This connectivity allows a 
single node to  transfer information to  all nodes, or to 

Two general  classes  of  physical  link 
topologies are employed  for 

shared-access  links:  the  ring  and  the 
bus. 

a subset of all nodes, that  are physically attached  to 
the link. Thus,  the physical topology can be 
described as “any-to-any.’’ Each node attached  to 
the shared-access link can  communicate on a one- 
to-one basis with any  other node within the network. 
The logical data flow can  therefore be described as 
“point-to-point,” whereby each node may simulta- 
neously support multiple logical links. Data  are 
assumed to be transferred as packets consisting of a 
variable-length  information field preceded by 
appropriate addressing field(s). 

Two general classes of physical link topologies are 
employed for shared-access links: the ring and  the 
bus (Figure 1). The ring consists of a series of nodes 
that  are connected by unidirectional transmission 
links to form a single closed path. Information 
signals on the  ring pass from node to node and  are 
regenerated as they pass through  each node. The 
bus provides a bidirectional transmission facility to 
which all nodes are  attached.  The transmission 
facility may consist of a single cable, with either 
single or multiple  channels, or multiple cables, 
depending on the technology employed. Informa- 
tion signals propagate away from the originating 
node in both directions  to  the  terminated ends of the 
bus. 

The following sections discuss the interconnection 
of nodes in a ring configuration with a token-access 
control mechanism. An examination of the  total 
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spectrum of characteristics of token-ring networks, 
rather  than  any one key attribute, provides a  strong 
basis for considering the token-ring approach. 

Ring network configuration 

Two principal objectives are normally considered 
when configuring a local network. First,  the total 
length of cable should be minimized to achieve low 
system cost and  to limit overall transmission dis- 
tances. Second,  concentration points should be pro- 
vided in the network to  facilitate  cable installation 
and network configuration and  maintenance. 

These two objectives are not independent and must 
be balanced to  reach  a single solution for a ring 
network. In  order to keep cable  lengths  to  a mini- 
mum, a pure  serial interconnection of nodes  would 
be appropriate. However, the costs associated with 
maintaining  and reconfiguring the network would 
be intolerable. In the  other case, a  pure  star-radial 
cabling scheme, where all nodes are cabled to  a 
single concentration point, provides a configuration 
that overcomes these problems. For this case, how- 
ever, the  total  length of cable required is  obviously 
quite extensive. A hybrid solution that combines the 
key advantages of both approaches is desirable. 

The  star-ring hierarchical topology described below 
combines many of the  desirable  features of both the 
star  and ring configurations. Major components of 
this system are shown in Figure 2. They are  the 
nodes, wiring concentrators, bridges, and gateways. 
These components are organized to form the com- 
posite local network. Personal workstations and 

Wiring concentrators  provide  a key 
element  for  structuring  a  system to 

provide  both  flexibility  and 
reliability. 

other nodes each attach  to the network through a 
communications adapter. Transmission media, such 
as shielded twisted-pair wire or optical fibers, carry 
the signals. 
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Figure 2 Wiring topology and components of a ring 
network 

\ 

Wiring  concentrators. Wiring  concentrators provide 
a key element  for  structuring  a system to provide 
both flexibility and  reliability.2 Flexibility in system 
configuration is provided via a  star-ring  hierarchi- 
cal wiring scheme that is implemented by connect- 
ing distributed nodes to wiring concentrators.  Each 
node is attached  to  a single lobe of a wiring concen- 
trator, with the lobes being physically connected 
within the  concentrators  to  form  a  serial link (Fig- 
ure 2). The wiring concentrators are then  intercon- 
nected in a  serial fashion to  complete the ring. The 
wiring is segmented at  the wiring concentrators, 
thus providing the ability to preplan wiring, facili- 
tate workstation moves, and  intermix  transmission 
media. For example, shielded twisted-pair wire can 
be  used to  interconnect the wiring concentrators  to 
the workstations, whereas  optical fibers can  be used 
for transmission links between wiring concentra- 
tors. 

Wiring  concentrators also provide points within the 
ring network that  facilitate reconfiguration and 
maintenance of the network to  enhance rel iabi l i t~ .~ 
Switching  elements exist within the wiring concen- 
trators for bypassing each lobe selectively. This 
lobe-bypass function may be implemented with 

manually controlled switches or automatically con- 
trolled circuits, or may be controlled remotely 
through the receipt of appropriate network manage- 
ment commands. 

Bridge  operation. The electrical  signals in a  ring 
configuration are regenerated as  the signal passes 
through  an  active node. Thus,  the capability exists 
for a  ring network to span  a local area of consider- 
able size since the  electrical  signal  generated at one 
extreme point in the network does not propagate to 
another  extreme point in the network, but only to 
the next active node. It could be theoretically possi- 
ble to  construct  a single ring in which an unlimited 
number of nodes are linked through wiring concen- 
trators. However, studies have indicated that sys- 
tematic low-frequency jitter caused by a very large 
number of repeaters in the link can lead to  a loss of 
bit synchr~nization.~ Also, such a configuration 
would be unwieldy from  a network management 
viewpoint if several hundred nodes were attached  to 
a single ring. The  data capacity of a  ring  must also 

Gateways extend the  access of 
nodes  within  the LAN. 

be considered when configuring a ring system. 
Thus,  a  typical configuration will normally allow for 
the connection of 100 to 200 nodes to  a single ring. 

Multiple rings may be employed when the  capacity 
of a single ring is exceeded or when the  attached 
nodes are spread over a  large  area. A high-speed 
digital  switching  mechanism known as  a  bridge  can 
link multiple rings to provide a logical routing that 
is transparent to the  attached nodes. Individual 
rings that  are connected through the bridge  operate 
autonomously and,  therefore,  may  stand alone. This 
capability allows several independent rings to be 
installed and then interconnected  to form a  larger 
LAN. The network can be further  expanded by 
interconnecting  multiple bridges. An additional 
function of the bridge can be to perform  transmis- 
sion speed changes  from one ring to  another.  A very 
large  installation could then be supported by many 
rings, all interconnected via a  hierarchical network 
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structure with a  separate high-speed backbone link 
between bridges. The backbone itself may be a 
high-speed ring (Figure 3A) or it may be a bus 
network, such as a  channel within a  broadband 
cable television system (Figure 3B). The ring and 
the backbone must  share  a common addressing 
structure  to achieve the  routing of data between 
them.  The  address of a given node can be structured 
to  designate  the ring to which the node is attached, 
thereby  facilitating the routing of packets  through 
 bridge^.^ 

Gateway  operation. Gateways extend the access of 
nodes within the LAN by providing long-distance 
communication through wide-area networks. Wide- 
area networks generally operate in the kilobits- 
per-second transmission range, with a variety of 
protocols and  standards governing their  interfaces 
over private or commercial satellite links, packet- 

Optical  fibers will play  an  important 
role  in  future LANs. 

switched networks, or terrestrial links. A gateway 
can provide the speed and protocol conversions that 
are required to  interface  the LAN to  these various 
transmission facilities. Thus, nationwide or global 
communication among multiple LANs can be estab- 
lished. Such interconnections allow for a more eco- 
nomic allocation of computing resources within 
major locations of an  organization, while still allow- 
ing access to these resources over a geographically 
dispersed area. 

Data packets are routed unchanged through  a single 
LAN. This implies a single address  space for the 
network that normally must be extended to access 
destinations  outside  a given LAN. One function of a 
gateway is to provide the proper address  translation 
between the  interconnected networks.  Conse- 
quently,  routing of a data packet  through  a  gateway 
results in disassembly of the  data packet and reas- 
sembly into  a new data packet with the  appropriate 
address  translation. 

Physical wiring  for a ring  network. The wiring of 
buildings for data transmission on a local level  will 
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Figure 3 Multiple-bridge local area network: (A) 
Token-ring backbone, (B) Broadband-bus 
backbone 
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Figure 4 Time  division  multiplexing 
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become common practice in the  near  future. The 
cost and configuration limitations associated with 
wiring schemes that require  direct  cable connec- 
tions between physical devices (e.g., terminal  to 
controller)  can be overcome by a wiring system that 
can be installed by users planning new facilities, as 
well as by those with existing facilities. Such  a 
wiring system may also encompass voice and video 
transmission media, thus allowing each office  in a 
building or complex to share access to voice,  video, 
and  data networks. 

Several  factors must be considered in selecting the 
best transmission medium for an LAN. A  large 
percentage of a building’s total  cable runs will be 
between the wiring concentrators  and the office  wall 
outlets. An  efficient cost/performance wiring for 
these  rather  short  distances at  data rates of 1 to 10 
megabits per second has been  shown to be twisted- 
pair copper wire.6 There is a trade-off between drive 
distance  and data  rate such that four megabits per 
second is a good design point for this medium. 
Copper medium is a well-understood technology, 
with readily available low-cost connectors and splic- 
ing techniques, as well as proven installation proce- 
dures. Also, a balanced twisted-pair cable with a 
grounded shield is less susceptible to environmental 
noise and  outward  electromagnetic  radiation  than 
an unbalanced coaxial cable. 

Optical fibers will play an important role in future 
LANS because of their low susceptibility to electro- 
magnetic  interference  and  their high-speed trans- 
mission characteristics.  This technology is well- 
suited for high-speed links with data rates  greater 

than 10 megabits per second, such as the links 
between bridges. Optical fibers can also be  used 
between buildings, thereby  eliminating  the  addi- 
tional circuits required for lightning protection on 
metallic media. 

Broadband coaxial cable systems, such as cable 
television, can be incorporated within the LAN for 
transmitting both video and  digital data signals 
using standard amplifiers, taps,  and connectors. 
While television systems do not play a major role in 
the office today,  they may in the  future. The  nature 
of the  cable provides a  total bandwidth spectrum of 
300 to 400 megahertz, which can be subdivided 
through frequency division multiplexing into multi- 
ple transmission channels.  Six-megahertz-band- 
width channels can accommodate  standard televi- 
sion signals. Other  channels could be  used for data 
transmission between rings by means of bridges 
(Figure 3B) or for interconnection of LANs via 
appropriate gateways. 

Three  basic  access  control 
mechanisms  have  been  employed  in 

conjunction  with  bus  and  ring 
topologies. 

Ring control protocols 

Access control  structures. The physical topology of 
a shared-access link permits  simultaneous access to 
the transmission facility by all  attached nodes. Thus 
it is possible for two or more nodes to  transmit at  the 
same  time, resulting in interference between the 
electrical signals. Control mechanisms, both physi- 
cal  and logical, must be introduced to resolve the 
contention. 

Electrical signals can be multiplexed on the  trans- 
mission facilities by two methods, both of which 
separate  the  electromagnetic energy. One, called 
frequency division multiplexing (FDM), separates 
the energy into different frequency bands; the  other, 
called time division multiplexing (TDM), separates 
it into different periods of time.  A single frequency 
band in an FDM network can also be further subdi- 
vided using TDM. Two general categories for the 
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time multiplexing of digital information are syn- 
chronous TDM and asynchronous TDM. As  shown in 
Figure 4, synchronous TDM allows each node to use 
a portion of the bandwidth at  periodic intervals. The 
time allocated is usually relatively short  and is 
determined by a set time interval from a known syn- 
chronization pattern. Asynchronous TDM allows 
each node to  transmit for a  variable length of time. 
The  data  are blocked into packets that contain 
appropriate addressing information for routing the 
data. 

A logical control mechanism must be employed in 
conjunction with asynchronous TDM to  regulate 
each node's transmission opportunity. Three basic 
access control mechanisms have been employed in 
conjunction with bus and ring topologies.' These 
mechanisms are random access and two versions of 
controlled access: centralized  and  distributed.  Table 
1 lists six link-access mechanisms used for the 
transmission of packets on a shared-access link. 

For a bus topology, one class of random-access 
method is called Carrier  Sense  Multiple Access 
with Collision Detection (CSMA/CD). Prior to ini- 
tiating transmission, a node senses whether or not a 
carrier signal is present. If so, another node is 
transmitting,  and origination of a new transmission 
is delayed until the  carrier signal is removed. Once 
the transmission has started,  the node continues to 
monitor the transmission for a collision (destruction 
of the transmitted electrical signals),  indicating  the 
presence of another  transmitting node. Transmis- 
sion  is halted,  and  the node either waits a  random 
period of time before attempting  to  transmit again,' 
or waits for a  predetermined (node-specific) time 
interval? 

One random-access method for a  ring topology is 
called register insertion. A node on a  ring  can 
initiate  a transmission whenever an idle state exists 
on the ring. A data packet received while the node  is 
transmitting is  held in a register by the node, and is 
transmitted following the end of the  current  data 
packet. The IBM Local Communications  Controller 
for Series/l employs a register insertion ring that 
operates at  two megabits per second." 

Selective polling is one of the most common central- 
ized-control access mechanisms for a bus topology. 
This mechanism has been extensively employed for 
control of multipoint configurations of telecommu- 
nications links. For a ring topology with centralized 
control (often  referred to  as a loop), the access 

l6M SYSTEMS  JOURNAL,  VOL 22, NOS i/2, 1983 

Table 1 Access methods for packet transmission 

Network TODO~OQY 

Access Method Bus Ring 

Random access CSMA/CD Register  insertion 

Centralized  control Selective poll Group p o l l  

Distributed  control Token Token 
(explicit) (implicit) 

mechanism is based on a  group poll. In both cases, a 
single control node transmits  a unique poll frame  to 
the  other nodes that  grants them permission to 
transmit. For a bus topology, each poll frame is 
addressed to  a  particular node on the bus. That node 
will either  initiate  the transmission of data or return 
a negative response to  the poll.  Loop operation uses 
a single broadcast poll to all nodes. Each node has 
the  opportunity  to respond in turn according to  its 
physical ordering on the loop. The IBM 8100 Infor- 
mation System offers a multipurpose loop controller 
for the  attachment of terminal products to  an 8100 
processor. The Synchronous Data Link Control 
(SDLC) loop protocols are employed by this sys- 
tem." 

Figure 5 Architecture reference model 
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Figure 6 Frame format 
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The token control scheme is a type of distributed- 
control access method. A  unique sequence, called a 
token, is passed from one node to  another.  The 
receipt of the token gives permission to  the receiving 
node to  initiate  a transmission. Upon completion of 
the transmission, the token is passed to  another 
node. For a ring, this token is passed implicitly 
(without addressing information)  to  the next node 
on the ring.'* An explicit token (containing specific 
node addresses) is employed for a bus. This  latter 
approach causes an  ordering of the nodes that is 
often described as a logical ring. 

Logical  connectivity. Systems  Network  Architec- 
ture (SNA) and  the  International  Organization for 
Standardization (ISO), as well as  other network 
 architecture^,'^ employ multiple-layer reference 
m0de1s.l~ Separation of network functions into 

layers  facilitates  the description of the protocols as 
well as  the  implementation. The two  lowest layers of 
such a model, data link control and  the physical 
transmission layer, are depicted in Figure 5, along 
with a control element labeled node manager. The 
logical connectivity associated with a ring network, 
including the routing of data frames  and  the control 
of access to  the ring, will  be discussed with reference 
to  this model. The higher architectural layers are 
not addressed in this  paper. 

Data  frame  format. Associated with an  architec- 
ture model  is an assumed structure for the  informa- 
tion as  it  appears on the transmission link. The 
general  structure for transmitting  the  information, 
called a  frame, is shown  in Figure 6 .  The portion of 
the  frame labeled data is, in general,  variable in 
length and  contains information processed by func- 
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tions above the physical transmission layer. Specifi- 
cally,  the first portion of the  data field contains 
information associated with data link control. 

The  data field  is preceded by a physical header, 
which contains  three subfields. The first is a delim- 
iter (DEL) that identifies the  start of the  frame. 
Next,  a field  is defined for controlling the access to 
the transmission facility (Physical Control  Field). 
This two-byte field includes the token indicator that 
can exist in one of two states, busy or free.  A token 
priority field, in conjunction with the reservation 
field, provides different priority levels of access to 
the  ring.” The monitor count will  be discussed later 
in connection with the token monitor function, a 
mechanism that maintains the validity of the token. 
Finally, the  header includes a field that contains  the 
address of the node that originated the  information 
and  the  address of the node (or nodes) destined to 
receive the  information. 

The  data field  is  followed  by a physical trailer.  The 
first portion of the  trailer  contains  a  frame check 
sequence (FCS),  used for detecting  errors that occur 
during transmission within the second byte of the 
physical control field, the  address fields, or  the data 
field itself. Next,  a  delimiter is provided to identify 
the end of the  frame.  This is followed by a modifier 
(MOD) field, which, in conjunction with the  ending 
delimiter, is employed for certain physical control 
functions.16 Two of these functions, the  error- 
detected  and  the address-recognized indicators, will 
be discussed later. 

Data link  control. Specific functions allocated to 
data link control (DLC) include the sequencing of 
frames between two nodes attached  to  the network, 
along with appropriate recovery from transmission 
errors.  These functions, as well as those in higher 
layers, are essentially independent of the  transmis- 
sion facility. 

Multiple  appearances of DLC may exist within each 
data processing node. Each DLC appearance is 
logically associated with one other DLC appearance 
in another node. Models of four nodes are shown in 
Figure 7, with examples of some of the logical DLC 
links that may exist. Each link is identified by the 
pair of addresses of the nodes at the ends of the 
logical link. Thus,  the point-to-point connectivity 
discussed earlier in this paper is provided by the DLC 
layer of the  architecture. 
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Figure 7 Logical link structure 
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The management of the  address fields that  appear 
in the header of a  frame is usually considered to be a 
function of  DLC. However, the use of such address 
fields  is strongly dependent on the specific access 
method being employed. For instance, synchronous 
TDM does not require  any explicit addressing infor- 
mation to  be transmitted by the node, and multi- 
point or loop facilities require only a single node 
address. Also, validation of the  frame  check 
sequence is  not a function of DLC. The particular 
checking algorithm that is employed is dependent 
on the transmission medium and  the specific error 
environment. Consequently,  these  functions of 
addressing and checking are independent of the DLC 
protocols for sequencing of frames. 

Physical  transmission. Differences between net- 
work topologies are reflected at the physical trans- 
mission layer of the  architecture model. In particu- 
lar,  the functions associated with the  generation  and 
interpretation of the fields within the physical 
header  and physical trailer occur within this  layer. 
To  illustrate these functions, the physical transmis- 
sion layer can be further subdivided into two sub- 
layers as depicted in Figure 5. 

Link multiplex-This  function provides for 
routing of the  data frames  through  the network to 
the  appropriate  appearance of DLC within a node. 
For a shared-access link without centralized con- 
trol, both a destination address  and  a source 
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Figure 8 Local network  routing 

PATH CONTROL 

LY!J CONTROL 

I I 
h II [ 4 BRIDGE 1 

ROUTING t 

address are required for each data  frame. In 
addition,  a  frame check sequence for error control 
is derived prior to transmission. Although the link 
multiplex sublayer is shown as part of the physical 
transmission layer,  functions associated with 
these address  parameters  are  shared with the DLC 
elements of the node. 
Link access-This function regulates  the  transfer 
of data frames  to the transmission facility. Upon 
receipt of a  frame,  the link access protocols per- 
form appropriate validity checks and set flags in 
the modifier field. In addition,  the  generation  and 
detection of delimiter fields are performed. The 
delimiters  contain  a sequence of signal elements 
that is unique  compared  to  the sequence of signal 
elements occurring within the body of the  frame. 

Routing of data  frames within a  ring network is a 
function associated with the physical transmission 
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layer. No routing decision by the  intermediate  ring 
nodes is required as a  frame is propagated from 
node to node on a single ring. A node must only 
recognize messages addressed to it. 

The routing of frames  through  a  bridge  takes place 
within the link multiplex sublayer  (Figure 8). Data 
frames are routed through  the bridge based on the 
address information contained in the physical trans- 
mission header of the frame. In particular,  the first 
two bytes of each  address field specify the ring 
numbers of the destination node and  the source node 
respectively. As stated previously, the two rings run 
independent link-access mechanisms. Routing in a 
gateway is performed above DLC in a  layer of the 

The  node  manager  is  responsible for 
establishing  logical  links. 

architecture called path control by SNA or network 
control by ISO. This  type of routing is typical of the 
function performed by intermediate nodes within a 
mesh network. Note  that a  gateway  interfaces to 
two logical DLC links. In contrast,  a bridge provides 
no DLC function. Therefore, data integrity across 
the local network must be ensured by an end-to-end 
protocol at  or above the DLC level within the  source 
and  destination nodes. 

Node  manager  and higher  layers. The node man- 
ager is responsible for establishing logical links, as 
well as performing certain network management 
functions that have been distributed to all nodes. 
The  latter includes not  only the token monitor 
functions and  the priority access functions  but also 
those functions required for detection and isolation 
of ring fault conditions. (The characteristics of the 
ring network that  facilitate ring network manage- 
ment are discussed in the next section.) 

Logical link connections are readily established 
because of the inherent  broadcast  capability of a 
shared-access network. Each node in the network 
has  a  unique  name or identifier. A single frame  can 
then be routed  to  all rings within the network 
requesting a specific connection. This  frame con- 
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tains  the unique name of the  target node as well as 
other connection parameters. The node recognizing 
its unique name will respond to  the connection 
request, thereby establishing a logical link between 
the two  nodes. Initialization of DLC procedures can 
then proceed as if the nodes were connected to  a 
point-to-point transmission facility. 

Once  a logical link between two  nodes has been 
established, protocols associated with the higher 
architectural  layers  may be employed to establish 
and control logical sessions between application 
programs and end users. The functions that exist in 
these layers are defined to be largely independent of 
the communications network topology. The DLC 
procedures associated with each logical link ensure 
that error-free information is  passed to  the higher- 
layer functions within each node. Therefore,  the 
currently defined set of protocols within SNA, as 
well as other higher-layer network protocols, can be 
employed for data communication in LANs. 

Token-access  control. The control mechanism for 
regulating data flow in a  ring topology  is generally 
based on the idea that permission to use the commu- 
nications link is  passed sequentially from node to 
node around  the ring. The access function is distrib- 
uted to  all nodes attached  to  the ring, in contrast  to 
the  centrally controlled loop access. An implicit 
token consists of a unique sequence of information 
bits that contains an indication of whether the token 
is free or busy. With  the token-access control 
scheme, the free token circulates on the ring  (Figure 
9), giving each node in turn  an opportunity to 
transmit  data when it receives the token. A node 
having data  to  transmit can seize the  free token, 
change  the token status  to busy, and begin data 
transmission. The node that initiates  a data transfer 
must remove those data from the ring and issue a 
free token upon. receipt of the physical header, 
allowing other nodes an opportunity  to  transmit. 

The token-control mechanism of each ring attached 
to  a bridge operates independently of all  other 
attached rings. The bridge appears as a normal node 
on the ring, except that it must recognize frames 
whose destinations are other rings and perform the 
appropriate  routing.  The  primary functions asso- 
ciated with token recognition and  data transmission 
are performed by a ring interface  adapter at each 
node. This  adapter handles the basic transmission 
functions, including frame recognition, token gener- 
ation,  address recognition, error checking, buffering 
of frames,  and link fault detection. 
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Figure 9 Ring  with  token-access control protocol 
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Performance characteristics. The  time required to 
transfer  a data  frame from one node to another is 
affected by several factors, including the ring speed, 
the number of active stations on the ring, the 
physical length of the  ring,  the  number of bytes in 
the  data  frame,  and  the ring utilization. A plot of 
the  average  frame  transfer  time as a function of the 
total  number of frames per second for frame lengths 
of 5 12 and 256 bytes on a four-megabit-per-second 
ring is  shown  in Figure 10. These  results were based 
on an  analytic model for comparing the perform- 
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Figure 10 Token-ring  frame  transfer at four  megabits 
per  second 
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ance of various access control  schemes.  This ana- 
lytic model was developed by Bux." 

The token-ring network provides extremely good 
throughput  and response time  characteristics. For 
example,  a  throughput of 1000 frames per second 
can be obtained with a  transfer  time of approxi- 
mately  one millisecond per frame.  This  assumes 
that  the average  frame  length is 256 bytes on a 
10-km, four-megabit-per-second  ring with 100 sta- 
tions active. The  throughput may be increased with 
corresponding increases in transfer  times  as shown 
in the  graph. 

Token monitor function. In addition  to the basic 
access control  functions,  one ring interface  adapter 
on each  ring acts  as  an active token monitor to 
perform  error recovery if normal token operation is 
disrupted.  This  disruption includes the loss of a  free 
token or the continuous  circulation of a busy token, 
both of which prevent further utilization of the ring. 
Such  a  monitor function has been defined in con- 
junction with an experimental  ring network being 
implemented at  the IBM Zurich  Research  Laborato- 
ry." It is important  to note that this monitor func- 
tion exists only for token recovery and does not play 
an active role in the normal  exchange of data 
frames. 

The monitor count flag in the physical control field 
of the  frame is employed by the active token moni- 
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tor  to  detect the continuous  circulation of a busy 
token.  When  a busy token is first observed by the 
active monitor, the monitor count flag is set. Nor- 
mal  ring  operation  results in the removal of this 
token by the  transmitting node. A failure in this 
operation will cause the busy token to pass the token 
monitor a second time. The token monitor, observ- 
ing the monitor count flag set, will remove the busy 
token from the ring  and issue a  free  token. For 

A star-ring  provides an extremely 
reliable communication  link. 

detection of a lost token, the active monitor main- 
tains  a  timer that is reset upon the passage of either 
a busy token or a  free  token. If the timer expires, the 
token monitor will reinitialize the ring with a  free 
token. 

The capability to be  an  active token monitor exists 
in all  active nodes attached to a specific ring.  These 
other nodes maintain  a passive monitor status  and 
are prepared  to become the new active monitor 
should a  failure in the  current active monitor occur. 
The node with the highest station  address will 
assume  this role and become the new monitor." 

Synchronous  trafic  integration. In order  to allo- 
cate a portion of the available  bandwidth for the 
transfer of synchronous traffic (for  example,  real- 
time digitized voice), a mechanism is required that 
will interrupt  the normal flow  of asynchronous data 
traffic. The token-access control scheme allows 
such an approach. A node called a synchronous 
bandwidth  manager  can prevent the issuance of a 
free token by requesting synchronous priority via 
the reservation bits of the physical control field of a 
busy token. This  action would  be performed at  some 
periodic time  interval, T (Figure 11). Prior  to the 
release of a  free  token, the node currently  transmit- 
ting  must check the  state of this field. If a  synchro- 
nous priority  request is present, further asynchro- 
nous traffic is suspended,  thus  making  the 
bandwidth  available for synchronous traffic. On  the 
average, it will require  one  frame  time  to suspend 
the  transfer of asynchronous traffic, thereby allow- 

IBM SYSTEMS JOURNAL, VOL 22, NOS 112. 1983 



ing the  manager node to  initiate  the  transfer of 
synchronous traffic. If a  free token exists on the ring 
at a given clock interval, no interruption of asyn- 
chronous traffic is required;  the  manager node 
simply captures  the free token to  initiate  the syn- 
chronous traffic. 

Once  the  asynchronous traffic is suspended,  a syn- 
chronous priority token is issued that  can be used 
only by those nodes that require synchronous trans- 
fer of data. Each synchronous node receives one 
opportunity  to  transmit  during  each clock interval. 
To control the  amount of synchronous traffic that 
exists on a  ring, the synchronous bandwidth  man- 
ager  must be  involved in the establishment of logical 
data links used for synchronous data. Control 
frames  sent using normal  asynchronous protocols 
are employed for this  function. 

Ring network management 

An LAN should provide a data transmission facility 
with a high degree of availability, resilient to  the 
occurrence of any single fault.  Furthermore,  the 
structure of the network should permit  comprehen- 
sive management of the network facilities and  band- 
width. Simple  integration of these  management 
functions is imperative  to achieve reasonable cost 
and  performance objectives without  jeopardizing 
the reliability of the network. The  star-ring network 
topology  in conjunction with a token-access control 
satisfies these objectives. 

Ring  fault  detection. The topological structure of a 
ring is often suggested as being inherently  vulnera- 
ble to  faults because of the serial  interconnection of 
nodes. To  the  contrary,  a  star-ring provides an 
extremely  reliable  communication link because of 
two properties that can be capitalized upon to offer 
unique network management  functions: 

Resilient topology-A single break  occurring 
between two nodes still leaves every node physi- 
cally  attached  to  the  communication medium in a 
serial link. Therefore, transmission from any node 
downstream of the break  can still be received by 
all other  downstream nodes. The node adjacent  to 
the break will immediately recognize the loss of 
signal at its receiver and  can  indicate  this condi- 
tion to all  other nodes. The integrity of the ring 
can then be restored by reconfiguration to bypass 
the break. 
Purge mechanism-A data  frame  that is trans- 
mitted on the ring passes sequentially from one 
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Figure 11 Synchronous integration 
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node to another  until removed from the ring. On a 
token-controlled ring,  a frame is transmitted com- 
pletely around the ring, being purged from the 
ring by the node that originated the  frame. As 
frames  traverse  the ring, flags can be set by the 
intermediate nodes to be interpreted by down- 
stream nodes. This allows different types of con- 
trol information to be propagated  around the 
ring. 

Fault  detection  mechanisms for a  ring network are 
based on the unidirectional  propagation of informa- 
tion (electrical  signals  and data  frames) from node 
to node. Network  faults  can be categorized  into two 
types: hard  faults  and soft faults. The resilient 
topology characteristic of a  star-ring provides for 
efficient hard  fault  detection,  whereas  the  ring 
purge mechanism provides for efficient soft fault 
detection. 

A hard  fault  results from a  complete  break in the 
ring  segment between two adjacent nodes. (It also 
includes failures in transmitter or receiver elements 
located at each end of the ring segment.)  When  a 
node on the ring detects  the loss of a  signal at its 
receiver, it will transmit  a  unique series of contigu- 
ous frames.  Such  a  transmit state is called "beacon- 
ing." A hard  fault  may  initially  cause  more  than  one 
node to enter  the beacon state,  but eventually all 
nodes but  the one  immediately  adjacent to the  fault 
will have their received signal restored and will exit 
the beacon state.  Thus,  the location of the  fault will 
be isolated to  a  particular ring segment, the one 
immediately  adjacent to the node that is transmit- 
ting  beacon-type  frames. 
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A soft fault is characterized by a high error  rate, 
usually caused by a  degradation in the  electrical 
signal, as opposed to  a complete loss of signal. Soft 
fault detection by a node on a ring is accomplished 
by monitoring all  frames  and verifying the validity 
of the accompanying frame check sequence (FCS) 
(Figure 6 ) .  A  count of the  detected FCS errors is 
kept by each node, and if a  predetermined threshold 
is reached over a given time  interval, an indication 
of the condition can be reported. 

Since  an invalid FCS will  be observed by all nodes 
downstream from the degraded ring segment, an 
additional function is required to  facilitate  the 
isolation of soft faults. The first node on the ring 
that detects  and logs the  error  can set the error- 
detected flag in the physical trailer at the end of the 
frame.  The nodes downstream from this node, 
observing that  the flag has been set, will  not  log the 
error. As a  result, the location of the  fault  can be 
readily isolated to  a  particular ring segment. 

Another flag in the modifier field may be employed 
to  detect the loss or failure of an intended receiving 
node. The address-recognized flag  is set by a node 
when it recognizes its  address within the  destination 
address field, independent of whether the  frame is 
actually copied by the node. The  transmitting node 
will check the  state of this flag as  the  frame is 
purged from the ring. The flag  not being set is an 
indication that  the intended receiver is disconnected 
from the  ring. The logical link that may have been 
established between the two  nodes should then be 
tested prior to reporting the disconnection to  the 
node manager within the  transmitting node. 

It is important  to note that a bridge will set the 
address-recognized flag if a  frame is to be routed to 
another  ring. Consequently, this flag cannot be 
employed as  an acknowledgment that  the  frame has 
successfully reached its  destination.  Such acknowl- 
edgments are considered to be DLC functions and 
are performed above the physical transport func- 
tions of the ring. The receiving node should send a 
separate  frame  to convey acknowledgment status 
back to  the original transmitting node. 

Ring fault  isolation and  reconfiguration. The 
address-recognized flag will also be set by the first 
node on a  ring  to receive a  frame  that contains  a 
broadcast  destination  address. Downstream nodes 
can be conditioned to ignore specific broadcast 
frames if the address-recognized flag has been set. 
Such  a  technique can be employed to  determine the 
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logical order of active nodes on a ring. Correlation 
of this information with the  source  address con- 
tained within beacon-type frames or soft error 
report  frames provides the required parameters  to 
isolate the location of the  fault. 

Periodically, the  active monitor will issue a broad- 
cast  frame called a roll-call poll. The first active 

The  simple  addition of an alternate 
ring path through  each  wiring 

concentrator  provides  a level of 
availability  not  readily  apparent  with 

other  network  topologies. 

node downstream from the monitor node will set the 
address-recognized flag and save the source 
address.  Other nodes on the ring will  not take  any 
further action at this  time. The node that received 
the  frame will then reissue a new roll-call-poll frame 
containing its own source address whenever a  free 
token is observed. This process continues around the 
ring until  the active monitor receives a roll-call-poll 
frame without the address-recognized flag set. At 
that time, each node will have the specific address of 
the  adjacent node immediately upstream.  This 
information is transmitted with all beacon frames 
and soft error report frames,  thereby allowing a 
network management node to log the location of the 
fault. 

The use of wiring concentrators  to configure a ring 
network provides the additional  capability to 
remove faulty elements from the network. Lobe 
bypass switching for isolating faults in the lobe 
wiring elements has  already been discussed in a 
previous section. A separate  technique is necessary 
if reconfiguration is required as a result of faults 
occurring within the  ring segments interconnecting 
wiring concentrators. Reconfiguration of this serial 
portion of the ring network is obtained by use of an 
alternate ring that parallels  the  path of the principal 
ring through  each wiring concentrator  (Figure 12). 
The signals on this alternate ring are propagated in 
the direction opposite to those on the principal 
ring.'' 

IBM SYSTEMS JOURNAL, VOL 22. NOS 1/2. 1983 



Figure 12 shows four wiring concentrators as they 
would  be configured with both a principal and  an 
alternate ring. If a  fault occurs in the ring segment 
between  two wiring concentrators, wrapping of the 
principal ring to the  alternate ring within the two 
wiring concentrators will restore  the physical path 
of the ring. Note  that the logical order of the nodes 
upon the ring has not  been altered. In other words, 
Node  N  remains immediately downstream from 
Node M. Consequently, configuration tables asso- 
ciated with the network management functions do 
not  have to be altered. 

The simple addition of an  alternate ring path 
through  each wiring concentrator provides a level of 
availability not readily apparent with other network 
topologies. This wrapping function, like the lobe 
bypass function, may be implemented with manual 
switches or automatic switching logic, or be com- 
mand-initiated from a  remote  management  facility. 
The IBM 8100 loop system employs a  manual form 
of both the  wrap  and bypass functions. 

Summary 

The rapid development and user acceptance of 
computer  equipment in the office environment has 
caused an explosive growth in personal workstations 
and  computer  terminals.  This, in turn,  creates  a 
need for a  systematic  approach  to interconnect this 
equipment by  way  of a local area network (LAN). 
One of the key factors distinguishing LANs from 
other networks is the geographical constraint that 
allows the freedom to choose innovative transmis- 
sion techniques for the network. For example, LANs 
can  operate at  data rates exceeding several mega- 
bits per second as opposed to wide-area networks 
which operate at  data  rates of kilobits per second. 

An LAN based on a  star-ring wiring topology has 
been described. Token-access control protocols 
operate on top of the physical wiring system to 
resolve contention among the  attached nodes.  As 
the number of terminals increases, more rings can 
be added  to  increase the  data-carrying  capacity. 
The rings are interconnected by high-speed switch- 
ing units called bridges, thus allowing full network 
interconnectivity among all nodes. Additionally, a 
degree of network granularity is provided by allow- 
ing several rings to be installed concurrently  and 
then interconnected at a  later time. Furthermore, 
these rings maintain  autonomy  and  thereby offer 
advantages in reliability and performance. Since 
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Figure 12 Ring  reconfiguration  (after  wrapping) 

r 

(NORMAL STATE) 

A A 
WIRING 
CONCENTRATOR 

WIRING 
CONCENTRATOR 

v v - - 
(WRAPPED) (WRAPPED) 

each ring operates independently of the  others, 
faults on one ring do not affect the  others. 

The overall system architecture provides a compre- 
hensive approach  to  a wide variety of network 
configurations. Small configurations of 10 to 20 
terminals  can be handled by one ring with little 
concern for the management problems of a  large 
network. The same system architecture provides the 
capability  to attach several thousand terminals to 
multiple rings that  are bridged together  to form a 
single network. For such large networks, manage- 
ment of the configuration becomes an important 
aspect.  Through  the hierarchical wiring structure 
and  the control procedures, it is possible to quickly 
isolate faults  and reconfigure the network around 
the failed components. The  star connection of nodes 
into  the wiring concentrators provides for adding 
and deleting single nodes. In addition, an  alternate 
ring between wiring concentrators, along with tech- 
niques for wrapping to this ring, allows a network to 
continue  operating in cases of failure between wir- 
ing concentrators. 
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