This paper extends a particular capacity planning approach to
include usage accounting by business element of Input/Output
path and Direct Access Storage Device resources. A simple non-
linear procedure is outlined to size host configurations that can
process workloads at specified rates. An important feature of the
procedure is to take account of a law of diminishing returns,
which is that doubling the number of components does not double
the amount of work done. Discussed are configuration relation-
ships involving TS0 and DB/DC subsystem sizing, tuning, workload
variability, data considerations, and hardware and software con-
siderations. Typical, but hypothetical, examples are presented.

Processor, |/O path, and DASD configuration capacity
by J. B. Major

Processor capacity planning (Reference 1) decomposes an instal-
lation workload into business elements, identifies current pro-
cessor usage associated with these elements, projects business
element growth (and processor usage), accumulates business ele-
ment processor usage requirements, and translates the overall re-
quirement into a processor configuration. Projection by business
element is key: growth could be disproportional, and thus affect
the overall processor requirements severely in an otherwise
unanticipated fashion. Furthermore, current processor usage of

some workload components (e.g., testing and development) may
have a direct bearing on future usage of others (e.g., production),
thus giving additional forecasting insight. Finally, responsiveness
requirements of on-line services limit the average realizable pro-
cessor time allocated to these services in proportion to the aver-
age-to-peak on-line workload—hence the need to track separately
the on-line processor usage.

A decomposition of business into its elements and usage account-
ing by business element presupposes processor usage data by
business element. The usually available performance monitors
and accounting packages, discussed for example in References 2
to 4, do not produce the information in the required form. Rein-
terpretation of the data is necessary. Basically, we have to ad-
dress an estimation problem as follows.
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Let u,, u,, - -+, u, represent processor usage as shown by the
System Management Facilities (SMF) of the Multiple Virtual Stor-
age (MVS) operating system for each of the n business elements. A
discussion of SMF is given in Reference 5. (These and all sub-
sequent acronyms are listed in the Appendix.) Note that usage
here is incomplete; the individual numbers do not add up to the
total usage U. However, accurate information on U is available.
Knowing the nature of the software used to process each business
clement, rational statements can be made about the fraction of
actual usage that SMF accounts for. Thus capture ratios can be
stipulated for the real processor usage of each business element
for a variety of operating system environments."' Let J; denote the
reciprocal of the ith capture ratio. Then U = fu, + fu, + - - - +
fqu,. This statement is true if the capture ratio estimates are cor-
rect. Otherwise, adjustment of some or all of the ratios is neces-
sary. Guidelines derived from experience usually do the job quite
acceptably. Some installations opt for a more methodical factor
estimation process that utilizes a fair amount of historical data
and (constrained) linear regression.

Business-element-based accounting assumes additivity of re-
source usage requirements. If each element is processed in isola-
tion, processor times add up to the composite time with 97-98
percent accuracy, and I/O resource usage additivity is about 85
percent accurate. The greatest difference is observed in systems
consisting of very different subsystems (Data Base/Data Commu-
nication (DB/DC) with time-sharing and batch).

This paper extends the capacity planning approach of Reference 1
to include usage accounting by business element of Input/Output
(1/0) path and Direct Access Storage Device (DASD) resources. I/O
path includes block multiplexor channel (BMPX) and 1/0 device
control unit combination. Disk 170 handling extends the 1/0 path
definition to include a head-of-string controller as well. /O usage
accounting introduces additional adjustment factors. Guidelines
are given for the initial choice of the relevant factors. When the
accumulated usage matches the systemwide total (accurately re-
ported by the available monitors), business-element-based host
resource usage projection becomes possible.

The estimation factors introduced here are software and hard-
ware environment-dependent. When practical, they are con-
verted to dimensionless quantities to minimize the software/hard-
ware dependence. Data analysis of many installations indicates a
good measure of stability of the factors presented here. As our
approach is put to test in more and more situations, the estima-
tion factors become more and more refined.

Capacity planning is basically the following three-step procedure:
(1) account for current usage, (2) forecast future usage, and (3)
match host resource requirements to a future configuration.
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The methodology outlined in the paper has been put to practical
use by the author and several of his colleagues. It emerged from
the author’s previous work that utilized queuing models to study
configuration relationships. These studies were time-consuming
and hard to communicate. The problems addressed then and
many others now can be put into a simple context. Data reduction
and coefficient estimation turn out to be a relatively quick (1-2-
day) process. As expected, installations with 1/0 path or DASD
usage above the recommended guidelines usually experience re-
sponsiveness problems. Configuration balancing for both the cur-
rent and projected workload processing levels is a straight-
forward, systematic, and credible effort.

The methodology is illustrated through several examples; no at-
tempt is made to depict any one specific installation. The num-
bers chosen, however, do tend to describe likely actual situa-
tions.

Workload characterization

Workload is viewed here as a collection of processor and 1/O re-
source requests during a particular period of interest. Workloads
are compared through a measure called relative 1/0 content. The
concept is explained for the methodology discussed here as fol-
lows.

Consider an MVS installation that processes a particular general-
purpose commercial batch workload during a logical shift, i.e., a
period of interest. Processor, I/0 path, and DASD resource con-
sumption, I/O activity, and other workload processing parameters
can be obtained from resource usage monitors.”* A measure of 1/0
intensity, i.e., the 1/0 content of workload, can be defined as the
BMPX channel activity count per second divided by the processor
time (ms/s) used. This measure is related to the concept of in-
structions per byte transferred that is sometimes used to charac-
terize workloads. Furthermore, this measure is processor-depen-
dent, i.e., the same amount of code execution requires different
amounts of BMPX channel activity per second on different-speed
processors.

1/0 content varies as the workload varies: Commercial batch dif-
fers from engineering batch, and batch (in general) differs from
time-sharing. DB/DC gives rise to yet another /O content, and
time-sharing systems differ from one another. It also varies as the
workload system usage parameters (block size, buffering, and
storage allocation) change. One might suspect that 1/0 content is
an unstable characterization of workloads. Experience shows the
contrary.
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Table 1 Relative /O content and kiloinstructions (ki) per Start I/O by workload type

Workload type Relative ki/SIO
I/O content

Commercial MVS batch 1.00
Commercial OS/VS1 batch 1.70
Commercial DOS/VSE batch 2.60
Engineering batch 0.40
TSO, prime shift, 0.60
application development
TSO, off-shift, :
systems programming
IMS, CICS with DL/1
IMS Fast Path,
CICS high performance
VM, general workload mix
VM, CMS time-sharing
VM, guest operating system
MYVS production workload
VM, guest operating system
DOS/VSE production workload

Note: SIO is the physical I/O as represented by the channel activity count in monitor reports.”™

Suppose we define the /0 content for the average commercial
batch MVS installation (workload) as a base unit of 1.0 when pro-
cessed on a given processor. A processor-independent measure
of 1/0 content can be defined to relate workloads to one another.
Relative 1/0 content of a workload with respect to the base work-
load is the ratio of its I/O content to the 1/0 content of the base
when processed on the same processor. Relative 1/0 content and
kiloinstructions (ki) per START I/O (SI0) from a large number of
installations are given in Table 1.

The relative /O content and the associated ki/S10 data are aver-
ages observed by the author. Processor independence of the rela-
tive /O content is incomplete: Two processors may have different
internal processing power ratios for different software environ-
ments (e.g., MVS commercial batch and DB/DC). Fortunately, the
variations are not too great except in the 1BM 3033 N group of
processors, which show a higher relative 1/0 content for engineer-
ing batch. This group of processors is implemented with rela-
tively less execution parallelism and with smaller cache memory
relative to its processing speeds. Possible reasons for data devia-
tions are given later in this paper under the heading ‘‘A per-
spective on data.”

The higher the relative /0 content of a workload component, the
more SIOs are processed for each unit of processor time, hence
the need to plan 1/0 configuration requirements of these work-
loads. Although relative /O content is very important, it is not the
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only descriptor. Workload processing implies a given number of
1/0s per unit time. Thus, workloads can be described in terms of
their main hardware component requirements. We are led to the
following parameters:

Relative /0 content (processor usage per I/O).
1/0 path usage per 1/O.

DASD usage per 1/O.

1/0s per second to process the workload in time.

In summary, host configuration is based on establishing workload
processing and resource usage requirements. These, in turn, are
related to resource usability experience to estimate the number
and size of resources.

Conventional system planning approaches estimate future pro-
cessor requirements from workload breakdown into business ele-
ments and individual growth projections and processor usage ac-
counting for these elements. For moderate to low relative /O con-
tent, the most important task is the choice of processor. Within
the System/370 product line almost any processor can be con-
figured to handle the /0 requirements. The number of DASD de-
vices depends on data space and availability. The number of 1/0
paths (channel, control unit, head-of-string) depends on availabil-
ity and recovery considerations.

Workloads of high relative /O content require special attention
when based on processor requirements alone, particularly when
the processor choice is a channel-constrained attached processor
(AP) or powerful uniprocessor (UP). It might not be possible to
realize the high SIO rates that such workloads call for on the se-
lected processor. Faster DASD (or tapes) may be needed than are
installed or available in the current product line, more channels
and control units may be needed than the configuration provides
for. Shorter strings of DASD may be required than the ones in-
tuitively felt.

Another problem is presented by the fact that any increase in the
/0 processing requirements cannot usually be met by a propor-
tional increase in the /0 configuration. We need to size system
requirements rather than processor requirements. A simple ex-
tension to handle these requirements is now presented.

A 3031 Mvs installation undertakes a capacity planning study
based on USAGE.' Current and anticipated requirements 18
months hence are given in the first three columns of Table 2.

The prime shift usage of 110 hours (68% processor busy during

160 hours of 20 business days, 9:00 a.m. to 5:00 p.m.) is expected
to grow to 233 hours, necessitating a faster processor. The on-line
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Table 2 Summary data for an installation’s current and anticipated 18-month requirements for CPU and 1/O usage; 160 hours of
operation, 20 prime shifts

Business CPU usage Relative 110 usage
elements hours 1o

content now future

Sfuture

Relative SIO/s Relative SIO/s
110 usage 1/O usage
hours hours

Batch production . 30 . 30
Test and develop

time shared, TSO . . 9

batch . . 8
Support

time shared, TSO . . 46

batch . . 10
Maintenance, TSO . . 9
Order processing

high performance

DB/DC, CICS

Total CPU hours

Total SIO/s

Total relative /0 usage
Average relative 1/O content

portion of the processing load is 185 hours of 3031 during 160
hours of operation. According to USAGE guidelines, 64 hours is
the recommended maximum. A processor of nearly three times
the power of the 3031 is needed. Thus a 3033 N is considered for
installation because it has sufficient processing power. There are

also questions about the 1/0 subsystem. Will one channel director
be sufficient? Can five /0 paths handle the 1/0 load? To answer,
configuration rules are needed.

The relative 1/0 content factors of Table 2 are taken from Table 1
as approximations for the workload represented by the business
elements. 1/0 usage figures are derived by multiplying the Central
Processing Unit (CPU) usage hours (now and future, respectively)
by the relative /0 content factors. As an example in Support,
time shared, TSO, 35 future CPU hours times the 1.3 factor yield 46
relative 1/0 usage hours (future). Total SIO/s data (now) are ob-
tained from Resource Measurement Facility (RMF) channel activ-
ity reports for the type of time periods (averaged) depicted under
/0 usage in Table 2. Our guidelines have been derived under the
assumption that byte multiplexor channel activity is ignored. For
our example, the SI0/s activity rate is 52. The total relative 1/0
usage (133, now) divided by the CPU usage hours (110, now) de-
fines the average relative /0 content of the total workload for the
selected time period. The result is 133/110 = 1.21. Similarly, the
future workload has a relative /0 content of 304/233 = 1.30, an
increase over the current level.
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Each business element can be assumed to have SI0/s rates in pro-
portion to its relative /O usage. Thus, for example, Support, time
shared, TSO (now) has an S10/s rate of 52 x (20/133) = 7.8. And
again, the SI0/s requirement of the future workload is obtained by
multiplying the current rate (52) by the ratio of relative I/0 usage,
i.e., future over current. Thus, 52 x (304/133) yields 119 S10/s
future requirement. The business-element-based SIO/s require-
ments for the future workload are calculated as in the previous
paragraph. Thus, Support, time shared, TSO (future) has an SIO/s
rate of 119 x (46/304) = 18.

Law of diminishing returns

System tuning aims at balanced (approximately equal) utilization concepts
of like resources. The greater the number of like resources, the

greater the difficulty of making the balance. Furthermore, utiliza-

tion balancing becomes more difficult with shrinkage of the period

during which equal utilizations are desired.

The author’s study of several installations has resulted in the ob- Figure 1 Law of diminishing returns
served overall utilizations shown in Table 3 and illustrated in Fig-
ure 1. Increased overall utilization, as previously discussed, may
require an inordinate amount of ongoing tuning effort. Further, as
hardware costs become lower, the average realized utilization of
like components is expected to become lower as well to com-
pensate for cost savings from reduced tuning effort.

MAX]-
LIKELY MUM

SOURCES

NUMBER OF

OVERALL UTILIZATION

Host system behavior obeys a law of diminishing returns in that a
system with 2N like components cannot do twice the work of one
with N like components of the same type. Table 3 summarizes
our empirical findings for /0 path and DASD resources for IBM
3330, 3350-type DASD, 3420-type tapes, 3830, and 3880 DASD con-
trollers, and also for 3803 tape controllers. A theoretical ex-
planation is discussed later in this paper under the heading *‘Justi-
fication of guidelines.’’ Systems consisting of isolated subsystems
(and isolated workloads) may exhibit higher overall utilization.
Likewise, data base systems with randomized record positions
over the DASD actuators and random requests for records may
exhibit DASD utilizations substantially above the overall level
shown here for that many actuators, but such systems have prob-
ably undergone substantial tuning.

Projections of workload growth should take into account a non- application
proportional expansion requirement. Plots of traffic intensity
against the number of like resources (/0 paths or DASD) in Figure
1 show traffic intensity maxima that can be realized for given
numbers of like resources. Here, traffic intensity is the sum of
utilizations of like components of a subsystem, and utilization is
measured as the fraction of time a component is busy. Figure 1 is
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Table 3 Empirical findings for /O path and DASD resources

Block Traffic (ms) DASD Traffic (ms)
channels

maximum likely maximum likely

520 300 1460 1100
750 500 1800 1350
980 750 2130 1640
1200 900 2450 1900
1400 1050 2770 2130
1600 1220 3070 2380
1780 1400 3360 2600
1940 1550 3920 3070
2100 1680 4440 3500
2240 1810 4920 3920
2380 1940 5760 4700
2600 2180 6450 5360
2780 2380 5940
2910 2560 6450
3000 2700 6870
3050 2910 7200
3080 3020 7440
7600

not drawn to scale. It illustrates the author’s finding that 75 per-
cent of the measurements fall below a likely overall utilization
(DASD and 1/0 path), and 10 per cent show utilization in excess of
the maximum. Responsiveness problems are manifest above the
likely level. Specific behavior is given in Table 3.

procedures  Let R be the relative 1/0 content of a workload. Unconstrained 1/0
processing capacity S of various processors can be defined as
SI0/s processed when the processor is 100% busy, as follows:

Table 4 Processor multipliers (M) S = RM )]

for a range of processor i Lo L.
types where M is a processor multiplier and is given for the IBM pro-

cessor types shown in Table 4. These M values are the author’s
IBM processor best estimates, based on processor comparisons within his expe-

type rience. We see that workloads of low relative I/0 content (small
R) result in low SIO rates.

4341 MG1
158-1
158-3 Equation (1) together with Table 3 is used to compute the size of

3031 : Yo ot .
158-3 AP, MP the host. The stepwise procedure is given as follows:

3031 AP

168-1 . Choose a host processor from Table 4. The unconstrained 1/0
;82531:13032 processing capacity must not be less than the workload projec-
168-3 AP, MP tion. If none qualifies, consider loosely coupled processors. If,
3033 for example, S and R are obtained from Table 2, then § = 119,
3033 AP, MP R = 1.3, and M = 92. Thus a 3031 AP or larger processor is

required.
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2. Apply the workload projections for S10/s and ms/SIO to obtain
the required number of channels and DASD. If Table 2 is used
again, we are considering a CICS-TSO-batch mixture with likely
average service times of 9-10 ms on the 1/0 path and 32-36 ms
on DASD. The result is a best-case (9,32) and a worst-case
(10,36) configuration as follows:

/O paths Best case Worst case

Traffic intensity 119 X 9 = 1071 ms 119 x 10 = 1190 ms

/O paths minimum reasonable  minimum reasonable
From Table 3 5 6or7 5 7

DASD Best case Worst case

Traffic intensity 119 x 32 = 3808 ms 119 X 36 = 4284 ms

DASD minimum reasonable  minimum reasonable
From Table 3 24 32 27 36

We deduce that a 3031 AP as found in step 1 is sufficient, but
with the following further understanding:

e It would be 100 x 92/106 = 87% busy, which is somewhat
high for planning purposes.

e All of its 1/0 paths (maximum five) are required, which re-
quires significant tuning to operate at high 1/0 path perform-
ance.

® There is no difficulty in configuring the DASD.

e A 3033 N processor with one channel director is a more at-
tractive system. There is field upgradability if availability
justifies another director, or if performance requires more
than five /O paths.

3. In general, a configuration based on maximum performance
measures is usually only realizable through substantial tuning.
Realistic planning should increase the calculated values by
one-third. The traffic intensity data under ‘‘likely’” in Table 3
have been derived with that safety consideration in mind. Sys-
tems vary around that level of performance. Thus we desire
the following configuration:

e 7 1/0 paths (2 channel directors, 7 DASD control units)
® 32-36 DASD

oM > 122 (3032 processor or up)

. Estimate the required number of DASD on-line to the host from
space requirement considerations. Use the larger number ob-
tained from steps 3 and 4.

Denote B as the maximum CPU busy fraction that is acceptable for
peak workload within the installation responsiveness specifica-
tions. From Equation (1), the new, constrained I/0 processing ca-
pacity S is expressed as follows:

S = RMB. @
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1/0 service
times

Configuration relationships

3033 AP

3031 AP

1
500

S$(10/s)

Table 5 Selected characteristic SIO times

Workload type 1/0 path (ms/SIO) DASD (ms/SIO)

Commercial batch, MVS 9-11 30-35
General purpose TSO 30-40
DB/DC, CMS 25-35

Current 1O service times are available for MVS systems from RMF
reports (Channel and DASD activity). Similar information is avail-
able from Virtual Machine Analysis Program (VMAP) reports for
VM/370 starting with Release 6. The Virtual System Extended/Per-
formance Tool (VSE/PT) provides equivalent information for Disk
Operating System/Virtual Storage Extended (DOS/VSE) systems.

Future 1/0 service times depend on future workload composition
and physical characteristics of future configurations. Thus if de-
vice speeds and channel usage modes change, service time esti-
mation has to be performed in terms of the new specifications.

Characteristic /o times for current products are obtained from
experience. When specific measurement information is not avail-
able, one may use the information given in Table 5. The lower end
of the channel service time range tends to correspond to 3350-
type DASD and/or fast tapes, whereas the higher end describes
3330-type DASD and/or slower tapes. Extensive use of fixed-head
storage devices also reduces DASD and channel service times.
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Table 6 Estimated /O path {channel activity} service times

Business SIO/s ms/SIO Total ms
elements (/O path time) (total for I/O paths)
Future

Now Future Now Future

Batch production . . 9 9 105.3 105.3
Test and develop
time shared, TSO . . 12 12 14.4 42.0
batch . . 9 9 18.0 27.9
Support
time shared, TSO . . 14 109.2 252.0
batch . . 9 18.0 35.1
Maintenance, TSO . . 12 27.6 4.0
Order processing . . 8 200.0 601.6
high performance
DB/DC, CICS

Total
Average

When measurements, extrapolations of same, or estimates of
channel and DASD service times are available by business ele-
ment, extension of the USAGE table is possible. Table 2 shows
estimated SI0/s information by business element for current and
future workloads. If the /0O service time estimates exist for the
current workload, the corresponding estimates of /O path times
are given in Table 6. The ms/SIO entries for 1/0 paths might be
different in the future if new peripherals (for example, IBM 3380-
type DASD) and/or new accessing techniques are used. Table 6
can be extended or analogously produced for DASD SIO estimates
of current service times and SIO rates (DASD only) plus new serv-
ice times for future configurations to yield total ms/DASD informa-
tion for use with Table 3.

Configuration relationships

Equation (2) is used to generate the relationships of Figure 2. Let
B =0.75, R = 1 and 1.5. Consider a 3031 AP with its maximum
five 1/0 paths, a 3033 N with its maximum ten I/O paths and a 3033
AP with its announced maximum 24 1/0 paths. Each processor is
illustrated by a rectangle, the left vertical side at the maximum /O
rate for R = 1 and B = (.75, the right vertical side at R = 1.5 and
B = 0.75. The horizontal lines correspond to the likely /0 path
traffic (Table 3) for the configured number of paths PT.

1/0 path usage U is proportional to the number S of I/Os and to the
/0 path time T of the average 1/0. Path times of 3-12 ms are cho-
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sizing

sen and path usage is depicted by rays. Workloads of high (R =
1.5) 1/0 content experience /O path problems on the 3031 AP and
on the 3033 N when T = 8 ms. To fully utilize (B = 0.75) the 3033
AP with R = 1.5, a workload with T < 6 ms is needed.

Configuration limitations of the 303X processors point to the need
for reduced 1/0 path times through high-transfer-rate DASD and
tape devices. Reduction of R is another possibility. High in-
cidence of logical swapping—a feature of MvS System Extensions
(MVS/SE) when adequate main storage is configured—also helps
overcome configuration limitations.

The case study of configuration sizing poses the question about
the sufficiency of a one-director (maximum five 1/0 paths) 3033 N.
Figure 2 shows such a system to be tight at the 7 = 5 ms level. In
the case study, T = 9.3 ms for the assumed 3350 DASD. With
3380-type DASD used in the future, T could reduce to about 5 ms.
However, one director allows for only two high-speed (data
stream mode) DASD paths, which is insufficient in this case. On
the other hand, two directors with four high-speed and four regu-
lar DASD paths result in 7 = 7 ms for this mixture of DASD, and
provide an 1/0 configuration sufficient for this workload.

A system with P active programmers at terminals is to be sized.
When in session, each programmer generates three transactions
per minute. It has been observed that if a system has an average
response time of 1.5 s, the programmers tend to generate many
transactions in a short time; otherwise, they generate fewer.

A typical TSO transaction induces 26-36 SI0s. At the above pro-
grammer activity level, this results in 78-108 SIOs per minute or
1.3-1.8 s10s per second per active programmer.

SIO service times are approximately 12 ms on the /O path and
36 ms on DASD.

Relative 1/0 content of the given TSO workload is estimated as 0.4
when foreground compiles are practiced and 0.5 otherwise. Table
1 shows a relative 1/0 content of 0.6 for TSO application develop-
ment. Variations around that number are also possible. We as-
sume significant logical swapping activity under MVS/SE.

From Equation (2),
M = S/(RB).

For simplicity, assume 1.5 SIOs per second per programmer. For
B = 0.75,

M = 5P with foreground compiles,
M = 4P without foreground compiles.
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Table 7 TSO system sizing with and without foreground compile

Active Host Number of Number of
programmers type 1/0 paths DASD

with without with without with without
foreground foreground foreground foreground foreground foreground
compile compile compile compile compile compile

158-1

158-3

3031

158-3 AP, MP
3031 AP
168-1

168-3, 3032
3033N

168-3 AP, MP
3033

3033 AP, MP

O RN D WWWNN NN
NN ARWWNDNN

—

With the above information, we can use Tables 3 and 4 to size the
required configurations, with results summarized in Table 7.

System sizing is not proportional to the number of active pro-
grammers due to diminishing returns. To determine the specific
numbers we follow through the sizing procedure, using the ex-
ample of the 3033 N processor as follows:

1. Table 4 has M = 193 as the maximum S/(RB). Since each pro-
grammer generates 1.5 SI0/s, the maximum P = 193RB/1.5.
ForB=0.75and R = 0.4, P =39,but P = 4§ when R = 0.5.

. L0 path traffic intensity is 125 or 18P and DASD traffic intensity
is 365 or 54P. Referring to Table 3, 39 active users generate 39
X 18 = 702 ms of 1/0 path traffic (4 10 paths under the likely
heading) and also 39 X 54 = 2106 ms of DASD traffic (16 DASD
under the likely heading). Therefore, we obtain the entries un-
der the foreground compile heading previously discussed.

A system with P active users is to be sized in which each user has DB/DC
a terminal and generates one transaction per minute. Consider the subsystem
303X systems only. sizing

A typical DB/DC transaction induces 8 SIOs (light, interactive
transactions representing simple inquiry/update-type work). At
the given user activity level, that results in 0.13 SIO per second
per active user. SIO service times are approximately 8 ms on the
channel and 32 ms on DASD.

Relative 1’0 content of this DB/DC workload is 1.2, which is consis-
tent with Table 1. Given 100 active users, the calculations are 100
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Table 8 Summary of system sizing for DB/DC

Users

S10/s

Traffic ms/s Configuration required Minimum

1/0 paths

M
DASD CPU type 1/0 paths

104
208
312
416
520
624
728
832
936
1040
1144
1248
1352
1456

416 3031
832 3031
1248 3031
1664 3031
2080 3031AP
2496 3031AP
3031AP
3032
3032
3033N
3033N
3033N
3033N
3033N

O XX ~TANAAD DD WWN —

tuning

x 0.13 = 13 s10/s, 13 X 8 = 104 ms/s I/O path traffic, and 13 x 32
= 416 ms/s of DASD traffic. The DB/DC system is likely to be re-
sponsive at processor utilizations of up to 0.8.

Wehave R = 1.2, B=0.8,and § = 0.13P. Using Equation (2), we
calculate M = 0.135P. Let T, and T,, denote 1/O path and DASD
traffic (ms/s) respectively. Then T, = 0.104P and T}, = 0.416P.
Using Table 4 for processor sizing and Table 3 (likely values) for
/0 sizing, we configure for a variable number of users as shown in
Table 8.

Here none of the processors is configuration-limited, implying
that it is possible to configure sufficient 'O to handle the specified
DB/DC workload.

The objective of tuning is to improve the throughput and/or re-
sponsiveness of a system within the context of a particular config-
uration. Sometimes minor configuration changes are considered
part of the tuning. These objectives are usually achieved through
two Kkinds of improvements:

e Elimination of unnecessary work.
e Balanced utilization of like components.

In the first case, a given throughput is obtained with less resource
utilization than otherwise (e.g., more main storage is used to do
fewer SI0s through larger block sizes, and lower 1/0 path, DASD,
and CPU utilizations are needed for a given quantity of work).

In the second case, the diminishing returns effect is tempered.
Through subsystem isolation and balancing, the overall system
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behaves as though it were processing independent, isolated work-
loads in parallel, each using its own /O subsystem, while sharing
the host processor(s) and main storage. Such subsystems would
have to be sized in their own right, e.g., a TSO subsystem could
have its own I/O paths and DASD, and a DB/DC subsystem would
have its own /O paths and DASD, while still sharing processor(s),
main storage, and, to some extent, I/0 (system data set volumes
and 1/0 paths). Sizing the two subsystems could be almost inde-
pendent from subsystem to subsystem, with the total requiring
somewhat more resources (due to sharing) than the sum of the
two. On the other hand, combined sizing could require more re-
sources than the sum of the two components.

Consider the example of two TSO subsystems that are indepen-
dent of one another. One subsystem supports 16 programmers,
and the other supports 48. There is no foreground compile/run in
either system. According to the results in the previous section,
the first system requires six DASD, the second requires 20 DASD,
and 26 DASD are required in all. A single, nonisolated system for
64 programmers needs 28 DASD. Thus, isolation, if achieved, is
good.

Some systems are readily isolated, and DB/DC systems are good
examples of this. Another class of examples is given by tape jobs
and DASD jobs. Tape channels and 1/0 paths are separate from the
DASD 1/0 paths. Thus, the subsystem requirements can be sized
separately. Some sizing gains could be realized. Likewise, pag-
ing workload of TSO systems can be isolated from nonpaging 1/0
work with improved configuration economy and performance.

As a final note, tuning tends to be costly in skilled people re-
sources as well as in hardware. Tuning is an ongoing effort, and
the results are often unstable. Human resources are growing
more costly, whereas hardware is decreasing in cost. Therefore,
tuning should not be an objective; rather, it should merely be an
unavoidable temporary measure. The scope of tuning is usually
within the maximum resource traffic numbers given by Table 3.
Thus an installation may find temporary savings of less than 25
percent on the host hardware cost through sustained tuning—to
be balanced against the cost of hardware resources, tuning mon-
itors/aids, and people.

Workload composition and relative /0 content change from shift
to shift as well as within shifts. Therefore, plans should be made
for all relevant workload profiles. Configuration sizing should ac-
commodate them all. If, for example, N, units of a component are
required to process type 1 workload and N, units are needed to
process type 2 workload, the configuration should have max
(N,,N,) components. Here max (N,,N,) means the greater of the
quantities N, and N,. If some of these units are to be exclusively
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Table 9 Validation data

Software Source Measurements Relative I/O content
environment systems

length standard
deviation

VM/370 3 months . 0.4
mixed prime
workload shift

Commercial large =1 shift

MVS batch commercial and
systems, =1 hour
Canada

large 1 shift
commercial and
systems, =1 hour
Canada

IMS DB/DC, railroad, 1 shift
CICSDL/1 utilities, and
government =1 hour
in Canada,
SHARE 49 and
IBM tests’ =1 hour

High banking 1 shift
performance industry, and
DB/DC Canada =1 hour

DOS/VSE consulting 1 hour
companies,
Canada

VM/370 with IBM
MVS guest

production

system

VM/370 with
DOS/VSE guest
production
system

VM/370 CMS IBM, 15 hours
utilities, 1 shift
Canada 2 hours

* Extrapolations based on batch and TSO mix considerations.
“*Extrapolations based on user resource utilization reports.

used by the respective workload (e.g., dedicated, on-line DASD),
the configuration should contain N units as follows:

max (N ,N, = N= N, + N,.

The law of diminishing returns suggests that multiple host sys-
tems may be configured to process a specified amount of work
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with less 1/0 resource than a single combined system. The gain is
illusory in that when workload is split into several parts and each
is directed to a specific host, each host becomes loaded as its
workload varies with time. Subsystem capacity should then ac-
commodate subsystem peaks as they occur. Since two sub-
systems hardly ever peak at exactly the same time, the consoli-
dated system has an average load equal to the sum of the sub-
system averages, but with a peak that is less than the sum of the
subsystem peaks. Thus the consolidated system need not be as
large, compared to its average load, as some consolidated sub-
systems should be, compared to their respective average loads.
There is no general conclusion other than that consolidation may
or may not be economical, depending on the degree of subsystem
synchronization.

One needs also to consider the consequences of multiple system
data sets (or data-set sharing to avoid multiplicity) and opera-
tional costs of the isolated subsystems as well as possible gains in
subsystem integrity, availability, and operability.

Multiple isolated or even loosely coupled systems also obey the
law of diminishing returns. Thus Table 3 can be extended to show
for N like processors the amount of realizable processor usage
(maximum and likely). Multiple host systems of an installation
can then be configured.

The author has not yet collected sufficient data to propose multi-
system performance guidelines under diminishing returns condi-
tions. Based on experience, however, the following opinion is put
forward. Given a multiple processor installation with a combined

workload and N (=5) processors with M factors of M, M,, M,
M,, and M, in decreasing order, the overall workload processing
capacity is the inner product of the K and M vectors (for their first
N components) as follows:

N = 1 2 3 4 5
K= 1 0.75 0.65 0.5 0.4
M= M M M M M

1 2 3 4 5

These numbers, however, are quite tentative.

Justification of guidelines

During 1978-1980 the author collected measurement data from
several Canadian railroad, utility, banking, education, and gov-
ernment installations. In addition, measurements of IBM's own
systems were reviewed. A tabulation of findings is shown in
Table 9. An installation is represented by 1-5 sets of measure-
ments, although several installations provided many more mea-
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surement reports. Processor utilization averages 72 percent for
the MVS installations in Table 9 and 60 percent for the other sys-
tems.

The results as shown in Table 9 match closely but not completely
the relative 1/O content factors as proposed in Table 1. To isolate
TS0 workload resource usage, we applied the approach in Refer-
ence 1 for the processor resource. I/O resource usage was ob-
tained as follows:

Estimate batch workload parameters from stand-alone runs.
Apply batch workload parameters to mixed runs to estimate
TSO or CICS workload parameters.

Estimate CICS or TSO I/0 resource usage from knowledge of
dedicated 1/0 resources and their usage (as reported by RMF)
of these systems, when sufficient information is available.

When both of the last two steps could be performed, the results
were comparable.

Consider an installation with two modes of operation, A and B.
Let the same workload be processed under both modes and in-
troduce the following notation for mode A:

number of SIOs to process the workload
ki/s10 (thousand instructions per SIO)
total ki required to process the workload

C, average channel service time (ms) on I/0 path

Likewise, for mode B we define X, P,, Ry, and Cj.

If C, is greater than Cj, the block sizes used in mode A are prob-
ably greater than those in mode B, in proportion C,/C,. Work-
load processing in mode B requires roughly C, /C, times X, SIOs,
and R, exceeds R, by the amount it takes to process the extra
SIOs with, say, an I/O path length of § ki/s10. Thus, we derive the
following relationships for Ry and R,:

R, =R, + $X,(C, — Cp)/Cy.
Also,
Ry, = P X, = P, X,C,/Cy

and

Thus,
PX,C,/Cy=P,X, + SX,(C, — Cp)/Cy
or

P, = P,C,/C, + S(C, — Cp)/C,.
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Some examples show the following results:

18 18 18 18
10 9 8 10
8 7 6 12
5 5 5 5

B 15.6 15.1 14.8 20.6

In other words, installations that tend to show 15 ki/s10 and also
tend to have 7-8 ms average 1/0 path service time are consistent
with our sampled installations having P, = 18 and C, = 9 to
10 ms.

The above consideration can be extended to explain the high rela-
tive 1/0 content of DOS/VSE commercial batch. (See Table 1.) DOs/
VSE installations of today tend to have evolved from DOS installa-
tions with very little main storage (in today’s terms) on their Sys-
tem/360 or System/370, and data set block sizes are quite small
(50-500 bytes). Sequential data set buffering is limited to 1 or 2,
and little if any chaining takes place. More 1/0s are needed to
process a given amount of user data than in MVS systems. Page
size is 2K bytes as opposed to the 4K-byte page size in MVS. Once
again, more 1/0s are needed to do the same work.

When fewer bytes are transferred per 1/0, less /O path time
should be required for the same tape and DASD speeds. DOS/VSE
installation hardware can, however, differ, having slower tapes
and different DASD. The DOS/VSE DASD Rotational Position Sens-
ing (RPS) is not necessarily used. As a result, 8-10 ms are added to
the VO path time for each V0. DOS/VSE measurement inter-

pretation and projection should take this into account.

VMAP reports resource usage by virtual machine (user). When
business elements can be related to users or groups of users, the
configuration procedure is performed as for other environments.
Processor usage reporting by user is incomplete, and multiplica-
tion factors are necessary, as in SMF-based systems. Observa-
tions show that the ratio between the total user processor re-
source usage, as shown by the User Resource Utilization Sum-
mary report of VMAP,” and total processor usage, as shown by its
Monitor Statistical Summary report, is usually 0.95 for uni-
processor configurations and about 0.8 for attached processors. A
simple approach is to multiply user processor resource usage by
the reciprocals of these numbers, as applicable. The in-
completeness is probably due to spooling and not allocating the
processor resource used in paging 1/0s and physical printing. Ad-
justment of processor usage may be based on user page and print
(spool) 1/0 usage, compared to the systemwide usage of same (in
terms of the quantities reported by VMAP). Another approxima-
tion prorates the unallocated processor time by taking one third
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Table 10 Diminishing returns illustration for a single-processor, N-I/O-server system

Multitasking Number of Percent CPU
level DASD busy

27
32
34

36
48
57

of it and prorating it in proportion to the page 1/0 (read plus write)
usage, while the remaining two thirds are allocated in proportion
to the user print (spool) 1O usage.

Workloads under the Operating System/Virtual Storage 1(0S/vVS1)
are similar to the workloads of MVS systems, with some qualifica-
tions. Page size is 2K bytes and blocking factors are probably
lower than in MVS environments. With limited 0S/vS1 perform-
ance data analyzed to date, a relative /0 content of 1.7 is esti-
mated for 0S/vSt commercial batch.

There is no particular reason to change DB/DC relative I/O content
estimates for various operating systems because the essential
processing requirements and data transfer characteristics do not
change, as long as the DB access methods are the same.

Indexed Sequential Access Method (1ISAM) data set 1/Os are pecu-
liar: data record transfer requires searching on the track from
home address to the record. During the search, the 1/0 path is
busy, i.e., the path time per /0 is 8-10 ms longer than that for a
comparable Virtual Storage Access Method (VSAM) data transfer.

Other software may affect the value of the proposed (default)
workload characterization parameters. Deviations should be ex-
plained. Defaults can then be customized for an installation, and
projection and configuration become more realistic.

The same measurement sample that yielded the relative 1/0 con-
tent characterization findings is used to show DASD and channel
utilization behavior. The specific choices for maximum and likely
traffic intensities when compared to actual observations are found
to be low in about 10 percent of the (maximum) cases and 25
percent of those that are likely.

Another view of diminishing returns is illustrated in Table 10 and

Figure 3 by a central server queuing example of a single-pro-
cessor, N-I/O-server system. If the service times have coefficients
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of variation of 5 and 0.5 for the CPU and DASD, respectively, and
are gamma-distributed, approximate throughputs can be eval-
vated under the assumption that wait plus service time of any one
server is exponentially distributed. Assume that the total task
processing time under conditions of no contention is split into ten
units, of which one unit is CPU time and nine units are DASD time.
The percentages of CPU busy occurrences for a specified number
of DASD and multitasking levels are given in Table 10.

Analytical solution of the queuing model is based on Reference 6,
which treats the M/G/1/k queue. In our example, queue times of a
server, for example the CPU, represent holding times for the other
server, the DASD, and vice versa. This two-stage system can be
solved iteratively. If queue times of the servers are nonex-
ponential, the results are inaccurate: Simulation studies show
that the CcPU busy level is overestimated by 1-10 percent. The
estimation error decreases as the multitasking level and/or the
number of DASD increases.

We see that doubling the number of like components under other-
wise equal conditions does not double the CPU utilization. Like
components here means the DASD resource on one hand, and the
multitasking resource on the other. In both cases, the returns di-
minish. No consideration is given to /0 paths or to realistic
CPU-V/0 behavior. The purpose of the model is simply to illustrate
the point of diminishing returns.

It is generally believed that tape channel utilization may exceed
DASD channel utilizations, while still giving good responsiveness.
The author agrees with that view where the host has unlimited or

generous main storage. Tape channel contention in the busy tape
channel environment slows down the tasks using the tape chan-
nels, increases main storage residency, and results in paging that
otherwise need not happen. Thus responsiveness may be af-
fected, unless paging is insignificant.

Tape channels behave differently from DASD channels. The ef-
fects of contention are different. However, the channel busy in-
dication given by RMF is consistently low compared to hardware
monitor measurements of tape channels that have come to the
author’s attention. In fact, RMF may show tape channel utiliza-
tions in the range of the DASD channel utilizations when tape
channels are 1.5 times as busy. Thus, for our purposes, no practi-
cal difference exists between tape and DASD channels when RMF-
based channel busy data are used.

No information is available to the writer at this time on the accu-
racy of tape channel usage data reported by VMAP or VSE/PT. In
the limited number of investigations to date, the information has
been treated the same way as RMF-derived data.
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Analysis of a sample of small systems shows relatively large /O
path service times due to the lack of Rotational Position Sensing
(RPS). Such systems exhibit DASD channel traffic ms data above
the maximum guideline of Table 3. Compensation comes from the
presence of a dedicated and inactive tape channel to bring the
overall channel traffic (of 2-4 channels) close to the guideline.
DASD configuration of these systems is invariably governed by
space requirements, as long as 3340-type (low space capacity)
disks are used.

Conciuding remarks

A simple nonlinear procedure is outlined to-size host configura-
tions that can process workload at specified rates. When work-
load processing involves multiple components of a given kind,
doubling the processing rate requires more than doubling the re-
sources. This law of diminishing returns is invariably overlooked
even by experienced systems specialists. This paper attempts to
shed light on this situation. Workloads are characterized by three
parameters: relative I/O content, 1/O path, and DASD service time
requirements. Workload processing implies a fourth parameter:
1/0s processed within unit time. Several workloads have been an-
alyzed to obtain representative estimates of these parameters
when specific information is not otherwise available. This charac-
terization is an acceptable first estimate and one that has been
found usable for host system capacity planning.

Appendix: acronym descriptions

Acronym Description

AP Attached processor

BMPX Block multiplexor

CICS Customer Information Control System
CMS Conversational Monitor System

CPU Central Processing Unit

DASD Direct Access Storage Device

DB/DC Data Base/Data Communication
DOS/VSE Disk Operating System/Virtual Storage Extended
IMS Information Management System
ISAM Indexed Sequential Access Method
o Input/Output

MGl Model Group 1

MP Multiprocessor

MVS Multiple Virtual Storages

MVS/SE MVS System Extensions

0S/VS1 Operating System/Virtual Storage 1
RMF Resource Measurement Facility

RPS Rotational Position Sensing
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SIO Start 1/0

SMF System Management Facilities
TSO Time Sharing Option

UP Uniprocessor

VMAP Virtual Machine Analysis Program
VM/370 Virtual Machine /370

VSE/PT VSE Performance Tool
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