
Eflective  systems  management  is  dependent on two  factors-visi- 
bility of the  data  required  for  systems  management  and  a  struc- I 
tured,  disciplined  management  system  to  effectively  utilize  this 
information.  Discussed  in  this  paper  are  two  programs  to  assist 
in  dealing  with  these  factors.  These  host  programs  use VSAM data 
bases  and  are  accessed via C I C S I V ~  or IMSIVS.  The  programs  pro- 
vide  applications  to  assist in problem  management,  change  man- 
agement,  network  configuration,  and  problem  determination. 
These  functional  application  tools are described  in  terms of  their 
content  and  their  relationships  with  the  overall  systems  manage- 
ment  tasks. 

Systems  management 
by R. A. Bird and C. A. Hofmann 

There  has  been  a  trend  toward  increasing  complexity in the  on- 
line systems  environment.  Increased  demands  have  been  placed 
upon  the  data  processing  organization  to  expand  application  sys- 
tems  and  the  supporting  communications  network. High systems 
availability is dictated by the  more  critical  nature of the  supported 
user  environment. 

To aid in on-line systems  management,  regardless of installation 
size, a set of management  tools  known as  Account  Network Man- 
agement  Program (ANMP) and a problem  determination  appli- 
cation  called  Network  Error  Management  Facility (NEMF) have 
been  developed. 

The  Account  Network  Management  Program  (shown  schemati- 
cally in Figure 1) has  been  developed  to  provide  a  cohesive  set of 
programs  that  address  the  complexities of systems  management. 
Through  our  knowledge of customer  requirements  and  an  under- 
standing of the  key  processes  required  to  perform effective sys- 
tems management,  we  have  developed  the  concept of providing a 
single  package to  address  the key areas of systems  management. 

From  the beginning  we  believed that  such  a  program  must  pro- 
vide  on-line  interactive  support of the  entire  system. We ascer- 
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Figure 1 System  management  menu  structure 
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tained  from  many  studies  concerning  systems  problem  determi- 
nation  that  the  key  areas  that had to  be  addressed  were  problem, 
change,  and  configuration  management. All studies  showed  that 
the interrelationship of these  three  functions  is  mandatory  to ef- 
fectively  manage  a  system.  Another  key  area  prevalent in all our 
studies  was  that of  problem  determination. Again we  believed 
that  this  support  had  to  provide on-line interactive  access  to  error 
data  for  the  entire  system.  The  Network  Error  Management  Fa- 
cility  (NEMF) was  developed  to  provide  network  problem  deter- 
mination in environments not covered by the  Network  Problem 
Determination  Application  (NPDA)  and to provide  consistent 
NPDA support in  nOn-SNA environments  that would  help our  cus- 
tomers  with  their migration to  Systems  Network  Architecture 
(SNA) and NPDA. 

ANMP is an integrated  group of applications that enable a user  to 
achieve effective systems  management.  These  applications  pro- 
vide  the following support: 

0 Problem  management 
0 Change  management 
0 Network  configuration 

The applications  provided  by ANMP allow the  type of manage- 
ment  functions  organization  illustrated in Figure 2 to  be  imple- 
mented.  This is a  disciplined  approach  to  information  handling 
and  is  outlined in Reference 1. 
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that it  would address  both  network  and  systems problem manage- 
ment. There was no similar product to build on for change man- 
agement.  Nevertheless, we decided we could use the new prob- 
lem management application as a  base  and modify the  code  to 
support  the change management requirements. Again there  was 
no product  to build on  for  network configuration. To replace man- 
ual methods, we decided  to allow entry  into  an  interactive  data 
base  for all the  detail information on  each  network  component. 
We believed this  application should provide  a  path  search  capa- 
bility and a map program. This would be particularly important 
for  systems with alternate-path  capability. 

CICS/VS and IMS/VS were considered the most appropriate vehi- 
cles  for implementing these applications because  the  required 
data base and  data communications functions would  be included I 
in the  systems management products  that  were being developed. 
Consideration was also given to  data  base design in each appli- 
cation so that management reports would require as little rewrit- 
ing as possible to  convert  them  from  the CICS/VS version to  the 
IMSiVS version.  Since  the VSAM data  base would be used,  both  the 
CICS/VS and IMS~VS versions must be able to  access  the same file 
with no changes. For  ease of testing,  each application was to be 
written  to  do  a  prescribed  set of functions when called. Also, all 
serviceability provided by CICS~VS and IMSiVS to  the  application 
programmer was to be used. 

In addition to  the  security provided by c I c s / v s  and IMSIVS, it was 
planned that  each  application provide its  own level of password 
protection.  This  additional level of security would allow the  user 
to  decide  to whom authority should be given to  update  and 
change  the files, as well as who should receive  access  to appli- 
cations. 

To handle network problem determination, we used the DEMF 
method of trapping network  error  data  for OS and  developed  a 
new method for DOS. We designed the  data  base,  screen  layouts, 
error  descriptions  and  probable  cause  analysis to be as compat- 
ible as possible with NPDA. To  support  this  concept, we depended 
on the same access method enhancements  for VTAM and TCAM as 
would be required for NPDA. The  product  was designed to allow 
ease of migration to NPDA and NCCF while providing interim sup- 
port. 

ANMP and NEMF design 

problem To provide for generalized problem management, we first looked 
management at problem tracking  sheets gathered from various  accounts  to  de- 

termine which data field should be provided. We also studied  data 
sheets in published account management planning guides and  the 
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analyzed, we designed data  entry  screens  for  systems  and net- 
work problem management that would be used for  both  data  en- 
try  and  data  display. 

Functionally, we designed the application to provide the follow- 
ing support: 

0 On-line creation  and updating 
0 Search capability 
0 Exception  criteria  and reporting 
0 Unlimited comment capability 
0 Ability to handle multiple assignments 
0 Cross-reference of problems to  changes 
0 Batch reports  for management 
0 History file supported by batch reports 

Change management design was accomplished in much the  same change 
way as  the problem management design. First, we identified the management 
data fields that should be tracked on changes during the installa- 
tion process. We then designed the application to provide the fol- 
lowing support: 

0 On-line creation  and updating 
0 Search capability 
0 Cross-reference  to problems 
0 Project scheduling capability 
0 User-defined editing 
0 Unlimited comments 
0 Approver/reviewer facility 
0 Exception notification and  criteria 

Batch  reports  for management 
History file supported by batch reports 

In order  to use as much as possible of the problem management 
application code,  the design of the change management data  base 
was the same as  that  for problem management, with the  ex- 
ception of an  approver/reviewer file. 

Network configuration design presented  the  greatest challenge network 
because we  had no other program to build upon. We designed configuration 
screens  and  the  data  base  structure  to  support configuration data 
for  terminals,  links,  controllers,  and CPUS. We also designed a 
path file to  keep  track of the connections of each  of  the  com- 
ponents, and screens  to display the  path information. 

The  Network  Error Management Facility design was divided into problem 
two  parts, logger design and display design. determination 
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For logger  design, we planned the  data  base so that it would be 
kept  to  a manageable size. It could be updated or displayed with a 
minimal number of ~ios, and would be self-generating, i.e., requir- 
ing no system  generation.  It would provide on-line interactive 
problem determination,  error  description,  and probable cause 
analysis of each  recorded  error. 

We kept  the  data  base  to  a manageable size simply by restricting 
the  overall size of the  data  base  or  number of records  for  each 
network  component.  The limiting of the  number of records  for 
each  component initially appeared  to be the least desirable  ap- 
proach to size because, when we looked at  error  data, it appeared 
that  certain  types of errors  tended  to be very  repetitive  and might 
overlay previously logged data.  To avoid this, we decided to  keep 
an  occurrence  count of repetitive  errors  and  the last 16 sequences 
of errors. This technique would allow the  user  to look at  the  types 
of errors  that were occurring when a problem was reported. 

To limit the I/O operations, we elected  to  keep  an in-core index of 
the  data  base, which is rewritten to DASD each time a new com- 
ponent  (terminal,  control unit, etc.) is recognized and  added. 
Also,  the  header,  history, and up to sixteen  error  records  for  each 
network  component would all  be contained within one block. As 
a result,  the logging  of a  record usually requires only one  read  and 
one write to VSAM file, except in the case of the addition of a new 
component. Only a VSAM read is required  to  retrieve  the  data 
concerning  a  network  component. 

For display  design, we decided to make the  screen format appear 
as similar as possible to  the  screens being designed for  Network 
Problem Determination Application (NPDA) for  the  devices  that 
both would support.  The following support would be provided: 
display of error  data  for Emulator Program (EP) and  Network 
Control Program (NcP)-attached devices  and  lines,  and  error  data 
about locally (channel)-attached teleprocessing devices. Also, 
data would be displayed by total  error  count (historical) showing 
total traffic, permanent errors, temporary errors, and secondary 
errors. Most recent  errors would  be displayed by date  and  time, 
the  occurrence count, operation being performed, and error de- 
scription and probable  cause. Detail event would show a full de- 
scription of the  operation,  error, and probable  cause (including a 
hex display of the  error  record). A scan  command would provide 
total  error  count  data base information from various search pa- 
rameters, and a print program command would  be used for  re- 
ports. 

Functional  content 

Problem  Management The Problem Management Application (PMA) is designed to guide 
Application (PMA) the  user through a logical series of events  that minimize problem 
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Figure 3 Basic  Problem  Management  Application  screen 
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resolution  time  by  ensuring  the  accurate  reporting  and  manage- 
ment of a problem. The Problem  and  Change  Management Appli- 
cations  both  feature  selection  menus,  preformatted  screens, 
search  capabilities,  edit fields,  management  reports, on-line entry 
and  display,  exception notification,  detail or  summary  browse  ca- 
pability,  history  files,  and  security  protection.  After  the  user is 
signed  on to IMS or cics, the  applications  can  be  selected by en- 
tering ANMP. This  brings  up  a master menu from which the appli- 
cation of interest  can  be  selected. ANMP is designed in such  a  way 
that  no new  problems or  changes  can  be  entered  without a valid 
password.  When  the  correct  password  has  been  entered,  the  op- 
erator  can  proceed  to  select  the  problem  manager. 

The five functions  that  can  be  selected  from  the PMA menu are 
termed  create  record,  update  record,  display  record,  summary 
browse,  and  detailed  browse.  The  selection of create  record 
brings  up  the  network  screen  shown in Figure 3 .  Figure 4 illus- 
trates  the  system  screen.  After  the  identification of a  problem,  all 
information  relevent to  that  problem  can  be  recorded in the  upper 
section of the  screen.  The  date  and  time  are  assigned by PMA. 
Failure  information  varies  between  the  network  screen  and  the 
system  screen  because  the  type of information is quite  different 
for  the  two  environments.  Once  the  information is recorded, it is 
then  available in an  interactive mode  to  all other affected depart- 
ments  that  have  the  responsibility  for  the  resolution of the  prob- 
lem,  e.g.,  the  network  problem  determination  group  or  the  net- 
work operations  group. 

The middle area of the  preformatted  screen  is  used  for  the  coordi- 
nation of the  problem.  In  many  cases, a  problem may reside in 
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Figure 4 System  Problem  Management  Application  screen 

more than  one area; it could be a problem of hardware,  software, 
or communications, or a  user problem. The problem assignments 
field is pageable and allows the tracking of multiple assignments 
independently.  Comments fields are  provided  and  are also page- 
able. Since the  coordination  process  continues  throughout  a 
problem, suitable updates and comments  can also be  made. In 
many cases, large accounts have difficulty  in doing accurate  out- 
age analysis  because  a chronology of events during the  resolution 
of a problem is not  accurately  recorded. 

problem The bottom area of the  screen is for  resolution information and 
resolution provides  a  description of the  resolution. If the problem results in 

a required  change,  control  can be transferred  to the Change Man- 
agement Application and a change scheduled.  The problem num- 
ber is automatically recorded against the  change. Upon transfer 
back,  the change request number is recorded as part of the prob- 
lem record,  thereby providing a cross-reference. 

browse After the problems have been entered,  they  can be displayed ei- 
function ther in summary browse or detail browse  format.  The summary 

browse  screen  displays only the problem number  and  the  status 
and failure information. Problems that are outstanding  over  user- 
defined criteria  have  the problem number intensified. This is an 
essential  requirement  for large networks  where  an  average of 
thirty  to forty problems a  day is not unusual. Prioritization is nec- 
essary so that  problems with the highest impact are  addressed 
first. 
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All fields on the screen, with the  exception of the  comments field, 
are  editable and searchable. Equipment performance and vendor 
response  are key areas  that must be tightly controlled  to  provide 
maximum system availability. The Problem Management Appli- 
cation  edit fields can be set up for all vendors. When this  feature 
is coupled with the PMA search  capabilities,  the generation of spe- 
cific reports  for  vendor  response  and  system  measurement is 
readily available. The majority of well-organized accounts  cur- 
rently use manual systems in the  preparation of vendor  and 
equipment analysis reports, which involves paper work and  con- 
sumes  a large amount of customer  resource. 

Consolidated problem management is the  concept  around which 
the PMA application has been developed.  It is not  necessary to 
have multiple problem management systems when it is possible, 
through proper  design,  to consolidate all necessary information 
into one  system. To meet the criterion for  a single problem man- 
ager, PMA provides  support  for both systems  and  network  prob- 
lems. In addition,  for  those installations that utilize the  Inter- 
active Problem Control  System (IPCS) as a software manager, 
PMA has been designed to  track problems in which IPcS is also 
used. Upon selection of the IPCS command,  the  comments fields 
are  replaced with fields required to  track  software problem reso- 
lution. The  result,  as  far  as  the  consolidated problem manager is 
concerned, is that all problems are  recorded  and  are available 
either  on line or by batch  reports. This provides a total look at  the 
complete installation and  attached  network.  Inasmuch as PMA op- 
erates  as a CICS or IMS application, it is possible, where multiple 
installations  are  part of a  total  network, to utilize one  site as  the 
consolidated problem manager. Other  locations  can input and dis- 
play problems remotely. 

There is a history file  in PMA that  can be accessed through batch 
utility programs. It is possible to build any  desired  report by using 
data  stored in the  history file. An analysis is possible of such 
items as  the  number of modem or line failures during the  last 
year,  vendor  response time over  a  particular  period,  and informa- 
tion pertaining to  the resolution of a problem that may have  reap- 
peared. Many problems on  a  network  are  those of rediscovery, 
and  consume large amounts of resources  that PMA can  greatly 
reduce through proper use of its functions. 

Change  Management  Application (CMA) 

In today’s  environment, particularly on large systems,  changes 
brought about by software applications and relocation of equip- 
ment are  frequent  and  require effective coordination  to minimize 
the effect on the  system.  The Change Management Application 
(CMA) allows the effective and efficient management of change in 
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the  required  groups  are  not notified or  not involved  in  ensuring 
the  successful  implementation of a change,  the  results  can  greatly 
reduce  systems  availability.  Figure 5 illustrates  the different areas 
that may  be  involved in the  change  process. 

Entry  into  the  Change  Management  Application  can be accom- 
plished  by  proceeding  through  the  master  menu  selection or by 
transfer of control  from  another ANMP application.  Upon  entry 
into  the  Change  Management  Application,  the CMA indicates  the 
large  amount of function  present within the  Change  Management 
Application. 

After  scheduling  the  create  change  request,  the  operator is pre- 
sented  with  the CMA basic  screen  shown in Figure 6, which  the 
user  then  formats  with  the  information  pertaining  to  the  sched- 
uled change. All pertinent  information  is  recorded, including the 
actual  components  that  are  to  be  changed,  the  person  who  re- 
quires  the  change,  the  person  who is coordinating  the  change,  the 
location  where  the  change is to  occur,  the  approvers  and  review- 
ers  who  are  involved,  the  type of change  with  a brief description 
of its  content,  and  a list of any  dependent  activities. 

As  previously  discussed,  the  number of persons  or  departments 
involved in a  change  can  be  large,  depending on the  complexity of 
the  change. CMA allows  scheduling  of  multiple  change  activities, 
which  ensures  that  any  number of vendors  or  departments  can  be 
individually tracked  and all dependencies  reviewed. An example 
of change  coordination might  be  a  memory upgrade.  Some of the 
activities  required  would  be  those  of  ensuring  that  the  correct 
parts  for  the  upgrade  have  been  ordered  and will be  on  site, notifi- 
cation of the  vendor  to  provide  necessary  personnel,  and notifica- 
tion of the  operations staff and  end  users of the  hours  during 
which  the  system will not  be  available.  Test  time  has  to  be allo- 
cated so that  the  system  is  properly  checked  out  after  the  installa- 
tion of the  change.  A  check  must  be  made of the main frame  to 
determine  that  the  machine is at  the  correct  engineering  level  to 
accept  the  upgrade. Using the pageable change  activity facility  of 
CMA, all these  dependencies may  be tracked individually and  yet 
tied  to  the  same  change.  Since  the fields are  editable  and  search- 
able, it is possible  for  the  change  coordinator  to  monitor  the  pro- 
cess of the  change  interactively. He may  have  reports  generated 
for  use in tracking  the  change,  or  as  working  documents by the 
various  vendors  and  departments  involved. 

In addition  to  the  features  previously  outlined  as  part of the  Prob- 
lem  Management  Application,  the  change  manager  also  has  an 
approver’s  and  reviewer’s  function.  This facility  allows  all indi- 
viduals  involved  with  change  control to be  assigned  a  system 
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Figure 5 Change  dependencies 
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Figure 6 Baslc  Change Management Application  screen 
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identification (ID) and  a  change  code  that signifies the  types of 
changes  they  are  involved  with.  For  example,  systems  program- 
mers  are involved with any  changes  to  the  operating  system,  ac- 
cess  method,  or  network  control  program. A table is built that 
divides all changes on the  system or  network  into specific types. 

IBM SYST J VOL 19 N O  I 1980 BIRD AND HOFMANN 



Once  the  requested  changes have been entered,  the selection of 
the  proper command produces  a  screen list of the  persons who 
should approve or review that  particular change. Changes af- 
fecting  these individuals then go into a  queue  that can be dis- 
played using their  security IDS. This allows each  department  to 
determine  the  scheduled  changes and the workload impact. 

If the change coordinator displays the  approvers  and  reviewers 
list for  a  particular  change,  the names of individuals who have  not 
signed off are  shown intensified. The approver  and  reviewer por- 
tion of CMA ensures  that all parties  are made aware of a  change, 
and  that  those who have  an  approver responsibility have signed 
off before a change is implemented. 

dependency Factors  that affect a change are outlined in dependency fields, 
and  can be used to signify that  other  changes must be scheduled 
before a particular  change  can be installed. As an example,  an 
engineering upgrade may  be a  prerequisite  for  the installation of 
additional memory. 

history Upon the completion of a  change,  the  experiences  encountered 
file are detailed in the  comments field. This  provides historical infor- 

mation as  to  the problems encountered  and  the  amount of time 
involved in completing the upgrade. This information is then 
available in the  history file and  can be accessed by using the  batch 
report facilities should the  same  type of change need to be imple- 
mented in the  future. 

Network Configuration Application 

The  Network Configuration Application (NCA) is a key com- 
ponent of ANMP because it provides on-line configuration infor- 
mation required for  systems management. 

Most systems  departments maintain documentation of the net- 
work topology on  a wall chart  or in a  book.  This  documentation is 
not  always readily accessible,  a condition that inhibits problem 
coordination  and problem determination. To report  a  remote  ter- 
minal problem,  the  operator must know the location of the  de- 
vice,  the  responsible  vendor, and the priority to assign for  resolu- 
tion. An example of  high priority would be “is  the only teller 
station in a bank branch  down,”  or “are  there  others available?” 
If the down terminal is the only terminal,  a much higher priority is 
assigned than if one of four terminals is down. 

With the  advent of the Advanced Communication Function 
(ACFINCP),  (ACF/TCAM) and (ACFIVTAM) Multi-System Network- 
ing Feature (MSNF), a specific application may  be resident in one 
system  but may be shared by end  users  attached  to  other  sys- 
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Figure 7 Network  Configuration  Application  menu  screen 
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ADD CPU(X) ENTER P!u\ OR CMA 

ADD PROGRAM(X) TO TRANSFER CONTROL TO 
ANOTHER A P P L I C A T I O E I - - _  

- 1 FUNCTION CODE 

" ~ ~ " "  3600 (X) - COllPONEilT OR PROGRAY NAME 

~ ~ _ " ~ ~ _  ( Y )  - "TO COMPONENT" OR CPU NAPE 

- ( 2 )  - PATH NUMBER (DEFAELT I S  1 )  



Figure 8 Individual  terminal  screen  for  Network  Error Management Facility 
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NCPNAME: C R i J   L I X L N A M E :   C R I J J 6  C T R L W A l l E :   C R I J J 6 0  TERt lNA i lE :  5600 

TOTAL  ERRORS: 15  FROM: 0 l i 1 7  7:49 TO: 01/17 16:05 PRIMARY:  

~ _" SEL-: FROll TO  CNT OPEPATJT CAUSE  ERROR-DESCRIPTjg> 

( 0 1 )   0 1 / 1 5  14:ZO 0 1 / 1 5   1 6 : 0 5  006 Y / A  ATTACH  DATA  CHKICURSOR CHK 

(02) 0 1 / 1 6  14:OO 0 1 / 1 6  14:OO 001 N/A  ATTACH  DATA  CHKICURSOR CHX 

( 0 3 )  01 /17  13:01 0 1 / 1 7   1 3 : 4 7  004 NIA ATTACH  DATA  CHK/CURSOR  CHK 

(04) 01 /17  12:32 01/17   12 :32  001 N / A  A T T A C H   D E V I C E  NOT READY 

(05) 01 /17  8:59 01/17 9:15 002 W A  ATTACH  DATA  Ct IK iCURSOR  Ct lK 

( 0 6 )  01717 7:49 01 /17  7:49 001 NIA ATTACH DEVICE NOT R E A D Y  

*** [[ID OF DATA *** 

EIITER SEL-r  OR COMhIAilD 

EI iTER: 1 

ucts allow the gathering of error information flowing  in the net- 
work and make it available in an interactive mode both to  the 
central site location and to  the  end  user. 

Reference 2 discusses  the functions of FERS and DEMF as well as 
their  application.  The need for network monitoring and  the  bene- 
fits  of doing so are  also  addressed.  Reference 3 discusses  the 
functions of NPDA and NCCF, as well as  their  application.  This 
article provides the background required to understand  the  uses 
Of  NEMF. 

NEMF provides network problem determination in SNA environ- 
ments  not  covered by NPDA, while at  the  same time providing 
consistent NPDA support in non-SNA environments.  It  supports 
IBM 370X communications  controllers  operating in NCP (DOS 
only) or EP  (DOSiOS) modes. Support is also provided for locally 
(channel-)  attached  communication  products.  The design of 
NEMF allows the  hierarchical display of network  errors, a detailed 
error description,  and  probable  cause  analysis. 

To select  the NEMF application,  a  user  enters  the  acronym NEMF. 
The  operator is then  presented with the NEMF menu screen on 
which a selection is made of the desired function,  such as NCP, 
EP, or local mode. 

For DOS accounts,  the selection of the NCP mode results in the 
presentation of a  second menu from which it  is then  possible, by 
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Figure 9 Error  detail  screen  for an individual  terminal 

NCPNAME: C R l J  LINENAME:  CRIJJ6 CTRLNAME: C R I J J 6 0  TERMNAME: J E 0 0  

OCCURRENCE OF ERROR: 0 0 6  FR0f.I: 01/17 14:20 TO: 01/17 16:05 

OPERATION: 

NO COMMAND I N  T H I S  TYPE OF MOR RECORD 

PROBABLE CAUSE: 

SECONDARY ATTACHED DEVICE  FAILURE 

ERROR DESCRIPTION: 

DATA CHECK OR CURSOR CHECK HAS BEEN DETECTED BY THE  DEVICE 

c 0 O...2~~-4..-6~~.8...~0..~...4...~...~...~0..~~~.4..~~..-~...30..2..-4 

91 13  4QCZC6C4000000 

ENTER SEL-b OR COIIMAND 

EIITER: END 

selecting  the SCAN command  option,  to display the  total  errors  for 
NcP-attached devices.  For  each NCP, it is possible to  step  down 
the network hierarchy  to identify the failing line,  control  unit, or 
terminal.  It is also possible to  enter a single command and go 
directly to  the  suspected terminal. If the symbolic name of the 
terminal is not known,  the  Network Configuration Application 
(NCA)  can be used to provide this information. 

The terminal screen  appears  as shown in Figure 8. This screen 
provides all information about  the terminal and its mode of opera- 
tion,  as well as the NCP, line,  and  controller  names  to which the 
terminal is attached.  The  total  number of errors, including the 
time of the first error  to  the time of the last error, is displayed. 
The most recent  errors  are displayed in reversed chronological 
order.  Each  error  entry provides an  occurrence  count of error, 
operation  at time of failure,  and a brief error  description, along 
with the probable cause  analysis. More detailed  error information 
is available by selection of the detail  error  screen. If the  error is a 
repetitive one, it increments the occurrence  counter  rather  than 
filling the logger with duplicate error  records. If the detail of the 
error is selected  the  screen format shown in Figure 9 is displayed. 

The  detail  screen identifies the protocol of the terminal and  the 
probable  cause of the  failure, and gives a detailed description of 
the  operation and the  error.  The  intent of probable cause is to 
direct  the  user  to  the specific network component  that has failed. 
Probable  cause information is derived from network error  data 
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Figure 10 Change  Management  Application  menu  screen 

1. CREATE CIIAIIGE REQUEST 

UPDATE  CHAtlGE  REQUEST 

D i S P L A l  CHANGE REQUESI 

2. SUHMARY  BROWSE 

3. D E T A I L  GROUSE 

4. S P E C I A L  BROWSE OF C H N G  A C T i V ' S  

(11 ! 
( l l l i  . . . . .  N )  

( 1 1 N  . . . . .  I!) 

( Z I A . .  . . .A SEL C R I T E R I A )  

(]/A,. . . .A S E L   C R I T E R I A )  

( 4 / A . .  . . .  A S E L   C R I T E R I A )  

5. QUERY CHANGES FOR APPROVER (5lID A . .  . . . A S E L   C R I T E R I A )  

6 .  UPDATE  APPROVALS FOR CHANGE (6/N . . . . .  Pi) 

7 .  ADD O R  UPDATE NAF4ES AND  ADDRESSES (TIID) 

8 .  L I S T  NAMES A'iD ADDRESSES (81 OR U I I D )  

9.  ADD OR UPDATE REVIEWERSIRPPROVERS BY CHANGE  TYPE [9/CH'. TYPE) 

and  points  to  the  network component(s) that is most likely to 
have  caused  a failure. In  addition,  the  actual bit configuration of 
the  error record  is  shown  at  the  bottom of the  screen.  The  con- 
cept of providing probable  cause information significantly in- 
creases  the usability of the  product.  Network  operators with little 
teleprocessing  experience can use this information when con- 
tacting  a  service  organization. 

MY TERM support allows an end user  to  obtain  the most recent 
error  data about his terminal without having to know the name or 
address of the  terminal. 

network The  Network  Error Management Facility provides  the  user with 
error the capability of obtaining a  snapshot view  of his overall  network, 

analysis even though it  may consist of multiple terminal types using dif- 
ferent  protocols  and/or  a mixture of EP and NCP teleprocessing 
controllers. From the  end  user's point of view, it  is  now possible 
to display errors  at  a  remote terminal by using the MY  TERM op- 
tion illustrated on the command menu shown in Figure 10. The 
operator of a  remote or local terminal that  has  access to NEMF has 
the ability to display errors  for  any  attached terminal at  any loca- 
tion in the  network,  regardless of protocol  mixtures  between  the 
terminal used to display the  errors  and  the terminal that is ex- 
periencing the  error. 

In many multi-cpu  installations,  there are teleprocessing net- 
works  that  do  not use IMS or CICS as a data  base manager. In these 
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Information  on  location of each  component  and its status be- 
comes critical in developing backup  procedures  as well as in un- 
derstanding the  satisfaction of specific user  needs.  Assistance  for 
each  component is often  one of the  critical  areas  that manage- 
ment systems fail to  consider. 

Capacity planning deals with the  question of whether  the  service 
level satisfies the  intended use and whether  there is a margin of 
capacity to allow for  peak periods and managed growth. Plans 
may be developed to project  requirements  over  a  several-year 
period and  take  into  consideration possible reduction or growth in 
systems  requirements. 

Concluding remarks 

The complexity of teleprocessing  networks  and  the wide geo- 
graphic  distribution of both  function  and  users  has made the man- 
agement  task  a highly critical one.  The  approach  taken with the 
Account  Network Management Program and  the  Network Error 
Management Facility is  to provide the basic management dis- 
cipline to  ensure  that all user  requirements  can be achieved.  The 
programs by themselves  cannot accomplish this  objective.  How- 
ever, in conjunction with management commitment to establish  a 
structured, disciplined systems management approach, we  be- 
lieve this  objective  can be achieved. 
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