
telecommunications  in  the 1980s 
by W. D. Frazer 

In this  article, we briefly discuss  recent  developments in several 
technological areas,  both new and  old. We then  attempt to pro- 
ject-some might say  speculate  about--the  future implications 
for  communications  and  computing, with particular  emphasis  on 
implications for  computing in the early and mid-1980s. 

Large Scale Integration and storage technologies 

One of the most significant technological developments in recent 
memory has been the dramatic and accelerating  decrease in the 
cost of electronic  circuitry  brought  about by Large  Scale  In- 
tegration (LSI). The magnitude of past change  and a projected fu- 
ture  are clearly indicated’ in Figures 1 and 2 and are discussed as 
well by Branscomb  elsewhere in this  issue.2 We shall focus first 
on the implications for  communications of the new economic 
ground rules for logic and memory circuits along with related 
storage technologies such  as  charge  coupled  devices (CCDS) and 
magnetic bubbles. 

The major consequence  for  our  purposes of the “LSI revolution” 
in circuit  costs  depicted in Figures 1 and 2 is a visible trend  to- 
ward the  decentralization of many aspects of data  processing 
function.  There  are many reasons  for  this,  and it  is instructive to 
examine a few of the  most significant ones. 
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ductivity intensifies, for  the  two  costs  are moving in opposite di- 
rections.  Two  examples of such  applications  are  data  entry  and 
text  editing. In both  cases,  the terminal operator is frequently 
limited in speed by the  application  response  time. On the  other 
hand, many-if not most-of the terminal interactions  have mini- 
mal processing  requirements.  They  consist of verifying the  cor- 
rect  entry of data, for  example, or reworking a single word or line 
of text.  Thus, moving these simpler interactions  out to a  remote 
processor,  or even  into  the  terminal itself, offers both  the  poten- 
tial for  productivity gain and increased  user  satisfaction.  The dif- 
ference  between  a  three-second  and  a  two-second  response time 
for data  entry  provides  potential  for up to a thirty-three  percent 
productivity gain. Communication is reserved, in this  scenario, 
for those more complex  cases in which centralized  processing 
and/or  remote  data  access or storage  are  required. 

The  trend  to decentralization  does not stop  at  the application pro- 
gram level.  Just as applications  have begun to move from central- 
ized sites  to  the  sites of users, so also  have  communication-re- 
lated tasks begun to move from  processors of whatever size into 
tiny microprocessor  chips. Among the most notable of these in 
communications  are  the highly repetitive  functions  required  to 
manage communication lines at  the bit level, including data  as- 
sembly,  error  checking  and  correction, link-level protocol pro- 
cessing, etc. Chips which provide line handling at  the level of the 
Synchronous  Data Link Control (SDLC) line protocols of IBM’S 
SNA are commercially available today.  The use of such micro- 
processor  chips  makes possible a much more modular and  cost- 
effective approach to handling the large numbers of lines neces- 
sary  for many of the  networks of the early 1980s. In  addition, by 
offloading low-level functions from the  host  to  the micro- 
processor, this type of design makes available more expensive 
processor  cycles, which can  then be applied to  other  tasks. 

A  second major factor  contributing  to  the  trend  toward  decentral- 
ization is the growing reliability of remote  units. Reliability mani- 
fests itself in a  combination of product  cost  and  service cost, and 
contributes in this way to  the economics of decentralization.  A 
regular program of frequent  preventative  maintenance and in- 
spection is normally quite  feasible when amortized  over all the 
equipment in a large installation.  Such  a program may quickly 
become  a dominant cost, depending upon frequency, when ap- 
plied to  a collection of geographically distributed  sites with im- 
plied travel time costs.  The  semiconductor-based  components of 
data processing systems  have long had intrinsically high reliabil- 
ity-at least in controlled  environments.  Connector reliability be- 
tween  boxes is significantly lower,  however, as is the reliability of 
electromechanical  devices  subject  to  the high accelerations which 
characterize high speed  impact printing, disk actuators,  etc.  Con- 
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nector reliability has increased dramatically as LSI has  replaced 
box-to-box  connections with chip-to-chip  connections within a 
single box and  on a single board. 

new 
storage 

technologies 

Fortunately, we have also seen  advances  both in nonimpact print- 
ing technologies  and in nonmechanical  alternatives to conven- 
tional disk storage  technologies in the form of,  e.g., magnetic 
bubble storage  devices  and  electronic  storage technologies such 
as charge  coupled  devices, as seen in Figure 3 .  Although not pres- 
ently  cost  competitive with disk or tape  for large volumes of data, 
such  devices may  well become  competitive in smaller sizes.4 
They  also  have  the  native long-term potential for higher reliability 
in unattended  operation.  In  addition,  their intrinsically shorter  ac- 
cess time offers the small system  designer  storage  hierarchy 
tradeoff opportunities  not available so far with disk files. 

A major reliability benefit to  the  remote  system  accrues simply 
from the availability of cost-effective nonvolatile storage. In the 
event of software  error-or  even some kinds of hardware mal- 
function-one cannot normally determine initially which portions 
of processor memory may have been “contaminated” by an  er- 
rant  program.  A  standard  approach to this  situation,  as in the IBM 
Information Management System (IMS) or  the Network  Control 
Program (NCP) today, is to rely on a  pristine version of error  re- 
covery  programs  stored on a  write-protected nonvolatile storage 
medium. These  programs  systematically  investigate, test, and re- 
construct  the  data  structures  necessary to resume normal opera- 
tion. Although error  recovery  routines could conceivably be 
stored in an  appropriately  protected and segregated portion of 
processor  memory,  such  a solution would offer no protection 
against a partial or  total loss of power.  They would in any  event 
be uneconomical  to  store in processor memory because of the 
large number of special cases, given the  cost of processor mem- 



ory  and  the  typically low  utilization  and  large  physical  volume of 
such  programs.  Lacking  such a  cost-effective  nonvolatile  storage 
technology  for small systems,  one would have  to  rely on commu- 
nication  with  a  remote,  perhaps  central,  location  to  do  diagnosis 
and  software  recovery.  This is what  was  done  frequently in the 
past in the U.S. Department  of  Defense  network, ARPANET, for 
example,  and in NCP. This  approach  obviously  increases  overall 
communication  costs,  however,  and  adds  to  overall  system  com- 
plexity by  complicating  local  responses  to  recovery. 

The  same  cost  trends  could  also  work  to  reduce  service  cost  by 
permitting  customer  service in some  instances.  Routine  customer 
service guided  by  illustrated  printed  material  has  long  been  com- 
mon for  reproduction  equipment.  It is quite  conceivable  to imag- 
ine  diagnostic  programs  and/or  hardware as a part of  terminals or 
small processors  which  would  permit a user  to  locate  and  replace 
malfunctioning  subassemblies. Again, cheap  nonvolatile  storage 
is  the  catalyst making this  interaction  between  user  and  system 
economically  feasible. 

The availability of inexpensive  on-line  storage  is  crucial  also to 
certain  types of applications  particularly  suited  to  human  inter- 
action.  Two of the  most  important of these  are  voice  and image 
processing.  Both  consume  substantial  amounts of storage  space 
because  of  the  analog  nature  and  intrinsic  entropy of the  data. A 
substantial  processing  capability is generally  required as well,  but 
the  “naturalness” of the  resultant  human  interface  justifies  the 
expenditure.  Where  feasible,  of  course, a remote  text  editing 
function  of  the  kind  previously  discussed can  economize on 
transmission  costs by transmitting finished documents in charac- 
ter  form,  rather  than  as  images. 

A  third  motivation  for  decentralization  is flexibility. The small 
size  and  resulting  portability of terminals  made  possible by LSI 
technology will make it increasingly  feasible to bring data pro- 
cessing  into  homes,  vehicles,  and  other  locations which  would 
have  been  unthinkable  several  years  ago. 

In another  area,  the LSI revolution  has  brought  about  the  replace- 
ment  of  electromechanical  telephone line  switching  technology 
with  digital control of electronic  switches,  as in the IBM 3750 
Switching  System.’”This  has  made it possible to  incorporate  vast 
amounts of  new function  and flexibility into  such  systems by  re- 
placing former  hardware  function  with  programmed  function. 
Customizeable  call-forwarding,  conference calling  and  call  inter- 
cepting  are  but  three  examples of added flexibility.  Audio text 
editing, filing and  distribution  systems  based  on  telephone  input 
are  already in experimental  use.7  Clearly,  such  trends as  this will 
continue at least well into  the 1980s. In  addition to  added  function 
flexibility, there  has  also  been a  startling  decrease in the  physical 
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size of switching equipment from that of the  electromechanical 
behemoths of the  past, yielding improvements in physical flexibil- 
ity as well. 

factors 

that It is time,  perhaps,  to  examine  the  other  side of the  decentral- 
oppose ization ledger:  The  degree to which decentralization  can be car- 

centralization ried out is highly application  dependent.  To  the  extent  that  an 
application  requires the sharing of data  across geographic loca- 
tions, it  will be hard to decentralize.  Care  must be taken,  for  ex- 
ample,  to  insure  that  the  state of a  data  base  remains  consistent 
by synchronizing  changes made to it. Although considerable  re- 
search effort in computer  science is being invested in improving 
locking and  synchronization  techniques  for  sharing of distributed 
resources,  one  seems  to  require  a significant amount of communi- 
cation  among  the  participants in the  sharing  process simply to 
orchestrate  their  sharing. At the point where  this  communication 
becomes  too  burdensome,  the  clear  choice is to  centralize some 
or all  of the serially reusable  resources. 

Other significant technological factors  also  argue  for  centraliza- 
tion.  Two of the most important  are  storage  and  operations  costs. 
In  the  case of the  storage of large amounts of data,  the  cost per bit 
is and will  be affected significantly by economies of scale,  as we 
have seen. On the basis of this  projection, it appears  that large 
centralized  systems will continue  to  have a significant large scale 
storage  cost  advantage,  at  least  for  several  years to come.  Cheap 
large scale  storage is essential  to  the feasibility of many sophisti- 
cated  applications involving facsimile processing,  document  dis- 
tribution and image processing. Thus, in many instances  these 
applications will very likely continue  to  require large centralized 
processing  installations;  further,  interactive or remote  batch  ap- 
plications based on  them will increase  communication  demand, 
as well as storage  demand in remote  locations. 

The  area of operations cost,  too, is one  where  economies of scale 
frequently come into play. Widespread replication of operations 
and programming support staffs is costly  and inefficient and will 
also serve  as  a limiting factor in the  trend  to  decentralize. An 
unacceptable  additional  burden of administration is sometimes 
required simply to  keep multiple locations in step with one  an- 
other, both in operational  procedures  and in software. 

Optical fiber  technology 

We now explore  some of the new technological advances in tele- 
communications  and  comment on their implications. Although 
we have previously postulated  that  processing  costs  are  decreas- 
ing more rapidly than  communications costs,  the advent of satel- 

338 FRAZER IBM SYST J VOL 18 NO 2 1979 



lite communications  and  optical fibers among  other technologies 
will contribute  to  an  overall  decrease in cost in communications 
as well. 

Optical fiber technology is another  area which offers striking new 
opportunities  for  communication  innovation. Its major communi- 
cations-relevant  advantages  are low cost, low loss, low dis- 
persion, small size,  and immunity to  electrical  noise. 

The  optical fiber transmission medium is a glass fiber acting as a 
wave guide for a modulated light beam.' For high bandwidth  ap- 
plications,  the  source is typically a laser,  but may also be a light- 
emitting diode or  other  source. Detection is normally done by 
means of photo  diodes.  Because  there is no electromagnetic radi- 
ation outside  the fiber, it must be physically penetrated in order  to 
tap  the signal; this provides  some degree of security against unau- 
thorized  taps.  The low cost, generally projected  to be less  than 
coaxial  cable when volume production is achieved"" (see  Figure 
4 and Table l), arises from recent and major advances in manu- 
facturing  and  materials  technology. It is anticipated"  that with 
mid-1980s volumes, cabling costs  (sheath,  structural reinforce- 
ment, etc.) will be a much greater  component  than  the  cost of the 
fibers in the  cable.  The small size" is an  attribute of substantial 
importance when dealing with the confined cabling space within a 
building or plant site,  for  example,  or  even within a  computer 
room. A major new degree of  flexibility in establishment-wide 
communication linkage results from low cost combined with very 
low weight/bandwidth and volume/bandwidth  ratios of optical fi- 
bers.'""4 One can conceive  the practicality of access  to a glass 
fiber near  every  electrical  outlet in new construction  to provide 
flexibility in moving terminals. In existing construction, it  may 
become cost-effective to replace  copper wires in situ with much 
broader bandwidth links while still leaving conduit  space  to 
spare. 

The  most striking characteristic of optical fibers is bandwidth. 
Their bandwidth  arises principally from the  optical  frequencies of 
transmitter and receiver, but is also made possible by their low 
dispersion  and low loss. The low dispersion  permits full use of the 
bandwidth capability by providing an intrinsically low  signal dis- 
tortion,  even at high modulation rates.  The low loss dramatically 
lengthens  the  distance  between  repeaters,  thus limiting the num- 
ber of instances in which they must be used.  Since  such  repeaters 
must presently  transform signals from optical mode to  electrical 
mode and back again,  they  must clearly be used only when abso- 
lutely necessary.  Bandwidths of over 400 Mbps on  a single fiber 
have  been achieved successfully in experiments  at  distances of a 
few kilometers;  one might expect  to see  systems in regular com- 
mercial operation  at 400 Mbps with distances of ten  kilometers 
between  repeaters  (or  between  source  and  destination) by 1985. 

15 
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Figure 4 Approximate  capital  cost  per  circuit  relationship  for  a  range  of  optical  fiber  and 
metallic  cable  digital  systems  (installed  cable  plus  repeaters),  based  on  routes  of 
50 to 100 km  with  no  multiplexing  included  (From  Telecommunications,  April 1977; 
reprinted  by  permission.) 
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100 1 000 

SYSTEM CAPACITY (VOICE CIRCUITS) 
10 000 

Table 1 Comparison  of  some  existing  or  proposed  metallic  cable  and  possible  optical  fiber 
digital  systems  (From  Telecommunications,  April 1977; reprinted  by  permission.) 

System  capacity Metallic  systems Optical  jiber  systems 

Mbitsls  Voice Cable  Repeater Fiber  Repeater 
channels type  spacing type  spacing 

- 

(km) (km) 

2 048 30 Voice 

8 448 120 0.6-0.9 mm 
frequency 

screened pair 

cable 

cable 

34  304 480 2.8 mm coaxial 

140 1 920 4.4 mm coaxial 

560 7 680 9.5 mmcoaxial 
cable 
(4.4 mm coaxial 
cable 

2 Step 12-16 
index 

index 

index 

or  graded 
index 

3.4 Graded 10-14 

2 Graded 10-12 

2 Mono mode 8-10 

16.2 Mono mode 

1) 5-6 

potential The  future implications for  communications are significant. A pri- 
applications vate high bandwidth  communications  network might easily span a 

very large plant site or an entire  skyscraper  complex, providing 
“local” linkage between  any  two  points.  The  bandwidth available 
is sufficient for most  current  applications, including extensive dis- 
play support.  Historically, there  has  been a major technical  dis- 
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tinction in software  support  between  “local”  and “remote”  at- 
tachment  between  data  processing  components based on  commu- 
nication path  error  rate,  bandwidth, and-to a  lesser  extent- 
communication path delay.  Such  distinctions blur significantly 
with fiber optics. “Local”  can now mean “within  a few kilome- 
ters.” 

Since a single fiber can suffice to meet the  needs in most foresee- 
able applications,  the signal skew problems inherent in multi-line 
connections  are  avoided,  and  extraordinary  distances  can be 
spanned by a  continuous  link, as noted. On the  other  hand,  the 
convenience and flexibility in signal switching which we now en- 
joy with electrical signal communications technology is much 
more difficult to attain with optical fibers. While fiber optic 
switching technology is still in its infancy,  the problem of design- 
ing an all-optical cross point switch seems  formidable.  Electro- 
optical  switches  have been built, but they suffer from high losses. 
Electromechanical  switches  are  the most promising current  tech- 
nology. Even multidropping, the tapping of a single optical signal 
at several  junctions  on  a fiber link, is costly in signal strength with 
present  technology. 

A related  area in which recent  progress has been made is that  of 
power  transmission  and  control.  Power  transmission has been 
pursued in telephony  for  such  purposes as bell ringing,Ifi  but it 
could be important in other applications as well. One example of 
such  an application is remote power control  for  devices  and/or 
instruments, which now appears  to be feasible;  whether  power 
itself can  ever be supplied in significant amounts  over  an  optical 
link is much more speculative. Control of power via signals on a 
fiber optics link is currently being pursued actively by the  Japa- 
nese. 

A final word is  in order regarding freedom from electrical  inter- 
ference of signals on  an  optical fiber link. Interference  becomes 
significant whenever  exposure  to high voltage electrical  sources 
or  ground loops becomes a problem-on an  open air plant site, 
for It has  recently been estimatedI9  that  a fiber op- 
tics cable with an  appropriate  interface is cheaper  even  today  for 
short  runs in such  environments  than a linkage of point-to-point 
copper wires protected by lightning arrestors. 

To summarize,  optical fibers appear  to offer significant potential 
as  a  communications  technology,  a  potential which we have only 
begun to understand  and  exploit. At this  point, it appears  that 
their only serious  shortcoming  stems  from  the  fact  that  optical 
signals and  transmission modes differ significantly from  elec- 
trical  ones.  Transformations are  thus  required where the  two 
modes must meet, with resulting inefficiencies of one kind or 
another. 

10 
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Satellites 

Significant recent  progress in satellite transmission technology 
has  for the first time made feasible  the  widespread local use of the 
vast  communications  potential of satellites.  The  advances in elec- 
tronic  circuitry  and  storage technologies we discussed  earlier 
have  contributed in a major way to this  progress. So, also, have 
improved antenna designs resulting from experience in the years 
since  the Apollo space  program. 

Historically,  the major barrier  to use of satellite-based communi- 
cations on a regular and frequent basis for  data  processing was 
cost.  This  cost derived in part from the  capital  investment  repre- 
sented by an earth  station,  but  also in part from the  cost of the 
terrestrial lines necessary  for transmission of data between the 
earth  station  and  the end user or originator-be it terminal or  data 
processing  host.  The  cost of satellite  fabrication  and  launch,  for 
example, is frequently small in comparison with these  costs. 
There  has,  however, been a consistent  downward  trend in invest- 
ment cost  per circuit per year,'" as shown in Figure 5 .  

It is now economically feasible  to  consider a local rooftop or plant 
site  antenna  linked,  perhaps, by an  optical fiber network of the 
kind discussed in the  last  section to  data processing  components 
within a line radius of a few kilometers  and communicating with a 
satellite in geostationary  orbit.  The  details of satellite technology 
are spelled  out el~ewhere;'~.'~ we focus  here on some  data  pro- 
cessing implications. 

To begin with, it is very likely that voice and data will be com- 
bined in such  a network because of the significant bandwidth 
available and  the need to multiplex signals in order  to  amortize 
the  cost of the  earth  stations.  Data traffic demands will initially be 
small by comparison, but the  result will likely be broadband digi- 
tal communications at very low cost indeed by present  standards. 
Note  that  the satellite connection network can be essentially fully 
connected  (i.e.,  each point connected  to all others)  because of the 
intrinsic broadcast potential of satellites:  the  satellite  antenna can 
be designed to be uni- or omni-directional as needs  dictate. Major 
rethinking of enterprise  communications  and  organization proce- 
dures may be needed in order  to capitalize fully on  broadcast  ca- 
pability: For example,  to  what  extent can simultaneous on-line 
availability of text in widespread geographic locations  supplant 
face-to-face  discussions?  Experience among programmers, both 
inside IBM and  among university users of networks, has indicated 
that  such  a facility is extraordinarily useful; whether  the same will 
be true  for  nonprogrammers  remains  to be determined. 

Another major area  to  be  explored is that of data  processing load 
sharing among geographically remote  areas.  Such a strategy was 
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unthinkable when communication bandwidths were measured in 
kilobytes or tens of kilobytes  per  second,  but  load sharing be- 
comes a somewhat more realistic possibility at megabyte-per-sec- 
ond rates  across multiple time  zones.  Some  interactive appli- 
cations will still be unsuitable to consider  because of the delay 
inherent in satellite transmission, a subject  to which we shall re- 
turn  below.  Nevertheless,  batch or “complex  transaction” appli- 
cations  appear to be suitable candidates  to  consider  for transmis- 
sion to  remote  and  underutilized  processors. 

One of the most interesting  and relatively unexplored  areas of 
technology is that of incorporating satellite links into  computer 
networks on a widespread basis.  The same satellite links which 
can feed directly onto plant sites  have  characteristics  other than 
huge bandwidths which distinguish them from terrestrial links. 
One of these is intrinsic error  rate.  The small antenna  systems 
which make local reception  possible have error  rates which will 
require more  redundancy in transmitted  data  to  achieve  an  ac- 
ceptable  overall  error rate, particularly at very high frequencies. 
Fortunately,  this function can probably be provided  at  reasonable 
cost  through use of “line handling microprocessors”  as discussed 
earlier.  Some additional bandwidth must be consumed at higher 
(12- 14 GHz)  frequencies in order  to overcome  atmospheric  atten- 
uation at acceptable  error  rates. A second characteristic is the 
broadcast capability alluded to  above.  Some ingenuity will be re- 
quired to use this capability to  the fullest in data  processing.  One 
can envision  the use of broadcast  to initiate searches of data 
bases or directories in multiple locations, but the technology nec- 
essary to support  such applications-particularly with respect  to 
a synchronization of changes  and recovery-is not yet in hand. 

A more significant characteristic,  however, is transmission  delay. 
An end-to-end transmission across a  geostationary satellite link 
takes roughly one-quarter  second. A round trip  thus  consumes a 
minimum  of one-half second, yielding a  lower bound of about 
one-half second  response time on satellite-based transactions. 
This delay, a rather long one by data processing standards  for  a 
high speed  data link-as distinct from a  channel-connected termi- 
nal link-also imposes special  stress on resource allocation strat- 
egies in computer  networks: Let us suppose  that  a collection of, 
say,  two million bytes of data is to be sent from A to B. If the 
satellite link supports a data  rate of two million bytes per second, 
even allowing overgenerously  for fifty percent  redundancy will 
still yield a net rate of one million bytes per second which must be 
buffered and  accepted by B .  Now, if B allocates his buffers at the 
instant he agrees  to  accept  the  transmission,  they will sit idle for  a 
minimum of one-half second.  To complicate matters  further, A 
may not send the  data immediately if other  demands on A’s time 
intervene. On the  other  hand, if B tries  to  optimize use of memory 
too closely-by trying,  for  example,  to use the buffers for  other 
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purposes until the  data begins to  arrive from A-then B may lose 
data,  and a  rather costly retransmission will be required. This 
example should give some  idea of the complexities of the 
tradeoffs involved. 

In  summary, satellite-based facilities offer a qualitatively new 
communications capability which calls for  fresh  approaches in 
both data processing  system organization and  user  enterprise pro- 
cedures  to fully exploit. 

Some further implications for networks 

We have argued here that a growing trend toward  decentral- 
ization is a natural  consequence of the  recent  dramatic history of 
LSI, storage  technology, fiber optics  and  satellites. It is reason- 
able  to  inquire at this point,  “What  consequences follow for com- 
puter-based  networks?”  One of the most obvious is a significant 
growth in the number of distinct  end  points  that  a  network must 
accommodate  and manage. This will require  a new variety of soft- 
ware  technology.  Directory  structures which suffice for  networks 
of a few dozen  end points will have  to be redesigned to accommo- 
date  to  an  order of magnitude or so in growth. 

Current  computer  networks worldwide have  a fairly simple logi- 
cal connectivity  structure in contrast  to  that which will  be re- 
quired in the  future.  Telephone  networks, by contrast,  are richer 
in connectivity,  but lack the  responsiveness  and  resource man- 
agement sophistication  necessary  to meet computer network 
needs: A typical telephone call consumes a few seconds in estab- 
lishing connectivity and consumes  a few kilobits of bandwidth. 
Recovery is minimal-mainly  by user  retry. On the  other  hand, 
connections  to  a  processor  capable of executing, say, ten to 
twenty million instructions  per  second and transmitting  data at 
the  rate of several megabytes per second must be made and un- 
made at a much faster  rate.  New public data  networks may be 
expected  to fulfill this  need.26  To minimize disruption  at  the appli- 
cations  processor,  the  computer  network using these facilities 
should assume  a significant share of responsibility for successful 
delivery of the  data  as SNA does  today.  Ideally, it should also 
provide  substantial flexibility in choosing the level of recovery 
support desired-from very little  to  very  much. In this  way,  the 
application can tailor the  service  to its needs.  Financial  transac- 
tions will require  extensive  recovery  support, while data-logging 
may require  almost  none. 

Another  subject of intensive investigation is resource manage- 
ment. When a message is accepted by a  computer  network, such 
as SNA provides,  an implicit commitment is made  to supply link 
capacity to transmit it to  its  destination  and buffer capacity  to 
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placement of installed technologies in all areas. Justifications can 
range from economic-as when fiber optics  displaces twisted pair 
in telephone  cable ducts-to political-as when the  Federal Com- 
munications Commission required two-way communications ca- 
pability on  Cable Television links, opening the  potential  for wide- 
spread high bandwidth residential links. 

~~ 

nology, as in digital telephone  transmission  and switching, are 
already  feasible  and will continue  to grow and  prosper in appro- 
priate  applications  environments. 
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