
This  paper  describes  the IBM System  Communications  Division 
network  and,  using  that  network  as  an  example,  discusses  some 
of the  practical  problems  associated  with  providing  computa- 
tional  and  communication  services  to  remote  and  local  user  com- 
munities. 

Evolution of a  laboratory  communication  network 
by R. S.  Moore 

In 1975 a  study  group  examined  the  data  processing and commu- 
nication requirements of the IBM laboratories in Europe and rec- 
ommended  that  an  organization be established  to implement and 
support  a  network which would provide computing facilities to all 
sites  on a coordinated  basis.  The  European  Laboratories Compu- 
tational  Network (ELCN) was established  to fulfill that  role. At the 
time the  group  reported,  the implementation of a  sister  network 
had already begun in the United States. 

Inevitably there  have  been  changes in the  organization of the lab- 
oratories  since 1975, and  these  changes have required changes in 
the computational  networks.  This  paper  discusses  the  two IBM 
System Communications Division (SCD) networks and the  cou- 
pling between  them.  The major sites  served by the  networks  are 
shown in Figure 1. 

The SCD network  interconnects with other IBM internal networks 
for access  to  systems  and  data of other  divisions. Primary inter- 
connections  are  to  the IBM European Information Systems 
(SWITCH) Network in Europe and to  the  Corporate Consolidated 
Data  Network (CCDN) in the  United  States.  In  addition, all sites 
are  nodes of the IBM internal job network,' which connects more 
than 200 systems at development  and manufacturing locations. 

Copyright 1979 by  International Business Machines Corporation. Copying is per- 
mitted without payment of royalty provided that ( 1 )  each reproduction is done 
without alteration and (2) the Journal reference and  IBM copyright notice are 
included on the first page. The title and abstract may  be used without further 
permission in computer-based and other information-service systems. Permission 
to republish other excerpts should be obtained from the Editor. 

IBM SYST J VOL 18 NO 2 1979 MOORE 315 





Engineering  support  systems  for SCD users  are  now  consolidated 
at  two  sites,  Hursley in the  UK  and  Kingston,  New  York.  The 
centralization of engineering  support  has  resulted in direct  cost 
savings  and  standardization of techniques,  and it has simplified 
the  transfer of technology  and  projects  between  development 
groups. 

In the  United  States, SCD has  centralized  support of other facili- 
ties. The Kingston  site  provides APL, text,  and  management infor- 
mation  systems.  Administrative  system  support  for  American 
SCD locations is centered in Raleigh, North  Carolina.  This  cen- 
tralization  has  resulted in economies  of  scale  related to  better util- 
ization  of  hardware  and skilled  manpower. 

The SCD network  was  developed  to  provide  users  at  remote  sites 
with access  to  a  variety of  application  systems.  Once  installed, 
the  network  could  provide  many  additional  services  with  very 
little  effort.  Within  each  development  location  are  planning 
groups  that need  information,  such as  market  forecasts,  from 
other  sites.  Prior  to  the  installation of the  network,  access  to  such 
data  was difficult, and  delays of several  days  were  common. 
Today,  however,  planners,  programmers,  and  engineers  have  ac- 
cess  to  data  on  almost  any  processor in the  division  at  whatever 
level it is required  (for  example,  they  can  obtain  documentation, 
search  a  data  base,  or  update  a  data  base). As users gain experi- 
ence,  they  are  able  to modify their  working  methods  to  get maxi- 
mal advantage  from  the  facilities. 

A file transfer  system,  described  below,  makes it  possible  for  net- 
work  users  to  send  messages with  delivery  times of  a few min- 
utes,  or  even  to  “talk”  with  one  another using  terminal-to-termi- 
nal facilities.  Thus  users  can  exchange  documents  for  review, 
make  comments  or  additions,  and  return  the  changed  documents. 
There is a  growing awareness of  this  capability  among  develop- 
ment  groups,  and  this  secondary usage may become  the  most im- 
portant benefit of the  network  as  its  role in electronic  document 
distribution  develops. 

Programming  and  engineering  personnel  often  must  attend  meet- 
ings at  other SCD sites. With the  network,  a  programmer  or engi- 
neer  has  access  to his home  system  from  the  site  he is visiting, so 
in many cases he can  reduce  the  amount  of  material  carried  on a 
trip. Moreover,  the  network  provides  an  excellent  means of giv- 
ing demonstrations  at  remote  sites,  and it  allows  traveling  person- 
nel to  assist in diagnosing  any  problems  that  arise in their  home 
systems. 

The  existence of the  network  as  a  separately  managed  entity  en- 
sures  that  consistent  standards of data  security  can  be  applied  to 
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the  transmission facility. Cryptography is used to  protect  sensi- 
tive  data  as it passes  through  the  network. 

easeof Network facilities can give interactive  terminal  users  access  to 
extension any application and  provide  for  the  return of printed output.  The 

facilities greatly simplify the problems associated with providing 
service  to new locations. Installation of a single terminal  cluster 
and a  remote-job-entry  work  station is  all that is required  to pro- 
vide basic  service. 

Network  elements 

The American and European  networks  are linked by two  leased 
9600-baud circuits,  one  between  Hursley  and  Kingston,  the  other 
between  Hursley  and IBM’S Santa  Teresa  Laboratory in San  Jose, 
California. The  networks  have a single, coordinated  operational 
strategy, and technical  plans  are closely aligned, although devia- 
tions  do  occur  because of differences in the  communications  envi- 
ronments of the United States  and  Europe.  This alignment en- 
sures  that  development effort and  operational  experience  can be 
shared  easily. 

File transfer system 

It is often  necessary  to  transfer large volumes of data (typically 
output listings) between  network  locations.  This  service is pro- 
vided by the  Network Job  Entry (NJE) facility’” of the MVS oper- 
ating system3 and the VNET facility4 of the  Remote Spooling Com- 
munications Subsystem‘  for  host  systems  that use the VM/370 op- 
erating system6 An extensive  discussion of the  job transfer 
network is provided by Simpson  and Phillips.’ 

All host  systems  are  nodes  on  the  network  and  can  communicate 
with each  other  either  directly  or via intermediate  store and for- 
ward. SCD nodes  can also communicate with nodes  owned  and 
operated by other  divisions.  The design and configuration of  this 
file transfer  network is constrained by turnaround  requirements 
and traffic volumes. (File transfer is not generally sensitive  to 
short failures.) Links  between  systems use binary  synchronous 
communication (BSC)7 protocols  and normally operate at 9600 bits 
per second  (bps), although they range from 2400 to 56 000 bps. 
The only nonstandard facility is the  optional use of Huffman data 
compaction’ on high-cost routes  where  the additional CPU time 
required is justified. 

Interactive terminal network 

Figure 2 shows schematically the  interactive  network  and its pri- 
mary interconnections.  A  typical (primary) laboratory  has 250 to 
500 terminals installed at any  one  time, 50 to 100 of them using 
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Figure 2 Schematic  diagram of the  basic  European-American  network 

3 2 7 1  REMOTES AT. 

L 

LA GAUDE LOCAL 
3272 x 3 

LA GAUDE 
CONI370 1 CONI370 I HURSLEY 

3271 REMOTES AT. ~ ~ ~~. 

RALEIGH LOCAL 
CHARLOTTE - 

3272 X 8 HARRISON 

GAITHERSBURG 

ENDICOTT 

KINGSTON AREA 

- 
- 

RALEIGH (RTP) 
CON/370 ' 1 KINGSTON 

CON/370 - 

SANTA TERESA 
CON/370 

network facilities for  either local application access  or remote  ap- 
plication connection.  Internodal  capacity normally is provided by 
multiple 9600-bps links,  and BSC protocols  are generally used. A 
number of basic  network  components  provide  the  necessary facil- 
ities and  meet  service-level  requirements. In general,  the  ex- 
amples used in this  section  relate to  the  European  environment,' 
but  most of the points illustrated  are  common to  the United States 
and  Europe. 

A 97 to 99 percent  rate of availability can be expected  on a typical 
international line (operating at 9600 bps), with about  one failure 
per  week. Figure 3 shows  the  distribution of failure  duration  on 
nine international lines over a period of 100 days.  There  were 218 
failures,  the  average  failure lasting 105 minutes.  There  were 55 
failures in excess of the  average. To reach  an  acceptable level of 
availability, the  network is supported by controllers  and  techni- 
cians with a full range of test  and diagnostic equipment.  Despite 
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I Figure 3 Distribution of failure duration on nine international lines 

I 

SAMPLE: 100 DAYS OF NINE  INTERNATIONAL LINES 
218 FAILURES RECORDED. 
AVERAGE LINE  AVAILABILITY = 97% 
AVERAGE NUMBER INTERRUPTS PER LINE PER DAY = 0.25 
(APPROXIMATELY 5 INTERRUPTS PER MONTH PER LINE) 

lNTERRUPTOURATlON(MIN) 

this  technical  support, it would be difficult to meet  network  ser- 
vice-level criteria by using a single line, so two diversely routed 
lines are made available wherever  possible.  This duplication ef- 
fectively eliminates the line as a  factor in analyzing the availabil- 
ity of the  network’s  most  critical  services. 

hardware At major network  nodes,  a  stand-alone  processor  provides termi- 
nal support  and switching facilities. Current configurations make 
use of Systed370 Model 155’s in Hursley,  Kingston, and La 
Gaude,  and a Model 145 in Raleigh. To  improve availability, the 
configurations have built-in redundancy  (for  example, in disk 
drives,  operator  consoles,  and  communication  controllers),  and 
the use of nonessential  peripheral  devices  such as card  readers, 
punches,  tape  drives,  and  printers is kept  to a minimum. 

software The  interactive terminal network is configured using a number of 
software  components. Figure 4 shows how each  component  re- 
lates  to  the physical hardware.  The  software  concentrator, CON/ 
370, is a networking package originally developed  to  meet  the na- 
tional and  international  requirements of the IBM European  Infor- 
mation Systems  network. CON/VO interfaces in a well defined 
manner  to  a terminal controller,  and it handles  the routing of mes- 
sage segments  through  one or more network  nodes to any avail- 
able application  interface.  It  provides  extensive real-time status, 
trace,  diagnostic,  and  statistical  aids. 
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independently  written  segments, causing excessive flicker, 
slowing the  response,  and wasting time by causing execution 
of multiple VTAM paths. When ELTC is sending output to a 
screen, it combines all message segments  that have arrived  for 
that  screen  and  constructs  a single output message. 

ELCN was designed to  support  several different application sys- 
tems,  such  as TS0,l3 APL,14 ATMS," and cIcs,160perating with any 
of several  access  methods, including VTAM,'"  BTAM,I7 and 
TcAM.'' When the  network was designed, it was apparent  that 
user  pressure would force  substantial  change  to  accommodate 
new releases, and that  customized  interfaces with special hooks 
in standard  code could not be maintained. 

The only factor  common  to all applications was that  they  sup- 
ported locally attached 3277 display stations.  Therefore it was 
decided  to implement a  general-purpose  interface  to  the MVS op- 
erating  system, based on the  concept of a  virtual, locally attached 
3277. The principle of this MVS concentrator  interface,  or MCI, is 
illustrated in Figure 5. As far as the  application  system and access 
method are  concerned, all the  network  devices  appear  as locally 
attached 3277's. No change need be made to application code.  A 
single change  to MVS causes  the  interception of I/o operations  to 
and from those  addresses defined as network  terminals.  The 
change  has proved reliable and  easy  to  maintain,  and  the in- 
efficiency associated with this  type of interface  has  been more 
than offset by the simplification it provides.  (Extension of this 
concept  to  support  start/stop  devices  became  necessary  and is 
being implemented.) 

The design aim was  to  provide  an application independent  inter- 
face,  and  that aim was achieved in the  steady  state.  However, 
real networks do exhibit  failures, and it  is necessary to introduce 
application  dependent  code  to deal with failure and  reconnection. 
MCI includes application monitor programs to  deal with failures. 
Advanced features within MCI protect  the  user against network 
failure by recovering the  session from the point of disconnection. 
MCI interfaces to one  or more CON/370 nodes via any number of 
BSC lines. 

In many locations  a  particular terminal normally is attached to a 
particular host system  and  requires only occasional  access  to  an- 
other  system. In this  situation,  there  are  obvious  advantages  to 
attaching  the  terminals to this  host  instead of to ELTC on  the 
stand-alone  concentrator  system.  Therefore ELTC is run as a 
VTAM application on an MVS host, and the  user gains access  to 
network applications via this  "terminals  out" interface between 
ELTC and MCI. 

A BSC or channel-to-channel  interface  to  one or more CON/370 
nodes is provided by Release 2 of VMi370 Remote  Laboratory  Sup- 
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port (RLS2), an internally developed  program.  It  provides similar 
function  to  the  general-purpose  interface  to MVS. A network  ter- 
minal user  can log on to  a  remote VM system  and use his terminal 
as a  console. RLS2 also supports  the VM DIAL command for  access 
to a virtual  machine.  It  supports  the  “terminals out” facility, so 
that a terminal attached  to  a VM system  can  access  a  remote appli- 
cation via the  network. 

integrated An integrated bulk data transmission  system  provides  for  the 
bulk data transmission transmission of very large disk or tape files. It has two  interfaces 

to  the  network:  a full-duplex Execute  Channel Program (EXCP) 
interface  and a CONi370 interface which allows low-priority bulk 
data  to  be  interleaved with high-priority terminal traffic. In this 
way, use is made of the  spare line capacity available during off- 
peak hours, with no significant degradation in response  time. 

Service-level  measurements 

In 1977 SCD set  up a task  force  to  determine  the most important 
service-level  parameters. As a result,  attempts  were made to im- 
plement  the  service  levels  recommended.  This  section  covers in 
detail  the  network-related  parameters of most significance and 
gives examples of results  achieved. 

Basic service levels are defined for  an  arbitrary period accepted 
as  each  location’s prime shift.  The period normally defined is 
from 0830 to 1730 hours  at the terminal site.  Measurements of 
service-related  parameters are made on a 24-hour basis,  but com- 
mitments  are made on  the  basis of the prime shift. 

The availability of a  particular  service  to  an  end  user  requires  the 
simultaneous availability of a number of network  elements.  A  se- 
ries of elements is considered to form a “service  aggregate.” For 
a  user in La Gaude  to  reach TSO in Hursley,  for  example,  the 
network  elements  are defined as ELTC (La  Gaude), CONi370 (La 
Gaude), lines (Hursley  to La Gaude), CON/370 (Hursley), MCI 
(Hursley), and TSO (Hursley).  The  concept is shown in Figure 6. 

Availability reporting  currently is heavily dependent  on CON/370, 
and  unfortunately, failing CONi370 nodes may lose  contact with 
sections of the  network, so that statistics  at  any  one  node may be 
incomplete.  A solution that  requires a daily merging of statistics 
from several  nodes  has been considered,  but  rejected.  A  replace- 
ment method under  development will require  each  network com- 
ponent to keep  a  record of its own availability with a resolution 
time of one  minute, and to  assume  the responsibility of trans- 
mitting this  data  to  one or more statistics-gathering  points.  The 
data  can  then be used to  deduce  the availability of each  network 
element  and any specified network aggregate. 
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Figure 6 Network  elements  between La Gaude and  Hursley 

LA GAUDE HURSLEY - J * 

/ 

I 
I 
I 
I 
I 

In a rapidly changing environment it is apparent  that  changes  to 
hardware  and  software  can  cause  failures. Discussions with users 
indicate that  there is justification  for  discounting very short  net- 
work failures, provided that  the  user’s  session  can be recovered 
without loss of  data.  Thus  there is an  incentive  for  network man- 
agement to  devise  techniques  for rapid recovery.  The problem is 
in defining the  term very short. At this point we are using a time of 
eight minutes or less; most users will  wait about  that length of 
time before leaving. Provided  the  user’s  copies of ELTC and CON/ 
370 remain operational  during a failure, it  is possible to provide 
application  status  information. Service-level objectives  have 
been set in terms of the  number of interrupts longer than eight 
minutes,  and progress has been made in providing automatic  re- 
covery mechanisms and  smooth  operating  procedures  to  beat  this 
deadline.  Examples are: 

0 CONi370 will trap all abends,  dump  to  disk,  and  restart within 

0 The MvS concentrator  interface (MCI) application monitor pro- 
four minutes without  operator  intervention. 

grams will reload upon failure. 

There is still room for  improvement in handling VTAM and o s / v S l  
failures. Almost any problem with these  systems  results in a fail- 
ure that  takes more than eight minutes to  detect, resolve,  and 
correct.  Experience  to date shows  that  failures  are  infrequent, 
but  that  they typically last  about 20 minutes. 

The  European  section of the  network  currently aims at availabil- 
ity in the range of 96 to 98 percent,  representing  one or  two hours 
of down  time per week. Obviously a single long failure makes it 
impossible to meet the  objective  for  that  week. It is also clear  that 
if a  network is properly designed, long failures should not  occur 
frequently.  To provide a basis for  trend  analysis  and  a single fig- 
ure of merit for  network  users, availability is reported  on the 
basis of the  average of the most recent  ten  weeks,  as  shown in 
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Figure 8 Distribution of transaction  times 
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measure of average  transaction  time,  therefore, is not a good per- 
formance  indicator, as it is heavily weighted by the  presence of 
(perfectly acceptable)  long-process-time  transactions in the tail 
region. After some experience of the  real  operational  environ- 
ment, we decided  to  take  the  average of the best 70 percent of 
transactions in any 15-minute period as a performance  indicator, 
and to  record  the value of the  transaction time at  the 70 percent 
cutoff point. This data  is available on line to terminal users  and is 
summarized for trend  analysis  on  a weekly basis.  It  serves as a 
sensitive  measure of performance  problems.  Typical  results  are 
shown in Figure 9. 
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Figure 10 Measurement of network-added delay 
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network-added When  the  transaction  time  exceeds  the  targeted limit, the  cause 
delay must  be  isolated to  either  the  network  component  or  the  host  sys- 

tem. As a measurement of network  performance,  attempts  are 
made  to  measure  the  actual  network  delay.  The  mechanism is 
illustrated in Figure 10. Basically ELTC records  the  time  when it 
detects  an input  from a terminal  (td.  This  input is then  trans- 
mitted  across  the  network  to  the  application  interface.  The  appli- 
cation  interface  records  the  interval  between  passing  the  input  to 
the  application  system  and  receiving  the first  segment  of  output 
(TJ.  This  host  process  time is appended  to  the  message  and  trans- 
mitted  back  to ELTC. ELTC then  displays  the  message on the 
screen  and  records  the  time  at which VTAM signals  successful  dis- 
play  (tl). ELTC is then  able  to  compute  the  total  round-trip  time, 
subtract  the  host  process  time,  and  thereby  calculate  network- 
added  delays. 

This facility has  only  recently  been  activated;  previously we  had 
been  using  the  primary  response  time as a quality  indicator.  Now 
we  intend to  use  the  same  technique  used  for  transaction times- 
that  is,  the 70 percent  point  for  average  and cutoff-on the  basis 
that  the  longer  delays  are  caused by exceptionally  large  screens 
and  would  distort  the  average.  This 70 percent  point  can  be 
moved  easily,  and we will be  investigating  the effect  of alternative 
cutoff  values. ELTC accumulates  the  response  time  statistics  by 
application  and  separates  local  and  remote  terminals. 
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The future 

The SCD network is continuously  changing;  new  users  and  appli- 
cations  are being added  at a rate  which  is  dangerously  near  the 
maximum  that  can  be  accommodated  without a decline in service 
levels. Of the  major  activities  planned  for 1979 and 1980, some of 
the  more  exciting  are  described briefly below. 

The SCD network  connects  locations in Europe,  the  United 
States,  and  Japan.  The  nature of the  development  process is 
changing, so that  more  computing  resources  are  required  during 
the  normal  day  shift.  The  consequence is pressure  for  many  loca- 
tions to install  additional  processors  to  meet  the  peak  prime-shift 
demand.  These  systems would  be lightly loaded  during  the  sec- 
ond  and  third  shifts. To avoid  this  situation, pilot projects  are 
being set  up  to  take  advantage of the  time  differences  between 
Hursley  (UK),  Kingston  (East  Coast  United  States),  and  Santa 
Teresa  (West  Coast  United  States). At 0900 hours in Hursley it is 
only 0100 hours in Santa  Teresa,  and  the  third-shift  capacity of 
the  Santa  Teresa  machines  can  be  made  available  for  prime-shift 
use  by  Hursley  users.  Similarly,  second-shift  capacity  on  the 
Hursley  system  can  be  made  available  for  prime-shift  use  at  Santa 
Teresa. 

It is apparent  that  the  projects  must  be  chosen  carefully;  large 
CPu-time-consuming users  with  a small data-transfer  requirement 
are  most  suitable.  As  distributed  processing  and  distributed  data- 
base  techniques  improve,  and  the  cost of international  bandwidth 
falls,  the feasibility of this  type of operation will also  improve. 
The  potential  savings (in terms of hardware,  space,  and  system 
support skills) are  enormous.  The  problems  related  to  operational 
procedures,  reliability,  and  response  times  present  a  challenge 
which  we  believe  can  be  met. 

The  existing  network  can  be  used  to  transfer  documents  between 
skilled users,  but  initiation of such  an  operation  requires familiar- 
ity with TSO or VM as well as careful  planning  with  the recipient. 
Work  now  being completed is intended  to  provide an  easy  inter- 
face to  the  network  for all users,  especially  secretarial staff using 
“mailbox”  techniques.  It is expected  that  this facility will be  ex- 
tended  to  support  documents  prepared  on  many IBM products, 
such  as  the  recently  announced 3730 distributed office communi- 
cation  system. 

In addition  to  the  improved  exchange of text,  work is in progress 
to  attach digital  facsimile  scanners.  Early  implementation will 
simply capture  the  facsimile  data  as  a  normal file (a  typical  page 
will represent  about 50 000 bytes)  and  use  the file transfer  system 
to  send  this  data  to  one  or  more  receivers.  This  service  appears 
easy  to  implement  and will allow  the  user  to  communicate dia- 
grams  and  other  uncoded  data. 
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migration to SNA The  network  provides  communication  between multiple systems 
using BSC line protocols, internally developed  special-purpose 
code,  and  Systed370 machines  to  provide  communications facil- 
ities. This  approach is expensive in terms of software mainte- 
nance  and  hardware.  Recently  announced  standard  software  that 
makes use of Systems  Network  Architecture (SNA) 
offers a better  alternative. We plan to move from today’s imple- 
mentation  to VTAMIACF’l and SDLC line p r o t o c o l ~ . ~ ~ ’ ~ ~  

As the  necessary  hardware  and  software  become available for 
internal  use, a phased migration will begin. This migration will 
ensure  that we are able to  take maximal advantage of new termi- 
nal products,  distributed  systems,  and  host  system  applications 
without  wasted  internal  development effort. Migration involves a 
significant amount of host application conversion,  and it must be 
accomplished without major disruption of service. We estimate 
that  two  years will  be required  to  complete  the  process. 

network  management As the  network  grows, we must  face  the  problems of its manage- 
ment. Time zones  present  peculiar difficulties because  support 
available in a location is reduced in off-shift hours. Effort is being 
put  into  the  development of software  to simplify operational  con- 
trol  and  monitor  the  status of applications,  equipment,  and lines. 
A “network manager” system,  to begin operation in 1979, will 
attempt  to monitor  the availability and utilization of the  network 
in real time and allow the  point of operational  control to move as 
time changes. Efforts will also be made to follow the  progress of 
jobs  and files across  the  network, and to  provide  the  user with a 
convenient way of reporting problems in a uniform way. Experi- 
ence  has  taught us that new problems arise  daily,  and  the ability 
to  detect and isolate them is essential  to providing acceptable 
service. 

Conclusions 

This  paper has attempted  to  introduce  some of the  factors  that 
influence the  design,  implementation,  and management of an in- 
ternational  network  that  encompasses  several time zones.  The 
technical problems of transporting bit streams  between  points are 
generally soluble.  Practical  experience  has  resulted in a manage- 
ment concept  that  separates,  as  far  as  possible,  the management 
of individual host  systems from management of  the telecommuni- 
cations  network.  This  concept  makes it possible  to  treat  the net- 
work as  an independent  subsystem with  well defined parameters 
which can be tracked  and  controlled in terms of cost and perform- 
ance.  Technical  problems are  easy to overcome when compared 
with issues of user  education  and  operational liaison. Operational 
experience with the SCD network has begun to have significant 
influence on its future.  The role of the  network as a  provider of 
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