
Systems  Network  Architecture (SNA)  has  been  enhanced  to in- 
clude features  that address the topological,  routing,  congestion, 
reliability, and availability problems of networks. An important 
aspect of this  new release of SNA is  that  it allows multiple  active 
routes  between network nodes. Multiple routing permits  sessions 
between  network  users to  use alternate  routes  in  case of unex- 
pected or planned route disruptions. In this  paper,  the multiple 
routing architecture of SNA is  described. 

An unrestricted  data flow  into  the network can  cause long delays 
and buffer depletion.  Network  congestion can  be avoided by em- 
ploying flow control mechanisms  at  both  the local (node) and 
global (network)  levels. This paper  focuses  on global flow control 
and describes  the  adaptive  trafic-pacing “window” size al- 
gorithm  that is  the basis of the global flow control in SNA. 

by V. Ahuja 

IBM’S Systems Network Architecture (SNA) formally defines the 
functions of various network system  components,  thereby allow- 
ing IBM to develop a unified set of products  for distributed data 
processing systems.  The  architecture  has grown from supporting 
a single-host configuration (Figure 1) to multiple host networks 
(Figure 2). These  enhancements imposed new requirements  on 
the  network in the  areas of data routing, flow control,  and  error 
recovery of message units. There  are  several publications that 
describe SNA.1-5 This paper  describes  those  functions of SNA that 
support multiple active  routes  and  the flow control mechanisms 
that  prevent network traffic congestion. 

The general structure of an SNA network is  shown in Figure 3. A 
network user  (such as a terminal operator or  an application pro- 
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I Figure 3 General structure of an SNA network (See Reference 1 for more details) 

LUS are one of three kinds of network  addressable  unit (NAU). 
The  other  two kinds are system  services  control  points (SSCPS), 
which control a portion or a domain of a network, and physical 
units (PUS), which carry  out  commands from the SSCPS and con- 
trol resources within their  nodes. LUS, SSCPS, and PUS are all as- 
signed network  addresses.  Like LU-LU sessions,  there  are SSCP- 
SSCP,  SSCP-LU,  SSCP-PU, and PU-PU sessions. 

The  association of an SSCP and  the PUS,  LUS, links,  and link sta- 
tions that it activates and deactivates form a domain of control  for 
domain bring-up and take-down, dynamic address  assignment, 
problem determination,  maintenance  statistics  gathering,  and 
other  functions. SSCPS together  control  the  cross-domain  activi- 
ties  that allow LUS in different domains of the  network  to  carry on 
sessions  for  their end users.6 

PUS are divided into  four  types-Types 1 ,  2, 4,  and 5-based on 
the  further subdivision of domains  into  addressing subareas and 
on the  capabilities of the  nodes containing each PU. Network  ad- 
dresses  have  a subarea and  an element address  component.  Each 
PU Type  4  and PU Type 5 is assigned a specific subarea  address. 
All other PUS,  LUS, and links in a domain are in the  subarea of one 
or  another of the  Type 4 or 5 PU nodes, in which they reside or  to 
which they are  attached.  The  element  address distinguishes a par- 
ticular PU,  LU, or link within a  subarea. 

Each  node in the network is characterized by the PU type it con- 
tains. PU Type  4  and 5 nodes-IBM  3704 and 3705 Communica- 
tions  Controllers,  the  System/370,  the 303X and  43x1 process- 
ors-provide full network address  routing, as well as both local 
and global flow control  capabilities. They also  provide  certain 
boundary  function support,  consisting of services relating to 
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rPLing (initial program loading), dumping, session activation and 
resetting,  and  address  translation,  for PU Type  1  and 2 nodes. 

PU Type I and 2 nodes-terminals and cluster controllers-have 
somewhat less network awareness; primarily, they  are  free of 
network address  awareness  and of the responsibility of network 
routing and global flow control. They do  participate,  however, in 
local flow control.  The PU Type  4 and 5 nodes provide network- 
to-local (short-form) address translation to and from the PU Type 
1 and 2 nodes. This limits the sensitivity of the latter  to changes in 
network address configuration, thereby enhancing dynamic net- 
work reconfigurability, because only nodes having network rout- 
ing tables  are affected by changes. PU Type 4  and 5 nodes differ 
only  in that PU Type 5 nodes  contain an SSCP in addition to the PU, 
while PU Type  4 nodes (such as the IBM communications con- 
trollers) do not. 

In  this  paper, we refer to PU Type  4 and 5 nodes as subarea 
nodes, or in some cases, simply as nodes. A  subarea node can  be 
a  terminus for,  or a node within, "explicit" or "virtual" routes 
which will be described later.  Subarea nodes and  their routing 
and global flow control capabilities are the focus of this paper. 

Message units  are  transported between NAUS through the path 
control  network.  The  path  control network consists of a path con- 
trol component  at  each  node,  and  data link control  components 
for the links attaching the  nodes.  Path  control  provides routing 
and flow control of message units (or Path Information Units, 
PIUS). The  data link control  components manage the links be- 
tween the  nodes. Related details  are described in the  paper by 
Gray and McNeill in this issue.' In  the remainder of this paper, 
the path  control  layer is addressed in greater  detail. 

Several  releases of SNA have been developed and implemented in 
the  past in various IBM products.  To cite the major releases in 
sequence: SNA was originally announced  for single-host networks 
(1974), then  for multiple-host networks (1976), and  then, problem 
determination and network management functions were added 
(1978). Cryptography and  security  features  have  also been added 
since the original SNA announcement. This paper  describes  the 
most recent release (1979), which enhances  the flow control and 
routing support in SNA networks. This release consists of the pro- 
gram products ACF/NCP/VS (Network Control Program for the IBM 
3705 with the Advanced Communication Function) Release 3, 
ACF/TCAM Version 2 (Telecommunications Access Method) Re- 
lease 3,  and ACF/VTAM (Virtual Telecommunications Access 
Method) Release 3, where both TCAM and VTAM are implemented 
in the Systed370, 303X, and 43x1 processors. 
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The first section of the  paper  addresses  the routing strategies of 
SNA. The second  section  describes  the flow control mechanisms 
that limit congestion and minimize network  response  time. 

Multiple active routes 

The  essence of multiple active  routes in SNA can be explained by 
an  example.  Consider  a  network consisting of three  hosts  and 
four  communications  controllers, as shown in Figure 2 .  A NAU in 
host H1 requires a session with a NAU in communications  con- 
troller  N7. Clearly the  shortest  route in terms of the number oi 
hops is H1 + N4 + N7. Now  consider  the  case when the link 
between N4 and N7 is inoperative. This requires  that  some  other 
route be used,  such  as  H1 -+ N4 -+ N5 -+ N7 or H1+  N4 -+ N5 
+ N6 + N7. In earlier  releases of SNA, only a single route could 
be defined between any two  nodes. Thus,  an  alternate  route could 
be used only after a new system definition and IPL. SNA now per- 
mits multiple routes  between  pairs of subarea  nodes. In the mul- 
tiple-route  situation,  the  session can be reinitiated on another 
available route,  such  as H1 -+ N4 + N5 -+ N7. 

Before describing the routing architecture, we review the  various 
types of routing strategies.  Strategies to. provide  routes may be 
“static” or “dynamic.”  Static routing assigns routes  to a session 
at  the time of session activation.  Static  routes  are  determined 
based  on  the network topology and  average  network  loads. Dy- 
namic routing encompasses  adaptive  techniques  that  determine 
the  route  for  a message as it traverses  the  network,  based on 
some  criterion  such as  response time or resource utilization. 

The  routing  strategy of SNA was  developed to satisfy the follow- 
ing requirements: 

1. Alternate routing should be possible for reliability and avail- 

2. Routing should be loop-free. 
3 .  Routing should avoid protocol  deadlocks, or indefinite waits, 

caused by two nodes waiting on each  other  for  some  request 
or response. 

4. Routing should allow load splitting among more than  one 
available  route  to  improve  resource utilization. 

ability reasons. 

The  primary  advantage of dynamic routing is its adaptability to 
changes in network  conditions,  such  as  the traffic pattern  and net- 
work topology, which can reduce  the  network  transit time of mes- 
sage units  and level the traffic over  the links throughout  the net- 
work.  However,  there  are  some  inherent  problems with dynamic 
routing.  A  distributed  dynamic routing scheme,  such as the  one 
for  the ARPA (Advanced Research  Projects Agency) network,’” 
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requires  frequent  updates  throughout  the  network of tables defin- 
ing the minimal delay routes  to  each destination  node. This im- 
poses  additional  processing  overhead on the  nodes  and  links. Be- 
cause of frequent  updates of routing  tables,  dynamic routing may 
also lead to traffic oscillations  where links alternately  experience 
high and low loads.  Unless  otherwise  protected,  some messages 
may traverse in a  loop,  strictly as a result of oscillating dynamic 
routing changes. 

Finally,  the  requirements  for a commercial network may be more 
complex because of additional routing constraints  and  require- 
ments,  such  as  for  security  considerations. Additional processing 
may be required to fulfill these  needs in a dynamic routing envi- 
ronment. In a recent study, Rudin and Miillerg have  shown  that 
fixed routing with end-to-end flow control  provides  better net- 
work performance (such as by reducing message delay) at high 
loads than  adaptive routing with end-to-end flow control.  They 
use certain analytic and  simulation  results  for a ten-node network 
to  support their  conclusion. 

SNA routing satisfies the  four  requirements previously listed with 
a modified static routing strategy, based on explicit r0uting.l' Up 
to eight routes  are allowed between  a pair of nodes. When a ses- 
sion is initiated, a list of virtual  routes  (described  later) is speci- 
fied. The  session is assigned the first available (operational)  route 
from the  list. Should a session be disrupted  due to failure of a 
node or link on the route,  the  user can reinitiate  the session on 
another  route.  Routes  are  checked  for  loops at route  activation 
time. Details of this  checking  and  reinitiation, along with some 
observations on protocol  deadlocks,  are  described  next. 

SNA internode routing functions are performed primarily in path 
control.  (The PUS update  and reinitialize the routing tables  and 
exchange  status information about  the  routes.)  Path  control also 
provides other  functions,  such as segmentation and a~sembly ,~  
that are not discussed here. 

In order  to describe  the  routing  architecture,  several definitions 
are  required.  A  group of one or more concurrently  operating links 
between  two  adjacent  subareas is called a transmission group. 
(See Reference 6 for  details  on  transmission  groups.) An explicit 
route (ER) is an ordered  sequence of transmission  groups.  It is 
denoted by the  subarea  addresses at  the two ends and  an explicit- 
route  number.  There may be up  to eight ERS between any two 
given subarea  nodes. A virtual route (VR) is a full-duplex con- 
nection between two  subarea  nodes.  It is denoted by the  subarea 
addresses on the two ends of the VR, a virtual-route  number, and 
a transmission  priority.  The  transmission priority determines  the 
order of message transmission on a transmission group (see Ref- 
erence 6 for  details).  Each VR must use an underlying ER, and 
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Figure 4 Half  sessions,  virtual  routes,  and  an  explicit  route 

SNA 
routing RUs 

HALF- HALF- 

there may be  one or more VRS using the same ER. Since  there  are 
eight virtual-route numbers and  three transmission priorities, up 
to 24 VRS may exist between two  subarea  nodes.  Several  sessions 
may use  the same VR simultaneously. Figure 4 illustrates the rela- 
tionship of the  above  entities. VRl and VR2 use  the same ER. 

The separate  constructs of ERS and VRs provide flexibility  in man- 
aging the  routes. VRS provide an end-to-end control,  whereas ERS 
provide the physical representation of the  route.  Furthermore, 
the  network traffic  flow control is exercised at the VR level. Thus, 
sessions using the same ER can  be grouped into different VRS, 
thereby permitting different flow control and transmission prior- 
ity options  to  be exercised on each VR. 

’ A PIU is routed through the  network as follows. The explicit-route 
number,  a virtual-route number, transmission priority, and other 
fields are included in the transmission  header. (The transmission 
header  for  this most recent  release of SNA is called Format Identi- 
fier Type 4, or FID 4.) The  routing table in a  node is accessed by 
providing the destination subarea  address and an explicit-route 
number. The table entries  furnish the (adjacent)  subarea  address 
and the transmission group number to which the PIU is to  be 
routed. 

Several commands (SNA Request  Units,  or RUS) are required to 
activate,  deactivate,  test,  and communicate the  status of routes 
between  the  nodes.  These  are summarized in Table 1. Some 
requests  are relayed by each PU along the  route,  rather than being 
sent directly from route  end point to end point through the inter- 
vening path  control  elements.  The Explicit-Route Operative (or 
ERLOP) and  the Explicit-Route Inoperative  (or ER-INOP)~~ 
requests are  sent,  respectively,  after  the bring-up or take-down of 
a transmission group in the  network. ERLOP and ERLINOP identify 
the ERS using the transmission group, and flow from node PU to 

304 AHUJA IBM SYST J VOL 18 NO 2 1919 



Table 1 Routing commands in SNA 

Command Flotc." Action 

ER-OP/INOP  Node  to  adjacent  Bring-upitdke-down of 
node  links  (or  nodes) in ERs, 

to  update  the  routing 
tables in the  nodes on the 
ERs 

ER-ACT  Node to adjacent  Activates an ER 
node 

ER-TEST  Node  to  adjacent  Tests  an  ER 
node 

ER-ACT-REPLY  Node  to  adjacent  Confirmation of ER 
node 

ER"ACT1VATED 
activation 

End  node  to  end  Three-way  ER  activation 
node  exchange 

ACTVR  End  node  to  end  Activates  a VR 

DACTVR 
node 

node 
End  node  to  end  Deactivates  a VR 

*"Node" in this column refers to "Subarea Node". 

adjacent PU, to update  the ER status. Given that  the  appropriate 
transmission  groups  are  operational, an ER is activated using the 
Explicit-Route Activate, or E R -  ACT, request.  The ER-ACT 
request  updates  the routing tables of the nodes on the ER.  The 
Explicit-Route Test,  or ER-TEST, request is used to  test an ex- 
plicit route. An ER may  be tested  to  determine its operational 
status by checking  the  entries in the routing tables of each node in 
the  route.  The ER-ACT and ER-TEST requests  also  ensure loop- 
free  routes by verifying the  routing tables at each  node along the 
route.  The Activate Virtual Route  (or ACTVR) and  Deactivate Vir- 
tual Route  (or DACTVR) requests  cause  activation and deactiva- 
tion,  respectively, of a virtual route.  A virtual route is activated 
only if its underlying explicit route is active. A virtual-route  con- 
trol block is allocated for  the  duration that the VR is active. (The 
control block maintains information on the V R ,  such as the ex- 
plicit-route number of its underlying ER.) Once a VR is active, it 
can be assigned to  sessions  carrying PIU traffic. 

We can now describe  the  sequence of requests to activate a vir- sequencefor 
tual route.  Consider  two  hosts  connected  through  one  or more routeactivation 
nodes (Figure 5 ) .  First  the  links of the  transmission  group in the 
explicit route  are brought up using a data link control  contact 
procedure,  such  as  the SNRM,  NSA sequence  shown in Figure 5.''3 
When the first link of the  transmission group has been activated, 
ER-OP exchange among the  nodes is completed.  Next, a node 
that  requires  the VR (say Host H1) sends ERLACT to  Host H2. 
(The ER-ACT flows from one PU to  the next on the  route.) Assum- 
ing a positive ER-ACT-REPLY is received,  Node H1 sends 
ACTVR. If Node H2 has made a request  for ER-ACTIVATED (de- 
scribed below),  Node HI sends  the ER-ACTIVATED request  to 
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Figure 7 Resolution of ER-ACT, ER-ACT-REPLY hang condition of Figure 6 
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classof The preceding description addressed the requests and corre- 
service sponding flows that provide multiple routing in SNA networks. 

Next, we  briefly describe  the class-of-service interface to users of 
virtual routes. 

Certain sessions (such as  those  for interactive traffic)  may require 
faster network service than other sessions (such as those for 
batch traffic). The service should depend on  the transmission 
groups (or bandwidth) and transmission priority (which influ- 
ences network delays) through the  network. So, an  ordered list of 
virtual routes is provided for  each class-of-service name. To be- 
gin with, at session activation time, the user specifies by name (to 
avoid awareness of details of the underlying physical routes), ex- 
plicitly or implicitly, the class of service  for  the  session. The node 
receiving the session activation  request  attempts  to assign a VR, 
beginning from the first entry in the list of virtual routes defined 
by the class-of-service name. If the VR is not active,  its activation 
is accomplished by sending (if not already sent) ER-ACT and re- 
ceiving a positive ERLACTLREPLY. An ACTVR is then  sent,  as  de- 
scribed earlier. The session activation  request from a  user is re- 
jected if no VR can  be  activated  from  the virtual-route list for  the 
specified class-of-service name. 

Several  sessions may simultaneously use the  same VR. The VR is 
deactivated when there is no session using it, thereby freeing up 
the VR control block storage. 

Flow control 

Networks consist of finite resources. An unrestricted flow  of PIUS 
into the network can  create  a condition such that  its  resources  are 
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overloaded. A network is said to be congested when it has unusu- 
ally long delays due  to  the imposition of more traffic than it can 
handle. A mechanism that regulates network flows to avoid con- 
gestion has generally been calledflow control. 

The subject of  flow control  has been addressed by several au- 
thors.83’2-16 Flow control algorithms can  operate  on  either global 
or local levels. A global flow control algorithm provides  a coordi- 
nated, network-wide mechanism to prevent congestion.  Local 
flow control algorithms operate within individual nodes, manag- 
ing the network traffic through each node separately, based on 
information local to the .node. We confine our discussion to  the 
global  flow control mechanisms. 

A global  flow control must: 

1. Evenly distribute traffic among subarea  nodes and transmis- 
sion groups to avoid some nodes getting overloaded relative to 
others. 

2. Restrict PIUS that cannot be delivered within an expected time 
from entering the  (path  control)  network. 

Global flow control algorithms are classified as centralized or dis- 
tributed.” Centralized flow control  operates by collecting net- 
work-wide traffic information at a  central  node.  The  central node 
then determines flow assignments for each node, and transmits 
them accordingly. A centralized flow control  scheme imposes 
network overhead for various control messages to and from the 
central  node.  It  also  requires providing a  backup  central node for 
availability. An important drawback of centralized flow control is 
the inherent delay  in providing information on  the new  flow as- 
signments. Such information may be outdated by the time it ar- 
rives at  the affected nodes. 

Two types of distributed flow control  strategies  are in use.  The 
isarithmic flow control, as described by Davies,14 attempts  to re- 
strict  the  total number of message units in the network at any 
time. The end-to-end flow attempts to restrict the num- 
ber of message units in a  “virtual  connection” (similar to  a virtual 
route in SNA) by employing control at its two ends. Both schemes 
are essentially similar since  each  attempts to enforce  a limit on 
the total number of message units in the  network.  For SNA, an 
adaptive end-to-end flow control is exercised on each virtual 
route, as described next. 

The VR end-to-end flow control mechanism is illustrated in Figure 
8. Nodes s and t are  the  two  end points of a virtual route; the 
window size is the maximum number of PIUS that  the  sender  can 
transmit in a  group, or  “window,” of PIUS, following permission 
to  send  the window. Node s seeks permission to send the next 
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Figure 9 PIU flow on a virtual  route 
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window by setting  a pacing request bit in the transmission header 
of the first PIU of a window destined  for  Node t. A pacing re- 
sponse from Node  t permits Node s to send  another window of 
PIUS after completing the  current window. Node s repeats this 
process  for  each window that it sends: requesting permission in 
the first PIU of the  current window to send the  next window, and 
awaiting the pacing response before sending the  next window. 

An adaptive scheme exists  for dynamically adjusting the window 
size within specified limits. On a given virtual route, pacing con- 
trol and a corresponding window size  exist  for  each direction of 
flow, as shown in Figure 9. The window size may vary between a 
minimum of h to a maximum of 3h,  where h is  the number of 
transmission groups in the underlying ER. The minimum and max- 
imum limits of  window size, k ,  are communicated by including 
these values in the ACTVR request.  To facilitate description of the 
adaptive window algorithm, the following terms  are defined: 

1. VR Pacing Response: Permission from the  receiver to send k 
more PIUS. A prior request  for permission was received by the 
receiver from the  transmitter. The receiver withholds the VR 
pacing response if there are no buffers to receive PIUS. 
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The following bits are included in the  transmission  header  and 
turned  on by the window receiver  to  control  the PIU flow from 
the  transmitter. 

2 .  CWRI (Change Window Reply Indicator):  A bit to indicate a 
change in window size, k ,  by an  amount of one without viola- 
ting the minimum or maximum limits specified by ACTVR. If 
this bit is on, the window size may be decreased;  otherwise it 
is increased. 

3. RWI (Reset Window Indicator):  A bit to  indicate a reduction in 
window size  to  the minimum window size specified by ACTVR. 

The  adaptive window algorithm: 

1. Initially, k is set  to  the minimum value, h. After ACTVR ex- 

2. The window size is changed at the  transmitter as follows. 

algorithm 

change,  start with a window size of h.  

(a) k t h ,  if RWI is on. Any node on the  route  can  turn  this bit 
on if severe  congestion  exists in the  network. On receiving 
this bit set  to  one,  the  transmitter  resets  the window size 
to  the minimum window size of h. 

(b) k t k + 1,  k 5 3h, if the bit CWRI is off and  there  are PIUS 
waiting for  transmission. 

(c) k t k - 1 ,  k 2 h ,  if CWRI is on. Any node  on  the  route can 
make a request  for  this bit to be turned on if it is moder- 
ately  congested.  (“Moderate”  and “severe” congestion 
are implementation-defined. “Severe” congestion would 
result in the RWI bit being set  on.) On receiving the CWRI 
bit set to one,  the  transmitter  decreases  the window size 
by an  amount of one, without going under  the minimum 
window size.  Setting CWRI or RWI is the means of adapt- 
ively reducing window sizes in a network  that is ex- 
periencing moderate or severe  congestion. 

The  criterion  for  setting CWRI or RWI is based  on  two  factors: 
(1) the  number of free buffers and (2) the size of the message 
unit queue in the  node  on  this  route. 

Networks without any virtual-route flow control are exposed  to performance 
poor  performance as reported by Deaton.’’ Where flow control is 
achieved via end-to-end VR pacing,  the window size may be fixed 
or dynamically changed according  to  an  adaptive algorithm. In 
the case of an  adaptive window size,  various window size limits 
are  possible. 

Torrey  and  Ledford”  considered a network  consisting of host 
processors  and  communications  controllers. Virtual routes with 
up to  four hops were  considered. Traffic was equally distributed 
over all virtual  routes,  and PIU sizes of 25 or 2048 characters  were 
selected. Figure 10 provides  the  comparative  performance  for 
four cases ( h  is the  hop  count): 
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Figure 10 Comparative  performance of various window size algorithms 
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1. Window size fixed at 3h. 
2. Dynamic window size within the limits of 1 and 3h. 
3 .  Dynamic window size within the limits of h and 3h. 
4. Dynamic window size within the limits of h - 1 and 3h .  

The  above  four  cases  are  respectively labeled Fixed 3h,  Floor 1, 
Floor h ,  and  Floor h-1 in Figure 10. The  throughput is measured 
in number of PIUS transmitted  per unit of time.  The  response time 
is the  round-trip delay through  the  network.  The PIU queue is the 
average  queue size of PIUS in the  nodes.  The  results  are normal- 
ized to  an  average value in each  case.  The  throughput  for  the 
Floor h case  is  the  same  as  that  for  the fixed window size case. 
However,  the  Floor h case offers the minimum response time. 
Although Floor 1 and  Floor h-1 offer less  congestion,  Floor h is 
generally preferable because of its significant reduction in re- 
sponse  time,  a result that  seems  to hold for a range of reasonable 
settings of the  network  parameters." 

Summary 

Networks with multiple, interconnected  nodes  have imposed spe- 
cific routing and flow control  requirements  on SNA. Such net- 
works  also  provide  the  opportunity to use multiple active  routes. 
The routing architecture of SNA employs  the  concepts of physical 
paths (explicit routes)  and logical connections (virtual routes)  to 
exploit  this  opportunity. 

Network congestion is reduced by local and global flow control 
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