
Systems Network  Architecture (SNA) has  evolved from an archi- 
tecture  that supported implementation of tree  networks  rooted in 
a System1370 to an  architecture  that  supports  multiple-system 
networks with capabilities  such as alternate paths and  parallel 
links. This paper  describes  the major SNA enhancements  that 
have been implemented for multiple-system  networks. As net- 
work conjigurations  have  become  more complex, the  problems 
associated with network  growth, change,  failures, recovery, and 
flow  control  have required solutions  that  permit  continuous  net- 
work operation.  The SNA enhancements  that  address  these  prob- 
lems are also  discussed. 

SNA multiple-system networking 
by J. P. Gray and T. B. McNeill 

Systems  Network  Architecture (SNA) was  announced by IBM in 
September 1974. Since then,  the original set of functions, which 
supported single-system user  data processing networks, has been 
enhanced to support multiple-system networking. Many new 
functions  and  improvements  to the original set  have been an- 
nounced and installed on users'  systems;  they include SNA 2, 
SNA 3 ,  SNA 4.1,  and  the latest, SNA 4.2.' This  paper  assumes  some 
familiarity with SNA;  SNA and its components are defined in 
References 1 through 4 and  explained in References 2 through 16. 

The first section of the  paper is a brief review of SNA as it was 
designed for single-system tree-structured  networks. This review 
includes  the major elements of an SNA node  and  the  operational 
characteristics of networks using SNA. 

The  second  section  reviews  applications within multiple-system 
networks  and  discusses  the  requirements that  these  applications 
place upon the architecture. Included are  discussions  about  the 
SNA enhancements  that  address  these  requirements. 
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Figure 1 Structure of a node 
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The third section  focuses  on configuration services-the  struc- 
turing and  operation of the physical resources of the  network. 
The  fourth  section  focuses  on  session  services-the initiation and 
termination of connections  between  network  users.  The fifth sec- 
tion discusses  network  operation, especially the identification of 
problems and  their  repair. 

SNA for single systems 

An SNA network is made up of nodes  connected by data links. 
The  behavior of the  network as a whole is determined by requir- 
ing that  each node in the  network  behave  towards  other  nodes  as 
if it were internally a subset of the model sNA node described in 
detail in Reference 2. 

Figure 1 identifies the major elements of an SNA node. Each node 
contains  a  path  control  element  for  routing, as many data link 
control (DLC) elements to schedule  transmission as  there  are link 
connections  to  adjacent  nodes,  and  a Physical Unit (PU) to acti- 
vate  and  control  the  links.  There  are  a variable number of Logical 
Units (LUS); these  act as  ports into the  network  for  end  users.17 
Communications  controller  nodes  (e.g.,  the  network  control pro- 
gram (NCP) known formally as ACF/NCP/VS, or Advanced Commu- 
nication FunctiodNetwork Control ProgradVirtual Storage) 
perform useful network routing and control  functions  without 
necessarily containing Lus, but most SNA nodes  contain  one or 
more LUS. 
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An SNA product may optionally implement a  System  Services 
Control Point (sscP)." These  control points provide  two kinds of 
services  to  networks. First, they connect  the  network  operator(s) 
to the PUS in the  network.  The  connection  between  a  control 
point and a PU is called an  sscp-to-Pu  session;  this  session allows 
activation,  deactivation, and status monitoring of the  resources of 
the  network from network  operator  sites.  Second,  the  control 
points  coordinate  the  creation of sessions  between LUS. Two  of 
the  services provided are:  the resolution of LU names  (used in 
logon requests from network  users)  to LU addresses (so that  the 
network  users  are  not  sensitive  to  changes in network configura- 
tion) and allocation of access  to LUS that  are serially reusable. 
This LU allocation function is similar to  device allocation in oper- 
ating systems."The  resources  (PUS, LUS, links, etc.) defined to  a 
control point constitute its domain. 

Nodes may contain  a  boundary function. This is a point at which 
global network  addresses  are mapped into  the local addresses 
used by adjacent  terminals  and  cluster  controllers.  This mapping 
allows changes in network  address  assignments  and  system defi- 
nitions without changes to  the cluster  controllers or terminals. 

Figure 2 shows  a single-system configuration: one host node with 
one or more terminals connected  to  it.  The host node implements 
a  control  point;  the  other  nodes typically do not.  The IBM 3790 
Communication System, Systed34,  Systed38, DPCX and DPPX 
(the Distributed Processing  Control  Executive  and  the Distrib- 
uted Processing Programming Executive  on  the IBM 8100 Infor- 
mation System),  and VTAME (Virtual Telecommunications Ac- 
cess Method Extended  on IBM 4300 processors with communica- 
tion adapters)  can be hosts in this configuration. Figure 3 
illustrates  a slightly more complicated configuration: a communi- 
cations  controller node (e.g.,  the network  control program on  the 
IBM 3705) has been inserted. By concentrating  the traffic between 
the  host  and many SDLC (IBM'S line control discipline called syn- 
chronous  data link c ~ n t r o l ' ~ )  lines,  this  node off-loads host pro- 
cessor  cycles  concerned with data link control management and 
improves  the  performance of the  distributed  system. 

An enormous variety of configurations is possible with S N A ; ~ '  
some of the reasoning behind the  architecture  functions  that 
make these configurations useful follows: 

Networks  exist  to allow distribution of data processing appli- 
cations. In the implementation and installation of single-system 
SNA networks,  distribution  has meant remote  attachment of oper- 
ator  stations and remote  execution of (usually simple) application 
programs. 
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Figure 4 Distributed processing 
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Figure 4  illustrates  the  distribution of function in a single-system 
network.  Either  the  terminals  are in direct  session with an appli- 
cation program in the host,  or a terminal  application  is placed 
near  the  terminal.  The  terminal application may access a limited 
amount of local data in order  to handle some of the  data  process- 
ing locally. In  the  event of failure of the  host or the  path to the 
host,  the terminal application may continue  processing in a fall- 
back mode. 

Sessions  between LUS are  created when one LU (the primary LU, 
or PLu-often implemented in a  host  processor)  sends a session 
activation  request called a BIND to another LU (the  secondary LU, 
or SLU). Parameters in the BIND request  are used to tailor the 
properties of the resulting session  to  the  capabilities of the LUS 
involved and  the  needs of the  end  users. A detailed  discussion of 
these  parameters is contained in References  2  and 3; here we 
mention the LU type  parameter, which defines the  behavior of 
each LU as seen by the  other. This  interface is product-independ- 
ent so that a primary LU, for  instance,  can  support LU Type 1 and 
thereby  support  an  expanding list of products  that implement sec- 
ondary LU Type 1 interfaces.  More  information on LU types  can 
be found in References  3  and  7  and in SNA product  publications. 

work LU Type 1 appears  to  the primary LU to  be  a  keyboard-printer 
station console with alternate  data  destinations  such as diskettes, 

LUS punches,  and  extra  printers.  Implementation of alternate  destina- 
tions is optional. LU Type 1 sessions have been used to  support 
interactive  keyboard-printer  terminals (e.g.,  the IBM 3767), batch 
work station  terminals (e.g., the IBM 3774,  3775, Systed32, Sys- 
tem/34), receive-only printers  (e.g.,  the IBM 3287 and 3289), and 
print data  sets (such as on the IBM 3790). High-performance  batch 
work  stations  can  use  several LU Type 1 sessions in parallel; 
these "multiple LU" work  stations  are available in such  products 
as the IBM 3790, the 3776 and 3777 terminals,  and the DPPC and 
DPPX control  programs. LU Type  4 is similar to LU Type 1 but, in 
order  to meet different requirements, differs in some of the  details 
of its protoco1s.21 
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LU Type 2 presents  the  appearance of a keyboard-display oper- 
ator’s  station.  For  example,  the  data  stream of the IBM 3270 Infor- 
mation Display System differentiates it from the SNA character 
string data used with (most) LU Type 1 destinations;  the  sched- 
uling  of output is also  different.22  Secondary LU Type 2s specify 
an (optional) local copy  capability in a way that makes the  phys- 
ical location of the  “copy-to”  device  transparent  to  the  primary 
LU. This  independence of physical configuration contrasts with 
binary synchronous  control (BSC) 3270 control units in which the 
physical clustering of display heads and printers is apparent  to  the 
subsystem  that  drives  the display. 

LU Type 3 is a  receive-only  printer  that  accepts  the 3270 data 
stream.  Its chief use is to print data  that  are normally displayed. 
A given printer  can implement both LU Type 1 and Type 3 sup- 
port, with the  behavior of the  session  established at BIND 
Like LU Type 2, LU Type 7 presents  a  keyboard-display  appear- 
ance. In order to meet different requirements, it differs in the  data 
streams  that  are  accepted and in some details of its protocols.21 

A variety of programming and  hardware items used in distributed 
processing  (e.g.,  the IBM DPCX, DPPX, and Seriedl) supply sec- 
ondary LUS for  application-program-to-application-program us- 
age.  The session protocols  that  are used vary depending upon 
those  supported  at  the  other LU. IMS (Information Management 
System), CICS (Customer Information Control  System),  and 
TCAM (Telecommunications Access  Method),  for  instance,  pro- 
vide product-specific primary LUS for  program-to-program usage. 

Multiple-system applications and requirements 

When multiple systems  are  connected  into  networks,  such as  that 
shown in Figure 5 ,  processing  can be distributed in many new 
ways.  After  sketching  several  such  applications, we  will review 
the  network  requirements  created by the multiple-system envi- 
ronment. 

When the network contains  two  or more Job  Entry  Subsystem 2 
(JES2) components, a network job entry  application is available to 
the RJE (remote job entry)  work  stations.  This application allows 
jobs  to be submitted at a system with JESZ for  execution  at any 
JES2 system and routing of output  to any JES2 system.  (References 
24 and 25 contain  excellent  discussions of network job  entry  and 
JES2.) The use of SNA offers the following advantages  over  the 
other JES2-tO-JES2 connections: 

0 SDLC links operate in full-duplex mode. The BSC links sup- 
ported by JESZ are only able to  operate in half-duplex mode 
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Figure 5 Multiple-system networking 
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even though the basic transmission facilities provide simulta- 
neous  data  transfer  capabilities in both  directions. 

0 In the non-SNA JES2 networks, it  is necessary  to  either  connect 
every JESZ node with every  other JES2 node by a  direct  con- 
nection,  or allow intervening JES2 nodes to provide  store-and- 
forward routing of the  transmitted jobs. When SNA is used,  the 
JES2 LUs can be fully connected by sessions,  thus eliminating 
the full job store-and-forward delay and  processing  overhead. 
When SNA is used,  the job network can  share  communications 
controllers and links with other  applications.  This single net- 
work can be managed as an entity  separate from any  one of 
the  applications  that use its facilities. 

Batch  data  transfers  (other  than  network job entry I/O) may be 
desirable.  These  can  either be applications under the JESZ net- 
work job  entry facility or  other subsystems (e.g., TCAM or CICS). 
Batch data  transfers  can  often be done in a background mode, 
using residual transmission  capacity left over from higher-priority 
applications.  Or, if time zone differentials or scheduled unavaila- 
bility of some network  connectivity  warrants,  they  can be done in 
several  stages by store-and-forward-techniques. 

Message-routing applications  share many of the  properties of 
batch  data  transfers, but the  emphasis on ease of use for  the  ter- 
minal operators  excludes JES2 from the  choice of subsystems. 

transaction Now consider  a  transaction-processing  application in which some 
routing transactions  from  each  terminal  are  to  execute  at  Host A, others 

at Host B. In the  network job entry  environment, JCL (job control 
language) statements specify the  user’s routing intent. In this 
case,  a  user-supplied  or  parameterized program analyzes  the  data 
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input with the  transaction  and  determines  whether  to send it to  A 
or B (or handle it locally).  Some  transactions may require a single 
input and a single output;  others will require an extended  conver- 
sation between the distributed application programs, running on 
many nodes, and the terminal operator. In order to simplify the 
design and coding of these more sophisticated  applications, SNA 
has added LU Type 6-an Lu-to-Lu protocol especially suited to 
the  transaction-processing  environment.  Also, in order  to let ex- 
tended  conversations  exist  simultaneously, multiple parallel ses- 
sions  between LUS have been added. 

It may be that the nature of the  transaction  to be handled does not 
require  a  sophisticated  calculation, but rather,  requires  access  to 
data  that  are not at  the local node.  Two  solutions  to this problem 
are possible: bring the  data  to  the local node,  or send the data 
base request to the  remote node for  execution by a  transaction  at 
that node. SNA defines, within LU Type 6, a  general way to send 
the  data base request  to  the  remote node for  execution. Some- 
times referred to  as  “function  shipping,”  this  technique  encapsu- 
lates  the  application’s  request,  determines  that it has  to be exe- 
cuted  remotely, and sends  the  request  to  the  remote node for  exe- 
cution.  The reply data  are  returned and presented  to  the 
application in the form expected by the  application for replies to 
requests of that  type. LU Type  6  defines  the  functions  that  can be 
“shipped” in terms of processes  that  are invoked within the LU 
that receives  a  request.  These  processes include ones  for  access 
to DUJ (Data LanguageiI),  data  bases,  for  access  to message 
queues,  for sending system  messages, and for scheduling the  exe- 
cution of programs within the receiving LU. Implementation-de- 
fined processes  are also possible, and C I C S I V S ~ ~  has implemented 
access  to VSAM (Virtual  Storage  Access  Method) and other  data- 
sets. 

The  same  architecture definitions and product  interfaces  that  per- 
mit transaction routing and access  to  remote  data allow arbitrary 
distributed  computations.  This  frees  the  application  designer  to 
place function where it  is needed.  This flexibility encourages  ap- 
plication designers  to  layer  and  structure  their applications and 
data  bases so that new and changed function  can be accommo- 
dated incrementally without extensive redesigns of existing appli- 
cations. 

One way to  create modular designs is to use SNA sessions as inter- 
faces.  Perhaps  the  application is  going to run on a single pro- 
cessor  this  year,  but will  it always? By dividing the application 
into two  (or  more)  pieces  that run attached  to  separate LUS, or are 
coupled by interfaces  that  support function shipping,  the ability 
to  run  the application on  two  separate  processors is created  for 
the  future. In the  present,  the  interface  between the two  com- 
ponents will  be  firm and will  be easier  to  monitor  and  control. 
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This kind  of  interface  design  is  especially  suited to  interfaces be- 
tween  organizational  entities  (between  departments,  divisions, or 
companies). 

requirements By reviewing  the  network  environment  suggested in the  previous 
discussions of applications,  we  see  that  multiple-system  networks 
require  additional  function  for: 

0 Connectivity.  Certainly  the  architecture  should  support  the 
connection of any  two LUS whenever  they  have  compatible 
capabilities,  and SNA does  this.  Further, SNA products offer 
complementary  ways  to  connect non-SNA products  into  an 
SNA network."-"" 
Usability.  The  network  should be easy  to  install,  repair,  and 
change.  Users  should  be  insensitive  to  network  changes. 
Resource  Sharing.  There  should  be  shared  use  of  resources, 
routing  outside of larger  hosts,  and  load  balancing  across  the 
links of the  network.  The  connections  between  nodes  should 
be able  to  increase  and  decrease in effective  speed  by  the addi- 
tion  and  deletion of  links as load  requires. 

0 Availability.  There  should  be parallel  links between  nodes, al- 
ternate  routes  between  nodes,  containment of the  disruption 
resulting  from  failures,  and  nondisruptive  resynchronization 
of network  components  during  recovery  from  failures.  The 
network  should  be  robust,  able  to  withstand  failures  of indi- 
vidual  components,  even  able  to  withstand  simultaneous fail- 
ures. 

I The  next  three  sections  provide  detail  on  the SNA features in- 
tended to satisfy  these  requirements. 

Multiple system configuration services 

shared Multiple System  Services  Control  Points  may  serially  or  simulta- 
control neously  share  control of the PUS, LUS, links,  and link stations in 

the  network.  Associated  with  each P u ,  Lu, link,  and  link  station is 
a share limit that specifies the  maximum  number of control  points 
that  may  concurrently  share  control.18331  Figure 6 illustrates  one 
shared  control  configuration. 

Shared  control  provides a mechanism that:3' 

0 Gives  the  network  designer  freedom  to  establish  which  con- 
trol  points in the  network  may  control PUS, LUS, and  links 
throughout  the  network. 

0 Permits notification  of  a control  point  that  another  control 
point (or points)  has  been  removed  from  the  network  because 
of failure or  as a result of normal  control  point  shut-down pro- 
cedures. 
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Figure 6 Shared control of links 
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Shared  control allows a  network  designer  to define networks in 
which a  control point in a single host is given responsibility for 
network configuration and  maintenance  control  (the communica- 
tion management configuration') while other  hosts  contain appli- 
cation  subsystems  such as CICS, TSO (Time Sharing  Option), or 
VSPC (Virtual Storage  Personal Computing). In  case of link or 
node failure, only the  control point with network configuration 
responsibilities is notified of link or link station  inoperative  condi- 
tions.  Session  partners in the application hosts using the failing 
link or node for data transmission  are notified of session damage 
(see  the discussion on  session outage notification later in this pa- 
per). 

Alternatively,  the  network configuration may be defined to permit 
multiple control points to  control specific parts or areas of a net- 
work. As an example, multiple control points may share  control 
of a link that  supports  attachment of multiple cluster or terminal 
nodes,  and  each  cluster or terminal may be controlled by any  one 
of the  control  points  sharing  control of the link as illustrated in 
Figure 6. 

Each  control point need not be aware  that  others  are  sharing  con- 
trol of resources.  The PU in each node is responsible  for mon- 
itoring the  share limit value of each  sharable  resource  and prohib- 
iting additional  control points from obtaining control of these  re- 
sources.  A  response denying control of a resource is sent  to  the 
control point requesting  control if the  share limit of the resource 
has  already  been  reached. 

IBM SYST J 0 VOL 18 0 NO 2 1979 GRAY AND MCNEILL 271 



configuration 
insensitivity 

dynamic 
configuration 

212 

The shared  control function is also useful in control point failure 
or normal shut-down  situations as a notification mechanism. If 
multiple control points are  sharing  control of a  communications 
controller, and notification of the removal of a control point from 
the  network  because of its failure or network  deactivation is sent 
to  the  operators at other  control  points in the  shared  environ- 
ment,  the  operator  at any control point that was previously de- 
fined as a backup for the  one  removed  from the network may 
begin a resource-takeover  procedure. 

Single-system SNA configurations were tree-structured, with a 
single control point in the  root  node. In SNA 3' this  was  improved; 
multiple trees could be interconnected  near  their  roots. Specifi- 
cally, local network  control program (NCP) nodes could be inter- 
connected,  but  remote NCP nodes could only be attached to a 
single local NCP node.  This  restriction  on configuration had two 
origins in the  implementations.  One had to  do with the packaging 
of the NCP load modules. When the  remote NCP was first de- 
signed,  storage was considerably more expensive  than it  is today, 
so the  code was tailored to  the specific configuration of a  remote 
concentrator. No channel  support  was  included. Only a single 
link could be made active. Similar restrictions  existed in the local 
NCP packaging. Another  restriction is discussed in the  section of 
this paper  that  describes  session  outage notification. 

The SNA 4.2l release of NCP removed the SNA 3 configuration re- 
strictions by integrating the packaging of NCP code;  there  are no 
longer local and remote  versions.  A single version of NCP adapts 
to the node on which it  is to run. When NCP is disconnected from 
all external  control  points, it has a control point that  monitors a 
set of links and connects to the  rest of the  network  automatically. 
On links to  other  nodes, an exchange  of identification data  dy- 
namically determines which node is to  contain  the primary SDLC 
station.  This capability provides  greater  robustness  for  the net- 
work in the  face of link disruptions and failures of nodes. 

Dynamic configuration, as  illustrated in Figure 7, allows clusters 
and  terminals  supported by a boundary function to be configured 
or reconfigured while the  network is in operation. This function is 
important to networks  that: 

Have  a rapid increase in the  total  number of clusters and ter- 
minals added  to the network or frequent  movement of clusters 
and terminals. 
Wish to avoid the  expense  associated with frequent  system 
generations. 
Support  continuous  operation with a low tolerance  for  the  net- 
work  disruption  that may accompany  static  system  genera- 
tions. 
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Figure 7 Dynamic configuration 

To dynamically configure the  network,  the  network  owner begins 
by defining the new configuration to  one  or more control  points. 
This definition is done while the  control  points  are  on line. 

A protocol  between a control point and the PU (e.g.,  the NCP) 
supporting a boundary function is then used to configure the net- 
work. To add a  cluster or terminal to  the  network  the  control 
point requests the PU to provide a  network  address for the  cluster 
or terminal PU and LUS being added to the  network. After the 
network addresses  are  assigned, the control point passes  parame- 
ters  associated with the  cluster  or terminal PU and LUS to  the pu 
of the  boundary  function. An example of an Lu-related  parameter 

, is the local address form of the LU network  address. Now the ' control point can  activate  the dynamically configured PUS and 
LUS. LUS can also be dynamically added  to  statically defined clus- 
ters  and  terminals. 

To  delete  a  cluster or terminal from the  network,  the  control point 
requests  the PU of the  boundary  function  to  free  cluster or termi- 
nal PU and LU network To move a cluster or termi- 
nal,  the  delete  procedure is invoked first, followed by the  add 
procedure. 

Parallel links are defined as multiple links operating  concurrently parallel 
between  the same two  adjacent  communications  controller links 
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nodes. Parallel links allow increased  bandwidth  whenever it is 
required  and provide increased availability and reliability. Also, 
additional links may be added  between  adjacent  nodes if tariff 
considerations make multiple slower-speed links less  expensive 
than  a single high-speed link or  because  the highest available 
speed of a single link does  not provide sufficient bandwidth. 

The  control  for parallel links was placed in the  path  control  and 
physical unit services  elements of SNA by introducing  the  concept 
of transmission  groups.  Transmission  groups  are defined by the 
subarea  address pair of the  adjacent  nodes  and a transmission 
group  number. A transmission  group  represents  one  connection, 
or logical link, between  adjacent  subarea  nodes.  A  set of parallel 
links may  be divided into  one or more transmission  groups;  this 
gives the  network  designer  the ability to  group links with similar 
characteristics  (i.e.,  terrestrial,  satellite,  speed,  quality,  etc.)  into 
a single transmission  group.  Path  control  routes  (data from) ses- 
sions  over  transmission  groups.  See Figure 8. 

Figure 8 Transmission  groups Each link in a group  uses  its own SDLC protocol.34  This  permits 
( T W  simple addition and deletion of links,  collection of error  statistics 

for  each physical link, and a scheduling algorithm that  detects  and 
compensates  for  degradation on one of the links. Traffic sched- 
uled for  transmission  over  a  transmission  group with multiple 
links is scheduled among the links"5 in order  to best use the com- 

El* posite bandwidth of the  links. 

ACF/NCP/VS SNA session protocols  require  that all requests  and  responses  ar- 
rive at  the session end  that  is  the destination in the same  order 
they  were  transmitted from the session end that is the origin. But 
data blocks flowing over  a multiple-link transmission  group could 
arrive at  the receiving end of the  transmission  group in an  order 
different from the  order  transmitted by the sending end of the 
transmission  group  because of: 

6 Links  operating at different bit rates with different propaga- 

0 Data blocks of various lengths transmitted  across  the  trans- 

0 Link  errors  that  result in retransmissions 

tion times 

mission group 

Any out-of-order blocks are  reordered  at  the receiving end of 
each  transmission  group in the  path.  The  transmission  header 
contains a sequence  number field that  has a value set by the  send- 
ing side of each  transmission  group and checked  for  correct  order 
by the receiving side of each  transmission 

A  very  desirable  attribute of the multiple-link transmission  group 
protocol is that a single link failure is not  disruptive  to  sessions 
using the  transmission  group.  Session traffic is automatically 
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Figure 9 Alternate routes 
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routed  over  the remaining links in the  transmission  group.  How- 
ever, notification of the  inoperative link  is sent to each  control 
point that had activated  the link. 

The  transmission  group  becomes  operational when the first link 
contact  procedure  successfully  completes,  and  the  transmission 
group  becomes  inoperative when the  last link discontact proce- 
dure  completes or when the  last link fails. 

SNA allows more than  one  route between subarea nodes to in- multiple 
crease  the probability that  a  route will  be available whenever  an active 
attempt is made to  establish a session. If a  route being used by a routes 
session becomes  inoperative  because of node or link failure, all 
session ends utilizing the failing route  are notified; the  session 
may be reestablished  over  another  operational  route. In Figure 9, 
if Route 1 supporting  a  session  between LUS A and B becomes 
inoperative  because of the failure of Link 1, the session may be 
reestablished  over  Route 2 that utilizes Link 2 .  Multiple routes 
can also be used to  achieve load leveling, provide high security, 
or to keep batch traffic from interfering with interactive traffic. 

The multiple-routing function  uses  two levels of control: explicit 
routes  and virtual routes.  To aid in network usability, the SNA 
user  can  request  that  sessions be given a  (network level) class of 
service. Explicit routes  and virtual routes, which are  elements  of 
the  path  control  layer, will  now  be discussed, followed by a  dis- 
cussion of their interaction.  Class of service is discussed in the 
next section  on  session  services. More information can be found 
in References 2 ,  38, 39, and 40. 

An explicit route is defined by: (1) the  subarea  address  at  one  end explicit 
of the explicit route, (2) the  subarea  address  at  the  other  end of routes 
the explicit route,  and (3) an  explicit-route  number.  The explicit- 
route  number  represents  a specific sequence of transmission 
groups  and  subarea  nodes  connecting  the  subarea  nodes  at  the 
end. 
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Figure 10 Explicit routes (ERs) 
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The following explicit routes  are some of those  that could be de- 
fined between  Subareas l and 4 for  the configuration in Figure 10 
(TG means  Transmission  Group): 

Explicit Route 1 = Subarea  node 1 ,  TG A, TG B, Subarea node 4 

Explicit Route 2 = Subarea  node 4, TG C, Subarea  node 1 

Explicit Route 3 = Subarea  node 1 ,  TG D, TG E, Subarea node 4 

Explicit Route 4 = Subarea  node 4, TG E, TG D, Subarea node 1 

The  tables in Figure 10 are used by path  control  to  direct  data 
blocks to  transmission  groups based on the  destination  subarea 
and explicit-route  numbers in the  transmission header.:j6 Notice 
that explicit routes  are  unidirectional, from an origin subarea to a 
destination  subarea. Explicit routes  are used in pairs  that  are 
physically reversible. In the  example, Explicit Routes 3 and 4 are 
physically reversible. Explicit Routes 1 and 2 do not have re- 
versed  routes defined, although they could be added.  The use of 
paired,  reversible explicit routes simplifies failure notification in 
the  network  since it causes both directions of flow to fail simulta- 
neously. 

Virtual routes, explicit routes, and transmission  groups  (see Fig- 
ure 11) form the  elements of the SNA path  control  layer  for  sub- 
area  nodes.  It is possible for multiple explicit routes  to use a 
single transmission  group. Explicit routes  insulate  the virtual- 
route  layer from the physical configuration. 

Explicit routes  are used in SNA to allow alternate routing and load 
balan~ing.~ '  In addition,  they provide control  over  the physical 
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routing of session traffic: some traffic should not go over  an in- 
secure link (e.g., link-level cryptography is not installed),  batch 
traffic should avoid the  low-delay, but low-capacity,  routes in- 
stalled for  interactive traffic, or interactive traffic should avoid 
long-delay routes. 

A virtual route identifies a full-duplex connection  between  two 
subarea  nodes and only indirectly refers  to physical connections. 
It is defined by: (1) a  subarea  address  at  one  end of the virtual 
route, (2) a  subarea  address at the  other end of the virtual route, 
(3) a  virtual-route  number, and (4) the  transmission priority that is 
discussed in the last part of this  section. A session is assigned to a 
specific virtual route at session  establishment; multiple sessions 
may be assigned to  the  same virtual route. (See Figure 12.) When 
a session end is at  a  cluster  or terminal node,  a  subarea node 
providing boundary function  support  contains  the  end of the vir- 
tual  route used by the  session. 

A mapping of the virtual-route  number to the  explicit-route num- 
ber is taken from a  table when the virtual route is activated. Mul- 
tiple virtual  routes  can use the  same explicit route. During use of 
a virtual route,  session traffic at  the  origin-subarea node is passed 
from virtual-route control  to explicit-route  control.  Once the data 
block is passed to explicit-route  control, it is passed from subarea 
node to  subarea node using the  explicit-route  number  and  desti- 
nation-subarea value contained in the  transmission  header. When 
the traffic reaches  the  destination-subarea  node, it  is passed from 
explicit-route  control  to  virtual-route  control.  From  virtual-route 
control,  the traffic  is passed to  the  session  end  that is the  destina- 
tion. 

A distinction is made between  operational  and  activated explicit 
routes. Explicit routes  become  operational  because of node and 
link activations  that make all the  transmission  groups in the  ex- 
plicit route  operational.  They become active when explicit-route 
activation messages flow across  each  transmission  group within 
the specific explicit route. 

When the  transmission  group  becomes  operational,  requests 
flowing through  the  network  declare  appropriate explicit routes  to 
be operational  (see  the  discussion of session  restart).  Note  that 
the propagation of these  requests allows the  users of the physical 
resources (links, nodes) of the  network to queue on their avail- 
ability (session  activation as described below). Before an  opera- 
tional explicit route is first used for  virtual-route traffic, an activa- 
tion request is sent. It verifies that  the explicit route is usable and 
complete (for instance, it detects looping routes  and  determines 
the  route number of the physically reversible  route) and measures 
the length of the explicit route (in units of traversed  transmission 
groups or  “hops”). 

42 
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Finally,  the  explicit-route  activation  protocols verify that no 
transmission  group or node in the explicit route  contains  packets 
that  have  the  subarea  address pair of this explicit route;  thus,  use 
of the explicit route will begin at a known (reset) state.43 

A virtual route is activated as a result of an attempt  to  activate  a 
session.  The selection of which virtual route to activate is based 
upon the  requested  class of service. If the first-choice virtual 
route is already active,  the  session  activation  request is trans- 
mitted on the  desired  virtual  route.  However, if the virtual route 
and  associated explicit route  are not in an  active state, an  attempt 
is made to  activate  the  appropriate explicit route followed by acti- 
vation of the virtual route. 

Figure 13 Network  throughput The  explicit-route  activation will  fail if any subarea node cannot 
forward  the  explicit-route  activation  request  because of network 
failures or incomplete configuration activations. When the first- 

DESIRABLE vated,  an  attempt is made to assign the  session  to  the  next virtual 
UNDESIRABLE route in the list of virtual  routes  determined from the class-of- 

IMPOSED algorithm repeats until the  session is assigned to a virtual route  or 

list can be activated.  The unavailability of all virtual routes in the 
list results in a notification of failure to  the LU initiating the  ses- 
sion. 

iMkT* IDEAL choice virtual route and associated explicit route  cannot be acti- 
a: 

2 
z service  name. (See the  later  discussion on class of service.)  This 

M=MAXIMUM NETWORK THROUGHPUT UNDER 
IDEAL CONDITIONS until it is determined  that no virtual route in the  class-of-service 

Activation of System  Services  Control Point sessions is slightly 
different. A  class of service is used; explicit route  and virtual 

however,  do  not have to fail when no virtual route is available: 
they can be queued, pending the availability of a virtual route. 

. ,. route  activation  are also the  same.  The  control point sessions, 

Class-of-service  exits are provided to allow user-determined  as- 
signment of a session to  a virtual route.  These  can be used to 
perform load balancing. With parallel sessions  (described  later), 
the  exit  can be used to  establish  simultaneous  sessions  over  alter- 
nate  routes,  thus  increasing  system availability as perceived by 
end  users. 

flow Any network has a maximum throughput limit, which cannot be 
control exceeded  even if the  network input traffic is unbounded. Due to 

cost  considerations,  commercial  networks  are normally designed 
so that peak network traffic loads  occasionally  exceed  storage, 
cycle,  and  bandwidth  capabilities of nodes  and links within the 
network. Given this, SNA seeks to prevent significant network 
throughput  degradation  and  to  prevent  network  deadlock  condi- 
tions as network load (See Figure 13.) 
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SNA provides global and local flow control  mechanisms  to main- 
tain network  throughput  approaching  the ideal as network loading 
increases. Global flow control utilizes virtual-route pacing to reg- 
ulate the flow  of  traffic through  the  network. Traffic from many 
sessions  on many virtual  routes may be routed  through  the  same 
physical nodes and links within the  network.  This  means inde- 
pendent  sessions  have  traffic within the  network  contending  for 
the  same  storage,  cycle,  and bandwidth resources. When the vir- 
tual  route is prevented from sending by its pacing algorithm, it 
queues  session traffic until a  virtual-route pacing response  arrives 
indicating that  adequate  resources  are available within the  net- 
work to  transport traffic across  the virtual routes.  This queuing 
for  entry  to  the  transit  network  ensures  that it  will not become 
overloaded. 

Session pacing has characteristics similar to  route pacing, but  the 
rationale is different. The  purpose of session-level pacing is to 
prevent  one  session  end  from sending data more quickly than  the 
receiving session  end  can  process  the data.46 

For virtual-route  pacing,  a pacing window of  traffic (the  number 
of additional  packets  that  can be sent  after  a pacing response is 
received) is transmitted by one  end of the  virtual  route  after  the 
other  virtual-route  end  agrees  to  accept  it.  The initial window size 
is based on  the  explicit-route length measured during explicit- 
route  activation.  Performance  analyses47  have  shown  that  dynam- 
ically adjusted window sizes  can  provide  greater  network 
throughput  than statically defined window sizes. A static window 
size cannot  take  into  consideration  the  amount of  traffic and  the 
changing resource availability within the  network. Window sizes 
are adjusted  for  each  virtual  route by checking the amount of data 
enqueued at transmission  group send queues  and passing parame- 
ters in the transmission  header indicating any  required  change  to 
the  current window size.48 

Local flow control via session pacing is the mechanism used by a 
subarea  node  to  regulate  the  entry of  traffic (e.g., from an appli- 
cation or through a boundary  function). The determination of 
when traffic can be accepted is based upon local buffer availabil- 
ity and the  state of the  virtual-route  transmission  queue  for  the 
session. 

Two-stage inbound session pacing allows a  boundary  function to 
control  the  entry of traffic from cluster  or terminal  session ends. 
One stage of pacing is from  the  cluster or terminal session end  to 
the  boundary  function,  whereas  the  second  stage of pacing is 
from the  boundary  function to the  host. A pacing response to a 
cluster  or terminal session  end is withheld by  the  boundary  func- 
tion node,  thus  preventing specific cluster or terminal LU traffic 
from entering  the  boundary f~nct ion,~’  if the boundary  function 
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node is congested  and if virtual-route traffic for a  specific cluster 
or  terminal LU cannot flow because  the  virtual-route  pacing win- 
dow  has  been  exhausted. 

transmission Session traffic flows through  the  network  at  one of three  transmis- 
priority sion  priority  levels. Traffic at a  higher  priority is queued  ahead of 

any  lower-priority traffic at  each  transmission  group  send  queue. 
This  queuing is independent of the  number of  physical  links  asso- 
ciated  with  the  transmission  group. Within each priority  level, 
traffic is  queued FIFO (first-in,  first-out) for  delivery  to  an  adjacent 
node.  The FIFO queues  are  aged  to  ensure  that  lower-priority  traf- 
fic is not  completely  stopped.  Transmission  priority  is a property 
of  virtual  routes;  sessions  are  assigned  to  virtual  routes  at  session 
activation  time  and  remain  assigned  for  the  duration of the  ses- 
sion. 

Figure 14 Session initiation within Low-priority traffic is displaced  from  the  network  when  the 
one domain amount of high-priority traffic increases  because  enqueuing  the 

higher-priority traffic ahead of  lower-priority traffic increases  the 
round-trip  delay  for  the  latter.  This  slows  the  exchange of  virtual- 
route  pacing  messages  by  delaying  the  pacing  request  and so re- '.", 
duces  the  amount of  low-priority traffic admitted  to  the  network. 
Because  virtual-route  pacing  responses  are so critical to  network 
performance,  they  are  transmitted  at a fourth  priority-ahead of 
all other  virtual-route traffic, thus  ensuring  that  heavy traffic in 
one  direction will not  interfere  with  the flow of  virtual-route  pac- 
ing responses in the  other  direction; if such  interference had been 
allowed, it would have  decreased  network  throughput  under 
heavy  loads.  This is one way in which  virtual-route  protocols dif- 
fer  from link-level (e.g., SDLC) protocols. 

Transmission  priority  is  useful  for  ensuring  continued  good re- 
sponse  time  to  favored  applications  during  periods of network 
overload.  Also,  since  the  network will displace  low-priority  traf- 
fic with  higher-priority  traffic,  bulk data  transfer  applications  can 
be  run  continuously  instead of  being scheduled  for specific  slack 
periods.  These  applications will utilize spare  network  capacity 
much  as applications  with  a  low  dispatching  priority  utilize  spare 
processor  resources. "' 

Multiple-system session services 

cross-domain The first implementations of SNA (e.g., VTAM Release 1 .o, NCP 
sessions Release 3.0) were limited to a  single domain, while product  design 

decisions  further limited the  network  to a  single  System/370  node 
(each  System/370  access  method  contained a System  Services 
Control  Point).  The  multiple-system  networking  capabilities of 
ACFINCPIVS,  ACFIVTAM, and ACFITCAM made  networks  containing 
multiple domains p o ~ s i b l e . ~  One  underlying  extension  to  the  ar- 
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LU, for  instance,  can be in session with an application LU in any 
host in the  network. 

When both LUS that  are  to be bound into a  session  are in the  same 
domain,  the  sequence  shown in Figure 14 establishes  a  session. 
The  sequence begins when some LU sends an INITIATE request  to 
the  control  point.  This  request  can be entered in character-coded 
form by an  operator  at  a  terminal  (e.g.,  a  LOGON); in this case, 
either  the LU or the  control point will translate it into  a  formatted 
INITIATE request.  The  control point resolves LU names  into  net- 
work addresses, and when the  session  can be established,  sends  a 
CONTROL INITIATE request (CINIT)  to the primary L U . ' ~  This 
request  contains all the information the primary LU needs in order 
to send a BIND request to the  secondary LU. Not  shown in Figure 
14 are additional requests  that  ensure  synchronization of the 
three  parties to the session  under various errors and race condi- 
tions. 

When the LUS are in two  separate  domains,  two  control points 
cooperate  to  provide  session initiation services. As Figure 15 
shows,  this  cooperation  creates the appearance of a single control 
point as  far  as  the LUS are  concerned.  Outside of the  composite 
control  point, the single domain sequence of INITIATE,  CINIT, and 
BIND is unchanged. Inside  the  composite,  the  control point of the 
primary LU and  the  one  for  the  secondary LU exchange  requests 
that  synchronize  their  behavior and accomplish  the  initiation. 
The  control point of the initiating LU receives  an INITIATE request 
and determines (from a  table)  that  one of the  requested LUS is  in 
another  domain. A CROSS DOMAIN INITIATE (CDINIT)  is sent to the 
control point of this  domain;  the  response  to CDINIT carries  the 
network  address of the  destination LU and the  status of the  ses- 
sion request (immediately available or  queued). When the  session 
is ready  to  start,  the  control point of the  secondary LU sends  a 
CROSS DOMAIN CONTROL INITIATE (CDCINIT)  request;  the  control 
point of the primary L u  sends  a CINIT to  the primary LU, and BIND 
flows to  the  secondary LU. 
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Figure 16 (LU, LU) sessions 

r 
I 

I 
I 

USERS 7 END I 

I 

I 

n-71 (A, B) PRIMARY PATH 

SERVICES 
MANAGER 

(X, Y) DENOTES A SESSION 
BETWEEN X AND  Y 

X IS PRIMARY 

r 
I 

I 

I 

I 
I 
f 

L 
L 

r 

t 

L 

END 
MANAGER I USERS 

When the  destination LU is in the domain of the  control  point,  has 
not yet been activated,  and is reachable via a switched link,  the 
control point will  hold the  response to CDINIT until the  switched 
connection  has  been  made,  a  network  address  assigned,  and  the 
LU activated. This process allows dial-out operations to proceed 
from the domain that  results in the  lowest  connection  costs with- 
out  an impact on the  application  programs. 

Each  cooperating pair of control  points in the network is con- 
nected by a single session.  Session initiation requests  for different 
LU-to-LU sessions  are  interleaved  on  this single session.  The 
SSCP-to-SsCP sessions  also  carry  session  services  requests  for  ter- 
mination of a session and  for handling errors and race  conditions 
during initiation and termination  procedures. More details  can  be 
found in Reference 2 .  

A number of objectives  have been achieved in the design of ses- 
sion services  for SNA: 

0 LUS are  independent of the physical network  configuration; 
they  are  also  independent of domain boundaries. 
Domain boundaries, in turn,  are established  at  the  discretion 
of the  user who can specify network configurations (e.g.,  the 
communications management configuration) that match the 
management needs of  his organization. 

0 The  session  status of an LU can be displayed by its  control 
point. 

0 LUS are synchronized, and access  to  them is allocated. 

Further  treatment of session  services  under  network failures fol- 
lows  later in the  discussion of session  outage notification. 

reductionof When a  control point receives an INITIATE request, it needs a 
LU definitions table  containing definitions of cross domain LLJS in order to be 
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able to send CDINIT to  the  proper  control  point.  The  one  that  re- 
ceives CDINIT, however,  does not need (other  than  for  security 
access  reasons)  any definition of the LU that originated the 
INITIATE because all necessary information concerning it is car- 
ried in the CDINIT request. 

The SNA 4.2 products  have used this fact  to allow an optional 
reduction in the definition of LUS in the  control point(s) that  re- 
ceive CDINIT. To  see how this might work,  assume  that  one  con- 
trol point manages all the terminals in a network' while several 
other  hosts contain application LUS and  subsystem LUS support- 
ing application  programs.  For  those  terminals (e.g., displays)  that 
are only used with operator-entered LoGONS, no Lu definition is 
required in the  control  points in the application hosts. 

Now let us consider  another  area of LU definition. It is necessary 
for  the LUS in a session to  agree to the  parameters in the BIND that 
starts  the  session. In order  to allow different applications  to run 
well with the same terminal,  several mode names may have to be 
defined to  the  control point of the  terminal.  The mode name in 
INITIATE will select a BIND image for  the  session.  The definition of 
mode tables and corresponding definitions in subsystem LUS can 
be reduced  for  those  products  that  support negotiable BIND. Ne- 
gotiable BIND allows the  secondary Lu to return suggested BIND 
parameters  to  the primary LU if those  contained in the BIND of the 
primary LU are not acceptable. 

Figure 16 illustrates  several possible sessions  between LUS. We 
see  that  the  session,  consisting of a session end,  or halfsession, 
within each LU and a  path  between  the LUS, is really between  the 
two  services managers (the  services manager is the  "center,"  or 
"core" of the LU;  it connects  end  users  to  half-sessions, resolving 
contention as required)."' One LU can  contain  both primary and 
secondary half-sessions. Initially SNA allowed at most one  ses- 
sion between  two LUS; this  restriction  existed  because: (a) a ses- 
sion is identified uniquely by a pair of network  addressess3  (ad- 
dress of primary,  address of secondary)  and  (b)  each LU had a 
single network  address. 

SNA has  been implemented in a variety of ways in different prod- 
In some products,  the LU services manager is  in ap- 

plications that use the  access method (e.g.,  VTAM) and the half- 
sessions  contained in the LU are split: parts  are in the  access 
method;  parts  are in the  application. (See Figure 17.) Control 
blocks must exist  to  represent  the LU to  the  access method and  to 
represent  the  access  method's portion of the  half-session. Point- 
ers  are needed to connect  the pieces of the half-session. In other 
products  (e.g.,  TCAM),  the half-session may be represented by a 
single control block. 56 
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Fiaure 18 MultiDle  threads  on  one  session I 
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It may happen  that a single session  between  two LUS is perfectly 
satisfactory; when one LU is a terminal (e.g.,  an IBM 3767 or  a 
3278), this is the  case. But when the  end  users  are programs 
served by a  transaction-processing  system,  then many pairs of 
programs may need to be simultaneously connected. Figure 18 
shows  one way that  this  function  can be provided:  a single ses- 
sion can be used, with many threads multiplexed over it by the LU 
services manager. This  approach is deficient in several  ways: 

The  session  protocols  (brackets, half-duplex, error  recovery 
synchronization,  etc.2'3'10 perform needed  functions.  These 
protocols would have to be recreated  on  top of the  base of the 
single session.  This  duplication would add extra overhead  (for 
instance,  a  subsession  requesthesponse  header would be 
needed),  increase  path  lengths,  and  force  the LUS to duplicate 
large amounts of lower-level SNA (e.g.,  access  method)  func- 
tion. 

0 The individual threads would be invisible to  the  lower SNA 
layers.  Thus,  there would be no way to  allocate different 
classes of service to different threads. Yet some threads will 
represent  steps in high-priority transactions,  others,  just  batch 
file transfers.  Some will impose loads  that  are self-limited by 
operator input speeds;  others will take all the  capacity  the  net- 
work will provide.  Some will need the  security of encryption; 
others will not.  Some will tolerate long delay routes;  others 
will not. 

If only one  session is available  between LUS, then failure of that 
one  session will cause  complete  disruption.  If,  however, many 
sessions  are available and if they  can fail independently (see the 
earlier  discussion of alternate  routes),  then  system availability 
will be increased. If single sessions  were used between LUs, the 
transmission  subsystem would be required to deliver as much of 
the  inherent (within the link and node topology) availability as 
possible to  the single sessions.  This  requirement would have  se- 
verely constrained  the  design of path  control,  thereby  reducing 
the  independence of design decisions within layers  that should be 
independent. 
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Figure 19 Multiple LUs 
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Figure 20 Parallel sessions 

Figure 19 shows  another way that multiple threads could be car- 
ried between  subsystems:  one or  both session  partners could im- 
plement multiple LUS in order  to gain access  to multiple network 
addresses.  This  approach, while implementing multiple sessions 
between  subsystems, suffers from: 

0 Multiple LU names  for  one  subsystem.  The  network  operator 
would not have a convenient way to recognize or deal with the 
fact  that  the multiple LUS were really associated with a single 
subsystem.  The  operator of the  subsystem would suffer simi- 
larly.  Since  the  number of extra LUS could range up into  the 
hundreds, what is a  nuisance  for  several (e.g., RJE work sta- 
tion use of multiple LUS) could be an  operational problem for 
 other^.^' 

0 Every LU would have  to  incur  the  expense of the LU control 
blocks  shared by the subsystems with the  access  methods. 
Since LU control  blocks are typically many times larger than 
session  control  blocks,  the  expense would limit the  number of 
sessions  that could be used. But the  system  as  a whole is 
clearly improved if sessions can be used as (nearly)  free  re- 
sources. Put another  way:  the  correct design point for  an SNA 
access method is many sessions per LU. 

This leaves  the  true parallel session  solution; it is diagrammed in 
Figure 20. The  basic idea is to assign multiple network  addresses 
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to  an LU; llew addresses  are assigned as required to  support addi- 
tional sessions. While an  optimal use of the  address  space could 
have been attempted,  a  constrained  pattern of address assign- 
ments ha: been used to simplify the  address assignment al- 
gorithms (:specially  in cross-domain  session  establishment). LUS 
are  either #capable of parallel sessions, or they  are  not. If they  are 
not,  they have a single network  address, which is used for all 
sessions. ” 

LUS that  support parallel sessions  are given a single secondary 
address  w  len  activated.  Whenever  a primary address is needed, 
the  control point asks  the PU of the LU to assign one. Primary 
addresses  can be used for multiple sessions with different LUS. 
When an address is no longer needed (all sessions using it have 
been  terminated), the  control point asks  the PU of the LU to free 
it. ‘’ 
Parallel sessions  between LUS may have  to be uniquely named for 
some uses.  Uniqueness has been achieved by adding a primary 
half-session qualifier name and  a  secondary half-session qualifier 
name to BIND. Together  they  constitute  the  session qualifier name 
pair and identify a parallel session  instance  even if the  network 
address  changes. One use occurs when a  session is being re- 
started  after  a failure: the  correct  checkpoint  data need to be ap- 
plied. The  session qualifier pair is only shared  between  the LUS; it 
is not used by the  control  point(s) or network  operator. 

Both half-sessions must be notified of session damage (and  then 
be  reset) if node or link failures within the  network  disrupt traffic 
flow between  the  half-sessions. Without this notification, one  or 
both half-sessions could enter a deadlock  condition with no avail- 
able session  protocols  to  cause  a  reset of half-session informa- 
tion.60 SNA notifies half-sessions of session damage by directing 
notification along the  path of each  session affected by the  failure. 

When a  subarea node or transmission  group fails, the  nodes adja- 
cent  to  the failing element  detect  a  transmission  group  inoperative 
condition.  This  detection  causes notification requests  to be broad- 
cast  to  each  adjacent  subarea node indicating which explicit 
routes  are  inoperative. A filter technique is used to  prevent  these 
requests from looping in networks with subarea nodes connected 
in loop configurations. The  failure notification is propagated from 
node to node until it reaches  the  two  ends of the explicit route, 
where a mapping is made from the explicit route  to  virtual  routes, 
and the virtual routes  are in turn  declared  inoperative.  Session 
outage notification, which causes half-sessions to  enter a reset 
state, is sent  to  each half-session assigned to  the  inoperative vir- 
tual  route  regardless of whether  the  session  end is in a cluster, 
terminal,  or  subarea  node. For Lu-to-Lu  sessions,  the notification 
is an UNBIND request. 

286 GRAY AND MCNEILL IBM SYST J VOL 18 NO 2 1979 



When a  boundary  function link fails,  the  boundary function ele- 
ments  representing  the LUS in the  lost  cluster or terminal are noti- 
fied through boundary function  path  control  and provide notifica- 
tion (by sending UNBIND) to the LUS on  the  other side of the  sub- 
area  network. A link inoperative  request flows to the  control 
point that  owns  the link where it resets  the  sessions of the  control 
point with the lost clusters  and  terminals.6’ 

SNA users  can  request  a  class of service from the  network  for  a 
session. As an example, some sessions may require a low re- 
sponse  time,  whereas  others may require large bandwidth, more 
reliable connections,  or more secure  paths.  Since  the  network 
users should be independent of the physical structure of the net- 
work,  class of service is specified as  a  symbolic name in the 
INITIATE request. If the class-of-service name is omitted, it is de- 
rived from the mode name. If both  are missing, a default is as- 
signed. The class-of-service name resolves to a list of virtual 
routes;  the session is assigned to  the first virtual route in this list 
that  can be activated.“ 

By proper definition of the  virtual-route  number  to  explicit-route 
number  tables and careful definition of the class-of-service name 
to  virtual-route list tables,  each  class-of-service name can mean 
the  same thing for all users of the  network. 

Problem determination and recovery 

As the  number of nodes in a  network  increases  and  the geographi- 
cal area of the  network  increases,  the problem determination  as- 
pect of networking becomes increasingly important. Communica- 
tions network management  application^""'"^ used with SNA allow a 
network manager or  operator  to monitor,  identify, and isolate 
network problems from centralized points of contr01.~~ The  cen- 
tralized control philosophy is essential  to allow quick and  eco- 
nomical problem determination.  Consider just a  three-node  net- 
work without  central  coordination: how does  an  operator  at- 
tached  to  one  node, working with a  second, and routing data 
through  the  third, get an application working again when it fails? 
Only  highly skilled operators  (e.g.,  programmers)  can be ex- 
pected  to do their own problem determination,  and  even  they will 
take  a long time to get it done.  The  centralized problem determi- 
nation philosophy is a  natural  result of the “help  desk”  concept: 
the  terminal  operator should be given a single number to call 
when his application does  not  work. Roughly 85 percent of all 
calls to  the help desk will be  application-related;66 some of the 
rest will lead to problem determination  and  recovery  action.  One 
goal of the problem determination facilities is to identify problems 
before they  cause  user  complaints. 
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Error-oriented data may be sent to the  communications  network 
management application by using a solicited or unsolicited mes- 
sage.  The  System  Services  Control Point delivers unsolicited SNA 
data  to  the problem management application.  However,  the vol- 
ume  of error  data flowing in the  network  can be more easily con- 
trolled by using a solicitation protocol as  the primary mechanism 
for  gathering  data. 

Certain  errors  are classified as permanent  because  once  they  oc- 
cur  the failing element is no longer operational.  Other  errors  are 
classified as  temporary,  such  as some communication line errors; 
for  these  the link is not declared  inoperative until a temporary 
error  count  threshold has been  reached.  The  temporary  error  data 
are especially useful in the  detection of deteriorating  lines. When 
a  suspicious link has  been identified, an  intensive mode of error 
recording  can be used to closely monitor the link. Further, non- 
disruptive link tests  can be invoked. Of course,  one of the most 
useful SNA features is the  pause and retry logic that allows tran- 
sient link failures to be waited out  without  session  damage.’”fi7 

Usually it  is not sufficient to isolate problems  to  a specific phys- 
ical node.  Once  the  physical node has  been identified, further 
analysis is required,  perhaps  at  a  remote  site. Problem determina- 
tion provides help in isolating a  network problem to  both  the SNA 
network  element and the  physical  element,  such as a modem, line 
scanner,  or control  unit. 

Other  tools are available to aid in network problem determina- 
tion.  Links  can be traced individually, transmission  groups  can be 
traced,  sessions  can be traced (within access  methods). Explicit 
and virtual routes  can be tested. Dynamic dumps of the  network 
control program can be taken.  Shared  control of links can be used 
to  ensure  reporting of failures  to both a primary and  a  backup 
network management center. 

repair  and After a problem has been identified, repair of the failing com- 
reconfiguration ponent  can  proceed. When availability objectives  require  it,  serv- 

ice can be maintained through reconfiguration of the  network. 
SNA systems  provide  several aids to reconfiguration. 

0 Switched  network  backup allows failing leased lines to  clus- 
ters  or terminals  to  be  replaced by switched  network lines. 
This reconfiguration, which can be invoked by a programmed 
network  operator, is not visible to  the LUS of the  network.“ 

0 Re-IpL (initial program load) of failing network  control pro- 
gram nodes  can also be invoked by the  network  operator. 
Backup  control  points  can  take  control of all or part of the 
domain of one  that is failing. Control point restart  and  take- 
over  can be nondisruptive; more discussion follows below. A 
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failing control point can  reacquire its domain,  but  this may 
involve restart of Lu-to-Lu  sessions. 

0 Applications can be moved transparently  to different nodes, 
due  to  the configuration insensitivity provided  to LUS by ses- 
sion services. 

0 Distributed applications  can  continue in local fall-back mode. 

Repair and reconfiguration of the physical network  are followed 
by restart of the damaged sessions which is now discussed in 
more detail. 

Many Lu-to-Lu  sessions may remain active  when  the  System 
Services Control Point controlling an LU fails or when elements in 
the path  connecting  the  control point and LU fail. As an  example, 
a  cross-domain  session involving a  cluster  controller may remain 
active  even if the  control point controlling the cluster fails. The 
cluster would not be under  the  control of a  control point because 
the  SscP-to-cluster PU and  SscP-to-cluster LU sessions would be 
reset by session outage notification. 

Restart  occurs when a  control point that previously controlled 
resources, but lost  this  control  because of network  failures,  reas- 
sumes  control of those  same  resources.  The  restart  protocols may 
be initiated immediately upon availability of a control point and 
route. 

Takeover  occurs when a  control point obtains  control of re- 
sources  that were lost by another  because of network  failures. 
Figure 21 illustrates  this  process. Whenever the  communications 
controller node PU detects damage of a  session with an owning 
control  point, notification that  a  control point has been lost is sent 
to all others sharing control of the  communications  controller 
node PU.  The notification of the  lost  control point is a signal for 
the  network  operator  at any control point with resource  takeover 
responsibilities to initiate the  proper  resource  takeover  protocols. 
All control point restart  and  takeover  protocols  are  identical  to 
normal network  bring-up When restart  or takeover 
for a  control point occurs, it  is desirable  to  take  control of re- 
sources  such  as  cluster PUS and LUS without  resetting  any  active 
cluster LU to  host  node LU sessions. This is done by a  non- 
disruptive form of the  sscp-to-Pu and sscp-to-Lu session activa- 
tion requests  that  does not reset  Lu-to-Lu  sessions (for those 
clusters  that  support  this  function). 

Once physical repair has  restored  connectivity,  sessions  can be 
restarted.  The first sessions  restarted  are  between  control  points 
and their PUS, their LUS, and  other  control  points.  These  sessions 
are  queued  on  the availability of the  relevant virtual routes.  Ses- 
sions between LUS are  restarted in a  variety of ways, in some 
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cases automatically (e.g., TCAM), in other  cases  through  an 
INITIATE request from the primary LU or secondary LU. 

The  restarted  sessions invoke the usual class-of-service al- 
gorithm;  the  result is that  an  alternate virtual route will be found 
for  the  session to use if one  has been specified and it can be acti- 
vated.  The installation can  choose  to  provide  alternate  routes 
only to  those  applications  where this is cost-justified. 

When the  sessions  have  been  restarted,  the  session  partners have 
to be resynchronized.  The  SscP-to-Pu,  sscp-to-Lu, and sscp-to- 
SSCP sessions  are  resynchronized using specific detailed features 
of the normal network  services  protocols used on these  sessions. 
Lu-t0-m sessions  are  resynchronized in three different ways: 

1 .  Operator  action may be required.  This is typically the  case 
with sessions  that involve terminal operators.  The IMS or CICS 
operator,  for  instance, may enter  an inquiry to  determine  the 
status of the  transaction  entered prior to  the  failure.  The  out- 
put message from a  transaction may be saved (“protected”) 
by the primary LU so that when the  terminal  operator  receives 
it,  the completion status of the  last  transaction will  be appar- 
ent.  Other  examples include backing up N pages in an inter- 
rupted  remote job entry print file. 

2. Product-specific protocols may  be invoked. TCAM, for in- 
stance,  can  retransmit  a TCAM message that  has  not been ac- 
knowledged. The  receiver  discards it if it has  already been re- 
ceived  successfully.  Network job  entry for JES2 also uses  a 
product-specific protocol during resynchronization. 

3.  The  sync point protocol of SNA may be invoked. LU Type 6 
sessions  and  certain  other  sessions  supported by IMS and CICS 
take  a  distributed  sync point (or  check point) during session 
processing. Whenever a failure occurs,  the session partners 
roll back  to  the most recently  completed  sync  point. At this 
point,  the  operation may continue by automatically  restarting 
the partially completed  work  (e.g., IMS), or  restart processing 
may have  to be programmed by the  customer  (e.g., CICS). 

coexistence Nodes  that implemenent SNA 3 ,  4.1, and 4.2 may coexist within 
of releases the  same  network.  Transmission  headers are  converted  between 

SNA 3 or 4.1 formats  and  the SNA 4.2 format as required.  Sessions 
that  involve SNA 3 or 4.1 nodes  (i.e., in transit,  or  as control 
points, or that  contain  one or both LUS) will be unable to  take 
advantage of most of the  additional SNA 4.2 function. 

I Summary 

The  central  theme of this  paper is that SNA provides  network 
services  that simplify the  design,  implementation, and operation 
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flow out of it. If the route  becomes operational  very soon  after a failure (e.g., 
a link is reactivated  very quickly), the route should  not be used until it is reset 
since hang  conditions (e.g., lost responses)  and lost data  can  occur  as a result 
of race  conditions between the  blocks  received  before and after  failure. This 
situation, not serious in the simple SNA 3 and  SNA 4.1 networks, would have 
created difficult-to-manage operational  procedures in SNA 4.2 networks. This 
follows  since  a direct  correlation between  a link failure and explicit-route fail- 
ures is not visible to  the  network  operator.  Indeed,  this correlation is known 
and used in only two places:  the  collection of active path  control  routing ta- 
bles,  and the  central network routing  design center. Explicit-route  activation 
protocols eliminate these  race conditions:  an activated explicit route  contains 
no data blocks  from  previous  activations. The explicit-route operational pro- 
tocols summarize that portion  of the  status of the entire network that is rele- 
vant to a given node and delivers it to  that  node. 

44. This section  discusses management of the imposed  load.  Additional control 
can be expressed by withholding load entirely,  e.g., by scheduling batch 
transfers  for third  shift. 

45. G. A. Deaton and  D.  J.  Franse,  “A  computer  network flow control  study,” 
ICCC 1978 Conference  Proceedings, Kyoto,  Japan (1978). 

46. Until SNA 4.2, session pacing also  served  to provide global flow control. 
Virtual-route global flow control, introduced in SNA 4.2, allows significantly 
higher  levels of link utilization to be achieved (in many  configurations)  before 
the  knee in the curve of response time versus load is reached.  The decoupling 
of LU buffer management  (Le.,  session pacing) from transit  network  sched- 
uling (i.e., virtual-route pacing) also makes the  network  easier  to configure 
(especially  since  virtual-route  pacing is self-configuring). Notice that session 
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responses or expedited flow requests. Session  pacing, then,  can  be withheld 
for long periods  without  damage to the  network-expedited commands  such 
as  UNBIND  or  SIGNAL  can get  through.  Virtual-route pacing governs the 
flow of all session traffic; as a result, virtual routes  cannot  stay blocked  for 
extended periods. 

47. G. A. Deaton,  “Flow  control in packet-switched networks with explicit path 
routing,” Proceedings of the  Flow  Control in Computer  Networks  Confer- 
ence ,  Paris,  France  (February 12-14,  1979). This  paper  discusses flow control 
schemes similar to  those  used in SNA 4.2. 

48. While global flow control  greatly  reduces the frequency of occurrence, the 
buffer resources in a node may still become depleted. Before the buffers are 
entirely used, the  links will use the  SDLC Receive Not  Ready  supervisory 
frame  to  reduce the rate  at which t r a c  is admitted  to the  node until more 
buffers are again available. 

49. If a  session was bound with inbound pacing off, then the entire  cluster  con- 
troller will be polled with Receive  Not  Ready when  the  boundary is congested 
or the virtual route is blocked. 

50. Notice  the interaction of transmission priority with flow control: without vir- 
tual-route pacing,  a  surge of high-priority traffic would not  displace  low-prior- 
ity traffic in the transit network; it would merely increase the  lengths of the 
lower-priority queues.  This  could lead to buffer depletion; slow-down  al- 
gorithms would be invoked (to avoid buffer depletion  deadlock); and total 
network  throughput would decrease. 

5 1. The  SSCPs may change  the  network configuration by establishing  a  switched 
connection  to an LU. Also, the  INITIATE  request  can  be  queued on the 
availability of an  LU.  The  SSCP of the  secondary LU also  provides  a  table 
(indexed by the mode  name field  in INITIATE)  that contains  a  suggested 
BIND  for use  on the  session.” 

52. The  LU  services manager has  two pieces-one for  (LU,  LU)  sessions, the 
other  to help the SSCP in session initiation and  termination. Most or all of the 
latter  component is packaged  inside  the access  methods. 

53. Actually, a session definition requires a triple (address of primary, address of 
secondarv. virtual-route  identifier) to resolve certain  races  that  can  occur dur- I 
ing session  activation on  one virtual route while session  outage notification or 
deactivation is occurring  on  another virtual route.  Once  activated,  the session 
is uniquely defined by the  address pair. 

54. VTAM  General  Information  Manual, GC27-0462; available  through  the  local 
IBM Branch Office. 

55.  ACPITransaction  Processing  Facility  Concepts  and  Architecture  Manual, 
GH20-2157; available  through the local IBM Branch Office. 

56. In VTAM the half-session control block is the FMCB. When  running  with 
CICS,  the  CID  and  USERFLD pointers link it to  the  TCTTE of CICS.  The 
VTAM ACB represents the LU. In TCAM,  the half-session control block is 
the  TTE. 

57. TSO  on VTAM uses multiple LUs  to gain the benefits of the isolation that  one 
LU per MVS region provides. The network operator  can easily  reference 
each session by the name of the terminal LU since it has a session limit of 
one. 

58. Some limited parallel-session  capability  (e.g., for  secondary half-sessions 
only) within path  control is technically  possible for  such  LUs, but  since  they 
would  not  (generally) support  the  INITIATE  and  BIND format extensions 
that  are needed by parallel-session LUs,  some  products may choose not to 
implement this  support. 

59. The  same  requests,  REQUEST  NETWORK  ADDRESS  ASSIGNMENT  and 
FREE  NETWORK  ADDRESSES,  are used in dynamic  configuration, DIAL, 
and parallel-session protocols. 

60. Session failure timers  could  be  used, but  setting their values intelligently 
would require  knowledge of the  network configuration and  load.  This would 
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constitute  an undesirable  violation of the principle that LU protocols  should 
be independent  of the  network physical  configuration.  Also,  timers are  ex- 
pensive to use in quantities. 

61. In  SNA 3,  session outage notification was  performed  with  the  help of the 
SSCPs.  This meant that  an  LU-to-LU session outage signal between  two 
SSCPs could fail to  arrive  due  to failure of the SSCP-to-SSCP session-a 
double  failure case.  Judicious configuration of the network could ensure  that 
most double failures still resulted in adequate notification. 

62. During the assignment  of sessions  to virtual routes, a user exit is invoked. 
This  exit  can  rotate  the  assignment of parallel sessions  across  several  active 
virtual routes so that the  failure of one virtual route will not disconnect  the 
LUs, only  reduce  the  maximum  bandwidth between  them.  Other assignments 
can be made as needed by the application. 

63.  NCCF General  Information  Manual, (3227-0429; available  through the local 
IBM Branch Office. This introduces the Network Communications Control 
Facility, which provides support  for centralized network  operator  control  as 
well as  services used by IBM or customer-written  communications  network 
management  applications. 

64. NPDA General  Information  Manual, GC34-2010; available  through the local 
IBM Branch Office. Describes  the main purpose of the Network Problem De- 
termination  Application to  be display of data  at  an  NCCF  operator’s  station. 

65. H. L. Giles, “Successful  network management  hinges  on control,” Data 
Communications 7, No. 8, 33-41 (August 1978). 

66. Unpublished data  assembled from  running networks by Gerry Jacobs  shows 
that approximately 85 percent of all calls to help desks  are application-related. 
(This  number may be smaller for  mature, stable applications.) 

67. J .  D. Markov, M. W. Doss,  and S.  A. Mitchell, “A reliability model for  data 
communications,” Conference  Record ICC 78 1, 03.4.1-03.4.5, Toronto, 
Canada (1978). 

68. SNA 4.2 only supports manual  dial lines between subarea  nodes. 
69. In  order  for the SSCP  restart,  takeover, and  normal  domain  activation se- 

quences  to be the same,  the  SSCPs must be able to resynchronize  with  run- 
ning pieces of the  network.  The  LUs  that  are actually in session  have  the 
definitive status of the  LU-to-LU  sessions; so, each  LU tells  its SSCP (on the 
response  to  ACTLU  (ERP))  about its  active sessions. Boundary functions 
provide  this support  for  clusters and  terminals. 
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