


In any case,  the development of distributed data processing, still 
in its  early  stages, has resulted in many complex technical com- 
munications issues being addressed.  Thus, while one can specify 
the  general  characteristics of the basic telecommunications  ser- 
vices that  are  needed,  the  details of network  structures, provi- 
sions for  network  control,  and kinds of application systems must 
remain open  to innovation to ensure  the  most rapid possible solu- 
tion of all the problems involved.  The  data  processing  industry 
today is healthy,  innovative,  and  competitive.  This innovation is 
spurred by research  and  development. Business Week magazine 
indicates  that  the  data  processing  industry  contributes 11 percent 
of all the privately financed industrial  research  and  development 
in this country. Both the  data  processing  and  telecommunications 
industries  have  produced  their  share of innovations:  satellites, 
optical fiber transmission,  microprocessors, magnetic bubbles, 
and  large-scale integration for  example. But the  richest  source of 
innovation  comes from the marriage of new technology and imag- 
inative ideas  about public needs. 

There is a  great variety of new applications,  some  already wide- 
spread,  others beginning to be introduced, still others lying in the 
future.  These innovations should be allowed to find their  proper 
place in American life. Travel  reservations,  electronic banking, 
point-of-sale transactions,  computer  conferences,  voice message 
storage  and  redistribution,  facsimile  distribution  and image pro- 
cessing,  interactive  graphics,  text editing and  document  distribu- 
tion,  electronic information services via television-are all ex- 
amples of the rich possibilities. 

Some  people  are impatient about  extending  the benefits of the 
technology now being pioneered by the most advanced users- 
banks,  airlines,  the offices  in large organizations-to the  average 
citizen of lesser  means.  They  want  to predict the  technology, plan 
the  applications,  and  then  regulate  them  into  existence. When 
Mao Tse Tung found that  excessive  centralization  didn’t  work  he 
adopted  the  policy, “Let 100 flowers bloom.”  The exciting new 
technologies,  the  applications which can be built upon  them,  and 
the benefits from these  applications are flowers in the field. The 
policy environment is the  fertilizer.  None of us wants it to be- 
come the defoliant. 

Extending the analogy a bit further,  the American public, given 
the  proper policy environment, should be allowed to  wander 
through the field  of possibilities picking the  desirable flowers and 
leaving the remaining weeds to wilt. Market forces  cannot  accom- 
plish all the things we need in our  society. But letting the risk- 
taking innovators  experiment with their own money,  instead of 
having all innovation centrally  planned and financed by regulated 
rates of return, is not all bad. 
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Figure 2 History of IBM computer  cosVperformance  for  large  systems  (upper curve) and 
systems of similar  function 
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sign automation,  and,  importantly,  system program development 
has all been  quite  rapid,  but  not  at  quite  the  same  rate  as  the 
electronic  circuits  themselves.  However, when one  considers 
computers of roughly equivalent  function,  for  example,  the IBM 
701 in 1950 and  the IBM Series I Model 5 in 1975, the improvement 
is remarkably  close  to  that 28 percent shown for  the silicon chips. 

The  price  per  instruction  per  second, shown for large systems, 
declines at a still dramatic 15 percent  per  year, the difference 
being taken  up in additional  function:  for  example, much more 
real memory, dynamic address  translation  supporting virtual 
memories and relieving complex, time-consuming storage man- 
agement tasks,  and much richer  operating  systems. 

The  communications  industry  has  also been a  participant in and 
beneficiary of rapid technological progress.  One  example, 
adapted from the Bell Laboratory Record, is the relative cost  per 
circuit mile for new terrestrial  transmission  systems as a function 
of the  number of circuits carried;  that  is,  the  bandwidth of the 
technology. For paired cables with 10 circuits,  the relative cost is 
over $200 per circuit-mile, whereas  at  the  other  end of the  scale, 
for  wave guide transmission,  the  investment  cost  per circuit can 
be well under a dollar Der mile when 100 000 or more circuits are 

shadow  even  these  improvements  eventually.  Thus new tech- 
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Table 1 Examples of emerging  technologies 

I 

Base: 

Systems: 

i Applications: 

Magnetic bubbles 
Electron beam  lithography 
JosephsonIGaAs devices 

Computer networks 
Distributed systems 
Data security 

0 Office systems 
Facsimile and graphics 

0 Speech filing 

nologies, associated with rising demand for  bandwidth,  are im- 
proving communications costs  at a generally accepted  rate of 
about 11 percent  per  year. 

Let me reemphasize  then that  the improvement in costs  for  a 
given function,  demonstrated  both in data  processing  and com- 
munications, is made possible only by rising demand  for  the  func- 
tion. Demand must rise faster  than  the capacity provided by  in- 
creasingly productive  technologies  introduced  successively.  The 
introduction of such new technologies would be brought swiftly 
to a halt at any time that  the policy environment inhibited the 
growth of the new applications  that  show us how to use the new 
capabilities. 

I have  discussed emerging base technologies for which three  ex- 
amples are given in the  top  group of Table 1. Continuation of this 
kind  of progress in base technology certainly depends on ad- 
vanced work in new devices, new material systems,  and new 
tools, of which examples are given here. But two  other kinds of 
technology are at least as important from the policy point of view. 
In  the middle group of the  table  are  three  examples of systems 
technologies, which today represent  the most sophisticated  tech- 
nical effort and involve advanced  concepts in system  design,  ar- 
chitecture,  and programming. I wish to go into  systems  tech- 
nology questions in more depth.  For  completeness, let me also 
note the third  group, which are examples of application tech- 
nologies. 

People are always asking, “In  the world of the  future, will infor- 
mation systems be centralized or distributed, maxi or mini, top 
down or bottom  up?” My answer  to all such  questions is “yes.” 
Information systems will become increasingly closely adapted to 
the  structure of the  organizations  that use them  and  the informa- 
tion flow  of the application they  address.  Even within a single 
user  organization,  there may be multiple systems having different 
structural  characteristics or having subsystems which are  struc- 
tured differently. Let me show you two  examples of quite dif- 
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Figure 3 IBM internal  network  serving  scientific  and  engineering  locations 

ferent  systems.  These  are  both  examples of IBM internal  systems, 
since  I am most familiar with them,  but  such  examples  abound 
throughout the world of distributed  data  processing. 

Let’s  start with an  example of an IBM internal network which is 
depicted in Figure 3 and  provides message-switching services 
functionally somewhat similar to ARPANET (Advanced  Research 
Projects Agency Network), although it grew in a completely 
spontaneous bottom-up kind of style. This network originated 
when two of our scientific centers had a lot of collaborative work 
to  do  and decided to  interconnect  their  computing facilities. It 
grew slowly at  first,  then  much more rapidly, until today it inter- 
connects  almost all major computers in our  research  and develop- 
ment facilities as well as  many manufacturing and  headquarters 
sites.  There  are now 254 processor  nodes in 65 cities in 12 coun- 
tries  connected to this network, generally referred to  as SUN 
(Subsystem Unified Network)  internally. It evolved according to 
the  organization of working affinity groups in IBM laboratories. 
Sister  laboratories  interconnected,  related divisions tied in,  and 
so on until almost all IBM scientific and engineering locations in 
the world can  have  access to  it. 

This network is not  optimized  for  average traffic flow, with arbi- 
trary  sources of work at  each  node  and minimum response time 
criteria,  such as might be the  case in a  commercial,  transaction- 
oriented  network. The computing facilities reflect actual work 
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Table 2 Growth of IBM Consolidated  Corporate Data Network (CCDN) 

I975  I978 
_ _ _ . ~ ~ ~  - 

Applications systems 4 14 
Control units 475 660 
Devices 4130 8200 

Displays 2880 6000 
Printers 1250  2200 

MSGimin (peak periods) 3800 6800 
Charlmin (peak periods) 1.2 x lo6  2.3 x IO6 
Network response time 3 sec 3 sec 

flow involved while the  network was growing. As functions  were 
added, new resources  were  added  to accomplish these  functions. 
Work flows throughout the network without any  central  node 
being in control. 

Message input, editing, and switching are major functions; job 
and data  preparation  at  one  node  for  remote job  entry is also im- 
portant.  Cryptographic facilities are provided under  user  control 
for  data  security. 

Although this network grew as a  bottom-up,  noncentrally man- 
aged network,  there  are now arising a  number of centralized  func- 
tions such as directory  services, which one  node  or  another  has 
volunteered to provide.  The  network  uses  both  switched and 
leased communication facilities. There are several nodes that 
share  a mass store  data  facility.  There  are six different kinds of 
processors, with three different kinds of job entry  methods in- 
volved. Network reliability as  a whole is not  crucial in this situa- 
tion. Local performance is more  important  than message ex- 
change performance,  and it  is very  easy  to  add  a new node or  to 
take  one off without disrupting  anybody  else. 

Another internal IBM network is what we call the Consolidated 
Corporate  Data  Network, CCDN, which is totally different from 
the SUN network in philosophy. It is sophisticated  and complex. 
It is organized  top-down, with central  control to support multiple 
applications, and is also growing very  rapidly.  Table 2 shows 
growth  rates from 1975 through 1978, indicating how many major 
applications  are running on this  network.  The  number of such 
application systems grew from  four to fourteen during this period. 
Each of these major application  systems can be accessed by 8200 
terminals. All are controlled  under  Systems  Network Archi- 
tecture.  This gives the effect of what would be a 114  800 terminal 
network in a world where  each terminal would be tied to one 
specific application system. 
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This network is used for order  entry,  order inquiry,  intracompany 
message service,  customer engineering education  and  other appli- 
cations. 

Today,  there  are  over  two million characters  per minute flowing 
over  this  network in a peak  period,  or 1.2 billion characters a day. 
These  applications  are  important to  the continuity of IBM’S busi- 
ness from minute to minute and  hour  to  hour;  the company de- 
pends upon the availability of the  network.  It  also  depends on the 
discipline of the applications and  the audit trails that flow through 
them.  The  fact  that  the  function is the  same  at  every terminal is 
important in this kind of network,  whereas it is not  important in 
the loosely coupled job  network  I just  described. 

Many other kinds of networks  have been designed.  In  particular, 
a number  have been designed for specific industry  applications, 
such as  supermarket  systems, retail point-of-sale systems, elec- 
tronic  banking, airline reservations and insurance  systems.  Each 
of these  has its own unique characteristics,  and  they  are different 
from one  another in a number of ways. 

I want to emphasize  that  networks  such as  these, which include 
hundreds of computers  and  thousands of terminals,  each with a 
specialized set of network  characteristics to meet the user  envi- 
ronment,  are running today using leased and switched facilities- 
almost entirely analog voice-provided by common carriers.  The 
complexity in these  systems is in the  computer programming that 
controls both the application environment,  the  data flow, and the 
management of communications traffic  on the  network. 

High-quality digital transmission facilities will reduce  errors  and 
reduce  costs  for such networks. But the  user must be free  to tailor 
the network to his specific requirements, which suggests that 
these communications facilities be as simple and flexible as pos- 
sible. 

System technology for computer  networking  (Figure 4) is still 
changing rapidly and  presents many new technical problems.  For 
example, many application networks, which  in the  past  were  de- 
signed as centralized  systems, are becoming decentralized, with 
control  over regional subnetworks in a variety of local comput- 
ers. This  seems  to be the  trend of the  future  and  presents  a num- 
ber of difficult problems which are being addressed in university 
and  industry  research  laboratories  around the world. 

No clear definitions distinguish a  distributed  system from a non- 
distributed  system, in spite of-or perhaps  because of-an over- 
whelming amount of technical  literature on the  subject.  I will not 
attempt to draw  that  line;  instead, I will assert  that a distributed 
system will usually have  at  least  one of the following entities dis- 
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Figure 4 Interconnected, top-down, decentralized network illustrates one approach to dis- 
tributed data processing 

I 

tributed: data, computing, or  control.  It also makes a lot of dif- 
ference  whether  data  and  computation  are  shared or not shared. 
It is not difficult to  distribute  data arkong several  nodes with each 
user having a specific node in which the  data he is responsible for 
is located. 

Techniques  for transmitting pieces of a data  set  to  a  second  node 
to  create a new, modifiable and  forever  separate  data  set  are  also 
well known.  This is not  the  case  for  true  shared data  bases, which 
can be updated and accessed simultaneously by programs in  dif- 
ferent  locations, using procedures  independent of the location of 
the  data.  These  data bases are a prolific source of unsolved re- 
search  topics. 

All distributed  systems  that  share  data and computing  have a 
common set of problems, which I call control problems. Ex- 
amples are name and address identification, location of programs 
and data,  access and telecommunications  security, routing, flow 
control, program and  data  base  translation. Many of these  can be 
distributed;  others are more naturally centralized. 

Let’s  consider,  for  example,  the  question of how you control dis- 
tributed data. There are various ways you can  carve  up  data. Fig- 
ure 5 shows  two of them. One is to partition the  data  base and the 
other is to replicate it. Given that  data  are  to be shared among 
programs that  are  distributed  among  nodes, when should you par- 
tition? When should you replicate? Or when is partially replicated 
data  appropriate? An example of a partitioned data  base would be 
the regional positive credit  record which is updated  on each trans- 
action so that  the  user  keeps  the  data  for a particular region in 
that  location and keeps  them  always up to  date, accessing  them 
when needed. 

Figure 5 Distributed data  base 
can be either parlitioned 
among network nodes 
(top) or replicated 

PARTITIONED DATA  BASE 

DATA 
REPLICATED 
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Table 3 Emerging data communications concepts and applications 

Fast circuit switched data networks 
0 Packet switched networks 
0 New, better data interfaces (e.g., X.21) 

Prestel and Bildschirmtext* 
Satellite services 

0 Interactive cable TV 
~ ~ ~ ~ 

*British and German, respectively, interactive home information services 

An example of a replicated data base would be the negative credit 
file in the local store-a list of bad risks or stolen  credit  cards- 
which the  user installs overnight,  or once  a week or  whatever, 
and which stays relatively static and is accessed locally by the 
point-of-sale terminal when the  central  system is not available. 
For inquiry only, replicated data seem  best. For update,  partition- 
ing seems  best.  Unfortunately,  a lot of applications lie in be- 
tween.  Sometimes  the  application  even  needs  to shift from one 
kind of distributed  data  to  another  between day and night. 

Data  base  synchronization is also  a challenge. How  do you keep 
data  consistent in the face of time  delays? A satellite communica- 
tion delay is a  conspicuous  example of such  a time delay. In fact, 
however,  satellite delays tend  not  to be large compared to delays 
that  already  exist in multinode networks which have a significant 
amount of queuing and  processor time consumed in various 
nodes. So it is important to know when a  data  base may have 
been updated partially by one application and is being inter- 
rogated by another.  It is also  important  that  the  inquirer know 
what the  state of the  data is at  the time it is accessed. Demand 
assignment broadband  satellite  channels may help with this prob- 
lem.  A  satellite  has very high connectivity.  Each  earth station can 
see all the  data, in a  symbolic  sense.  Thus  a  pool of bandwidth 
can be made available to  two  or more stations  on  demand. You 
can imagine replicating a large data  base  and moving it,  perhaps 
many millions of bytes, in a  fraction of a  second  from  one location 
to  another. 

The  user  needs  to be able to  trade off costs of transmission,  costs 
of computing,  response  time,  and  other  system  characteristics to 
optimize his total application system, and not  have his choices 
indirectly constrained  by the carriers. 

I have  described a variety of different types of network archi- 
tectures. I have  discussed  quite  a variety of challenging-and to 
some extent still unsolved-technical problems involved in the 
more complex versions of distributed  processing. But there is 
also  a  substantial variety of communication concepts  and appli- 
cations emerging. Table 3 shows  a few of them.  Some of these 
may  find wide usage;  some may not. For many,  their usefulness 
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will depend  on  the  solutions  to  the kind of distributed  systems 
research  problems I have  been  discussing. For  example,  a  packet 
network may be good for message switching or inquiry appli- 
cations  but  may,  nevertheless,  be  a very inefficient way to trans- 
mit large volumes of data  or programs from one  network  node to 
another.  Instead,  a  reliable, rapidly connecting, digital switched 
network may be  far  better.  Thus it is appropriate to require  each 
of these communications approaches  to  stand  on  its  merits, com- 
peting among one another  and against other similar ideas. 

Finally,  before leaving the  discussion of technologies and appli- 
cations,  let me discuss for  a moment the  economic  incentives  for 
additional innovations.  Earlier I indicated that  data processing 
capability has been improving at a rate between 15 and 25 percent 
per  year  for some time.  Similarly,  communication  costs  have 
been decreasing  at roughly 1 1  percent  per  year.  The  costs of per- 
sonnel,  however, rise with inflation at  an  average  rate of around  6 
percent per year. 

International  Data  Corporation  estimated  that in 1975 total  ex- 
penses of computing organizations in the U.S. were $26 billion, of 
which about half was for  hardware,  a third for professional sala- 
ries  and  about  a fifth for  communications. The productivity 
trends  I just described motivate  the  user  to  seek more computing 
power and  software,  and when necessary, more communications 
capacity, in order  to hold down  the  growth  rate of his payroll 
costs.  Most of the complexities in distributed  data  processing, 
which I  have been discussing, are undertaken with this motiva- 
tion in mind. Continuous innovation in distributed  data  process- 
ing can  solve  the difficult networking problems I have  discussed 
and, given adequate  communication facilities, can permit the  pro- 
ductivity of the  people building and using networks  to rise along 
with the productivity trend of the  electronic technology itself. 

This is the real payoff from the opportunity  for  innovation, but it 
is not without risk. What then  are  the  keystones of a public policy 
that  both  sustains  the  rate of innovation and provides  the frame- 
work for needed national communications? 

I am not  a  lawyer  and  not  an  expert on what the boundary of 
government regulation must  be.  I  accept  the  notion  that some 
form of basic digital transmission  service  must  be provided by a 
regulated common carrier or carriers  throughout  the  country. 
These facilities have  been  compared to  an electronic highway. 
The  electronic highway should restrict  the  freedom to innovate as 
little as possible, while providing a  low-cost,  low-error-rate, uni- 
versally available service.  The key characteristic of such  a  ser- 
vice is that it provides pure  transmission, or  transparency  as it is 
often called. An example of a  test  for  transparency, though per- 
haps not  the most important one, is the ability of the communica- 
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tion service to carry  encrypted  data without the  carrier having 
access to  the key. 

Given the existence of such  pure transmission facilities from the 
common carriers, it should then be permitted  for  any  entrepre- 
neur to  purchase  these facilities, utilize them to support any end 
use application he has in mind,  and to offer the.entire application 
to  the public without any  form of regulatory impediment at all. 
The  crucial policy issue here is the unregulated resale of commu- 
nications service. I am aware  that this has been an active  subject 
of debate  before  the FCC, and the Commission has vacillated as  to 
whether it has  the  authority to deregulate  the  resale of communi- 
cations.  This  authority  seems to me to be a major point that 
should be explicitly assured in the  proposed  revision of the 1934 
Communications Act. 

Whatever the balance of monopoly versus  competitive  service, 
the  concept of “regulated  competition” is to  be viewed with great 
skepticism. If this self-contradictory  concept is then  to be 
avoided,  a  crisper  distinction  between regulated common car- 
riage and  unregulated,  competitive  services is required. 

The answer, I  feel, lies in the deregulation of value-added ser- 
vices. An excellent  example with which to  test this principle is at 
issue at this  time. A service called Advanced Communication 
Service (ACS) has been proposed by AT&T to  the FCC as a  service 
using the  DataphoneB Digital Service (DDS), available now in 
leased form. This is clearly an  entrepreneurial  venture which has 
substantial technical risk,  moves  far down the  path toward the 
offering of data processing services by a monopoly carrier,  and in 
any case, will cost  the Bell System  a very substantial  amount of 
money to develop.  The  fact  that it is to be built on DDS indicates 
that  there is a  clear  boundary  between what could be regulated 
and could be left unregulated. If all of the add-on facilities in ACS, 
beyond the  Dataphone@ Digital Service,  were left totally unregu- 
lated and provided to  the  customer in a competitive  marketplace, 
the value-added services  provided by ACS could succeed  or fail 
against other  service  alternatives.  The  cost of the transmission 
facility for ACS would then  be  the  standard  price  that DDS charges 
all its  customers. And anyone, carrier or  not, should be able  to 
offer an Acs- l ike  service built on the  resale of DDS facilities. 

Unhappily,  the AT&T Consent  Decree  does not permit AT&T to 
offer any  service  that is not regulated by the FCC. This  restriction 
provides additional incentive to expand  the  regulatory  reach of 
government to cover  services which do  not  need to be regulated, 
in order  to permit AT&T to bring its very  substantial  technical  and 
financial resources  to  bear on the new innovative  opportunities. 
In  that  sense,  the  antitrust  Consent  Decree  has  an  anti- 
competitive  effect,  for if it were  removed, AT&T would be able to 
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