




The book Automatic  Information  Organization  and  Retrieval by 
Salton,' published in 1968, deals with the  computer  processing 
of large information files and  encompassss a large variety of use- 
ful techniques. Salton treats  extensively such subjects as asso- 
ciations  and  relations among data items and  the use of mathe- 
matical and  statistical  techniques  for searching and retrieving 
information. The research of the problem indicates  that rela- 
tional analysis of the  stored  data  items can provide useful infor- 
mation. Levien and Maron published a  paper in 1967 in which 
they  describe  a  system called the relational  data file, which is 
used for  the logical analysis of data.' Childs, in a  paper pub- 
lished in 1968, uses  a  set-theory  approach  for  data  structuring 
and relational analysis." Childs  indicates  that his set-theoretic 
data  structure  approach relies on set  operations  to do the work 
usually allocated  to  pointers  or  hash coding as in list structures, 
ring structures,  associative  structures, and relational files. 

Minker, in his paper "Performing inferences  over relational data 
base,"" presents  an interesting algorithm that  permits  questions 
to be answered  where  the  answer is implicit within the  data 
base. The approach used by Minker, as related  to  developments 
in the field  of artificial intelligence, should certainly  provoke  re- 
searchers  and  developers  to  investigate  further  this  extremely 
important  subject of inferential operations in large data  base  sys- 
tems. 

Another  classic  description of a relational data model is given by 
Codd in a  paper published in 1970." A model based on n-ary 
relations introduces a normal form for  data  base  relations and 
the  concept of a  universal  data sublanguage. In the  same  paper, 
certain  operations on relations are discussed  and applied to  the 
problems of redundancy  and  consistency. The problem of re- 
moving data dependencies - such as ordering  dependence, in- 
dexing dependence,  and  access  path  dependence-is  also 
treated in great detail. In 197 1 and 1972, Codd published four 
additional papers  that  explore  further  the relational approach. 
The idea of relational analysis  and key transformations  can  also 
be found in the book A Programming  Language by Iverson, 
published in 1962.13 In this  book, which has  the  basic  description 
of the programming language APL, Iverson  discusses  several 
types of key transformations  and  array manipulations. He de- 
scribes  the  elements of APL, which is a powerful language for 
relational analysis of data  structured in array  forms. 

Optimal data  structuring  and  data management are of utmost 
importance in achieving cost/performance specifications in large 
integrated information systems. In a book published in 1969, 
Lefkovitz  deals with the problem of performance  evaluation of 
such systems.14 Lefkovitz suggests formulas  for  the  estimation 
of update  costs  for different file structures,  but he ignores other 
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data  structuring was implemented using a hash coding tech- 
nique. Crick and Symonds published in 1970 a  report entitled A 
Software  Associative  Memory f o r  Complex  Data  structure^.'^ 
They  describe  the implementation of the  content  addressability 
concept using Feldman's and Rovner's  ideas.24  Crick and Sy- 
monds indicate  that  the implementation of inter-entity relation- 
ships is generalized to be consistent with a  formulation based on 
mathematical relations as discussed by Levien  and  Maron9  and 
Codd." It is worth noting that  the  content  addressable  approach 
to auxiliary storage  as  conceived by Feldman  and  Rovner  has 
been implemented at  the MIT Lincoln Laboratories and at  Stan- 
ford University. Ash and Sibley built a  system based on  the 
same  concepts  to run on an IBM System/360  Model 67.'' 

The wide interest in generalized data base management systems, 
and the development of such systems by several  companies in 
the late 1960s, revealed a need for standardization. In May 
1969,  the CODASYL System  Committee  completed  a  report  enti- 
tled A Survey of Generalized  Data  Base  Management Svs- 
tems. A goal of the  committee  was  to  develop  the  specifications 
of a  standard  data  base language and  functions  for  a unified data 
base  system.  The final objective was to submit the common sys- 
tem to the  American  National  Standards  Institute (ANSI) as a 
candidate  for  standardization following a path similar to  that of 
COBOL, which had been developed by CODASYL between 1959 
and 196 1. An introduction  to  the main CODASYL data  base  re- 
port, published separately in 1 971,28  analyzes the features of 
generalized data  base management systems  and  describes  tech- 
nical problems that  face  future  designers.  It  discusses  such  prob- 
lems as handling existing stored  data and providing more com- 
plex data  structures than those already available in conventional 
programming languages. The paper  deals with problems of data 
independence and binding, and it discusses differences and simi- 
larities between capabilities in host language systems  and in self- 
contained  systems.  This CODASYL data  base  introduction 
presents  a good exposition of problems  to be solved through 
careful research. 

McGee presents  a useful approach  to  the specification of file- 
level operations on network  data  structures.29 The  author uses  a 
logical network  data  structure  class similar to  that  developed by 
the CODASYL Data Description Language Committee. He dem- 
onstrates  that  the  advantages of using file-level operations  are 
not limited to hierarchical structures and indicates how they can 
be extended  to  network  structures. 

In  the  area of Key to  Address  Transformation (KAT), a  paper by 
Lum et  al., published in 197 1, presents the results of a  study 
of eight different KAT methods as applied to  a  set of existing 
files."' The performance of each method is summarized in terms 
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of the  number of accesses required to  fetch a  record  and  the 
number of overflows created by each  transformation, when the 
load factor and bucket size are varied over  a wide range. Wong 
and  Chiang, in a  paper published in 197 1,31 treat KAT techniques 
for data  structuring in a  system  that allows queries involving 
arbitrary Boolean functions of properties to be processed with- 
out taking intersections of lists. That method seems  to  improve 
performance.  Another  paper  that  deals with KAT techniques  and 
their  performance was published in 1972 by van der  His 
analysis is based on the  assumption  that,  for  a given set of keys, 
a  transformation  exists  that gives a uniform probability distribu- 
tion over  the available addresses. He derives  formulas in which 
the  costs  are  expressed  as  functions of quantity of storage  used, 
number of  accesses,  cost per unit storage, and cost  per  access. 
Van der Pool published another  paper in 1973 in which file orga- 
nizations using KAT and open  addressing  are studied through the 
use of simulation and a  Markov The results  obtained 
are compared with the  results  reported by P e t e r s ~ n . ~  I 
A  comprehensive study of data  structuring  and  accessing 
methods in large data  base  systems  was  completed and pub- 
lished in 1973 by Senko et al.34 The  authors present  a  descrip- 
tive analysis  of  data  base informations systems.  The paper 
reviews the evolution of data  base  systems,  discusses  the  struc- 
turing of information, and  introduces  a new fundamental  approach 
to  data  structuring. In the  same  paper,  the  authors  introduce  a 
Data Independence  Accessing Model (DIAM) for describing in- 
formation and its stored  representations. Although the model is 
rather complex and abstract, DlAM has some useful features. 

Knuth, in his book The  Ar t  of Computer  Programming- Fun- 
damental  Algorithms, published in 1968,35 devotes  a  chapter  to 
information structures in which he presents in great  detail  struc- 
tures  as  they may appear inside the  computer, Knuth’s approach 
is a good introduction  to  the notions of physical data  structures. 
Another book relevant  to large integrated informatioh systems is 
Knuth’s The  Ar t  of Co,mputer  Programming-Sorting  and 
Searching, published in  1973.:j6 His  chapter on searching is the 
most comprehensive  study in this  area known to  the  present 
authors.  In  a  section  on hashing, Knuth  elaborates  descriptions of 
the  several  techniques and evaluates  their  performance.  In a 
paper published by Lum in 1973,”7 a new approach  to general 
performance  analysis of KAT methods is presented,  and  the  re- 
sults  obtained in an  earlier  experiment by Lum2’ are  substantiat- 
ed and explained analytically. 

Shneiderman  and  Scheuermann, in a  paper entitled “Structured 
data  structures,” phblished in 1 974,”8 proposed  a Data  Structure 
Description  and Manipulation Language (DSMDL) which pro- 
vides for  the  creation of a  restricted  class of data  structures,  but 
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ensures  the  correctness  and compatibility of existing programs. 
The four  papers on the topic of Data Base Management (DMB) 
that  were published in Datamation in September 197439 suc- 
cinctly describe  the  problems  that  have  to be solved in the  area 
of large integrated data  bases. 

Relational data  bases have been in existence  for  a long time. A 
relational data  base is any data  base  that is represented in tabu- 
lar form and that  enables  one  to perform set  operations  (regard- 
less of the  means  used: matrix manipulation, relational calculus, 
algebraic operations, etc.). Many data  bases  have used tabular 
forms-for  decision making, in graph theory, in network  analy- 
sis-  that  were not termed relational data  bases. As stated pre- 
viously, Levien and Maron9 used the name relational  datu $le, 
but  Codd”  has to be credited with the wide acceptance of the 
term relational  data  base. There  has  developed  over  the  past 
several  years a considerable  literature on relational data  bases, 
but many  of .the  concepts  described  have  not gone beyond aca- 
demic interest. In a  paper  presented  at  the 1974 IFIPS Congress 
in Stockholm,  Codd  discussed  some  aspects of most urgently 
needed  investigation^.^' He discussed  the  paramount signifi- 
cance of ascertaining  the  performance  that is attainable when 
the relational approach is applied to  a large-scale data  base with 
concurrent  access.  The  development of storage,  access, and 
modification theory  for collections of nonhierarchical n-ary rela- 
tions is another  aspect of considerable significance. 

Many researchers and designers of relational data  base  systems 
have investigated specialized aspects of such  systems. Wang and 
Wedekind published a  paper in 1975 entitled “Segment  synthe- 
sis in logical data  base design”41 in which they indicate that,  tra- 
ditionally, logical segments in a  data  base  are defined on an ad 
hoc basis, intermixing logical representations  and  other  perfor- 
mance-oriented considerations. The paper  describes  how,  after 
the removal of redundant  relations  and  the  reduction of the 
number of relations,  one can derive  an optimal set from the orig- 
inal set of functional relations. The  authors use  the notion of 
minimal cover, in which a  closure  can be derived from a minimal 
set of relations. Bernstein analyzes similar approaches in his 
PhD thesis, Normalization  and  Functional  Dependencies in the 
Relational  Data  Base  Model (University of Toronto,  1975) .42 

In a  paper entitled “Further normalization of the  data  base rela- 
tional model,” C ~ d d ~ ~  discusses in great  detail  the  reasons  for 
normalization and provides insight into  the  intricacies of func- 
tional dependencies  that  exist among relations in a  data  base 
system. This paper is recommended as a  clear  presentation  of 
the normalization process  and  other relational data base  aspects. 

NO. 3 . 1976 READINGS IN DATA BASE SYSTEMS 259 



An excellent book by Date, A n  Introduction to Database Sys- 
tems, was published in 1975.44 The  author  analyzes  and  com- 
pares, in great  detail,  the  concepts of the relational approach,  the 
hierarchical  approach,  and  the  network  approach. Date indicates 
that,  despite his bias in favor of the relational approach,  the hier- 
archical and network  approaches are extremely  important,  and 
they possess  the significant advantage  that  implementations  ex- 
ist. The hierarchical system analyzed by Date is the IBM lnfor- 
mation Management System (IMS).” His  analysis of the  network 
approach is based on the  proposals of the Data Base Task 
Group (DBTG). Some modest implementations of the rela- 
tional approach  have emerged in the  last few years,  but they are 
still experimenta~.~’, 46, 47 
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Another  excellent  book, Computer  Data-Base  Organization by 
Martin, was published in 197S.48 Martin introduces  basic  con- 
cepts and definitions, presents design criteria, and explains some 
of the difficulties encountered in the  development of data  base 
systems.  A thorough survey of data  base  research and develop- 
ment activities  was published by Blaser and Schmutz in 197S.4“ 
The survey includes a bibliography that  contains 198 entries, and 
it draws  conclusions with respect  to established and potentially 
emerging principles in data  base  architecture  and design, as well 
as potential future  trends in data  base  research. 

Concluding remarks 

In general, it can  be said that  there  exists  a large body of techni- 
cal literature  that  covers  a wide spectrum of problems related to 
the new and very  important field  of data  base  systems.  There is 
no doubt  that  the relational data  base  approach  provides  a  scien- 
tific foundation  and  a sound engineering discipline. In addition, 
it provides a  theory  for  data  analysis  and  data  structuring as well 
as  a badly needed formalism in this highly significant area  of 
computer  science.  A  considerable  literature has been generated 
by the very fact  that  the relational approach  provides  a scientific 
discipline in a field that has been governed by a  haphazard  ap- 
proach  for  a long time. However,  too many papers  present  con- 
cepts  that may never go beyond the realm of academic  interest. 
Despite  the  existence of some small-scale (experimental) imple- 
mentations,  additional  evidence is needed to indicate the practi- 
cality and feasibility of such  an  approach in a large-scale data 
base  environment. 
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